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ABSTRACT

Interwell Connectivity Evaluation from Wellrate
Fluctuations: A Waterflooding Management Tool. (Beber 2009)
Danial Kaviani, B.S.; M.S. Amirkabir University dfechnology (Tehran Polytechnic)

Co-Chairs of Advisory Committee: Dr. Peter P. Valké
Dr. Jerry L. Jensen

Using injection and production data, we can evaluhe connectivity between injector and producer
well pairs to characterize their interwell regiozisd provide a tool for waterflood management. The
capacitance model (CM) has been suggested as ampkanlogical method to analyze the injection and
production data for these purposes. Early studhieslving reservoir simulation have shown CM to be a
valuable tool but also have revealed several sbianitogs. Many of these deficiencies have become more
transparent in analyzing field data. This work siets of two parts: in the first part, we investeyaome
of the shortcomings of the CM and attempt to overedhem by modifying the algorithms. In the second
part, we relate the problem of interwell connetivto the rigorous concept of Multiwell Productiyit
Index (MPI) and provide a semi analytical approach.

We have developed two modifications on the CM: Hsgmented CM that can be used where
bottomhole pressures (BHP) are unknown and may gehaduring the analysis interval, and the
compensated CM that overcomes the requirementrton rdhe model after adding a new producer or
shutting in an existing producer. If both BHP chasigand shut-in periods occur, the segmented and
compensated CMs can be used simultaneously toraohst single model for a period of data. We show
several hypothetical cases and a field case whesetmodifications generate a more reliable evaluat
of interwell connectivity and increase théd®the model up to 15%.

On the other hand, the MPI-based approach canqbrdtk reservoir performance analytically for
homogeneous cases under specific conditions. lheterogeneous cases, this approach provides atrobu
connectivity parameter, which solely representsridservoir heterogeneity and possible anisotropmy an
hence allows improved information exchange with gkeelogist. In addition, this connectivity paraniete
is insensitive to possible variations of skin facod changes in number of wells. A further advgataf
the new method is the flexibility to incorporatedatbnal information, such as injector BHP, intceth
analysis process. We applied this approach on akvempothetical cases and observed excellent

evaluation of both reservoir performance and cotiviec
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1.1—Interwell connectivity evaluations, uswector maps to indicate directions and
connectivity levels, supply information about barsi and conduits in the reservoir. The
length of the vector from each injector to eachdpicer shows the connectivity level
between them. (a) Low connectivity could be andatbr of a fault or low permeability

zone and (b) high connectivity could be evidenca rhcture or other high-permeability

1.2—Considering only the correlation coeffiti®f a well pair may show no connectivity for a
highly-connected pair. In this case, the effeabthier injectors leads to a poor apparent
connectivity. Data are from 101 and P01 from Ca$e®.........ccceeeieiiiiiiiiiiiiiiiee 3

1.3—Besides the interwell heterogeneity, saevether factors may affect the apparent
connectivity of two wells. A second-type connediiyparameter does not decouple the
effect of existence of the other wells and welkltiens from the apparent connectivity;
however, a first-type connectivity parameter dedesithese effects........cccovvvevevrernenn.n. 4

1.4—Using a second-type connectivity paramétea homogeneous case, the connectivity
parameter depends on the well location and resestiape X is a connectivity
parameter from the capacitance model that wilbggagned in Section 3.1). Using a

first-type connectivity parameter, the connectiyigrameters for all these well pairs are

4] (o PP 4
3.1—Estimation of model parameters based oums¥bs Algorithm. In this methots are

estimated in an iterative procedure using a s@weis are determined using MLR. .... 13
3.2—Location of the WellS iN Case 3-1......ccuvviiiiiieiiiie e 16
3.3—Producers’ BHP Of CASE 3-1. .......ommmreeiiriiieiieie st 17
3.4—Injection rate of INJECOrS iN CaASE 3rdu.uuiiiiiiiiiiiiiieei e e e 17

3.5—A map of Case 3-1. As we expected since this casenmgeneous and isotropic, the
map is perfectly symmetric, and since the systeaosed, the summation a6 for each
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3.6—A map of Case 3-1 with variable BHP disregarding BldRa. For this simple case, the
results are slightly misleading, specifically foelg 101, 102, and 103; that implies some
heterogeneity in the interwell regioN. ......ccceeeeeei i 18

3.7—In Case 3-2, a barrier exists between SMBB and PO4. ...........ccccoveiireee i eeecmeee 19
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21
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. 4.1—In the segmented CM, a constafny(s), is added to the model. Thgy(s) will change at
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010 011 1S3 PP PPURPTRRPR
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1. INTRODUCTION: THE IMPORTANCE OF RESEARCH

1.1 Interwell Connectivity

To put it in simple words, interwell connectivityvauation is the attempt to understand how
effectively two wells are connected to each othehomogeneous systems the interwell connectigity i
function of location of the wells and reservoir gery. In heterogeneous systems the propertiekeof t
interwell region also affect the connectivity. Thasnnectivity evaluation provides a tool to chéesze
the reservoir. For instance, low connectivity betwéwo adjacent wells could indicate existence loiva
permeability zone or barrier in their interwell i@g, and high connectivity could be evidence ofighh
permeability zone or a flow channélig. 1.1). Evaluating the interwell connectivity assistsojotimizing
field management: for example in waterflooding, @& predict how the changes in the injection rates
affect the production rate. A model that can predie production rates based on the injection rates
enables us to determine the optimum injection rademaximize the objective function (for exampld ne
present value) under various technical constraints.

Despite the simple definition of connectivity, neigue criteria exist to define the connectivitydéof
two wells. In fact, depending on the evaluation et of connectivity, we may define several types of
connectivity parameters between the well pairgdneral there are two broad approaches to evalvate
connectivity: static and dynamic. This terminology adopted from heterogeneity measurement
classifications by Lake and Jensen (1991). In thgcsmethods, the connectivity evaluation is baged
the geological data. In this manner, a number ahectivity parameters have been defined. Someeskth
definitions are directly related to the individwegll pair connectivity, like the Li et al. (2009gfihition of
probability of well connectivity. Other definitiorere not specifically related to the connectivigtveeen
well pairs; instead they assign a connectivity infte a specific layer or gridblock. For exampleallg et
al. (2008) defined two connectivity parameters $and layers based on existence of the sand in the
adjacent wells, and Hird and Dubrule (1998) defited parameters to evaluate connectivity for each
gridblock. In the dynamic evaluation of connectiyitve use reservoir engineering data (such astiojec
and production data) or specific test data [eacdr testing (Du and Guan 2005) and interferenck an
pulse testing (Lee et al. 2003)] to evaluate thaneativity. In the dynamic approaches we also miigtish

well pair connectivity evaluation and the regiomiectivity evaluation.

1.2 Connectivity Evaluation Based on Injection andProduction Data

Injection and production data are the most avadlabold abundant data in any waterflood project.

Using these data we are able to evaluate the ctvitecdbetween the injector and producer wells.

This dissertation follows the style SPE Journal.



Analysis of injection and production data to inflee interwell connectivity becomes more cruciatases
where the reservoir is heterogeneous or we do m@ee henough information about the reservoir
characteristics. Although we have several othercgsuof connectivity evaluation such as traceistest
more detailed geological studies, applying a methaded on only wellrate fluctuations has specific
advantages. It needs no extra field tests and abeady available data. Integrating the analysis of

injection and production rates with other data $etdan enhanced view of the reservoir.

High permeability zone

High Connectivity — H1gh CONnnectivity
=== Low Connectivity = Low Connectivity

\
@ Flow barriers (b)
Fig. 1.1—Interwell connectivity evaluations, using vector maps to indicate directions and connectivity levels,
supply information about barriers and conduits in t he reservoir. The length of the vector from each in  jector to
each producer shows the connectivity level between them. (a) Low connectivity could be an indicator of a fault

or low permeability zone and (b) high connectivity could be evidence of a fracture or other high-perme  ability
zone.

Ideally, we expect to estimate a connectivity patanthat reveals the heterogeneity of the intdrwel
region. However, besides the interwell heteroggnéie apparent degree of connectivity of a well g
a function of well locations, reservoir extents|lla@re skin factor, existence of other wells, ifjen rates
of other injectors, and bottomhole pressure (BHRllothe wells. We expect a robust connectivitgidr
to be able to decouple these effects from the amparonnectivity and merely represent the reservoir
heterogeneity. For instance, looking at a set ¢dction and production data, probably the simplest
evidence of connectivity between an injector/pradygair is a high correlation coefficient betwehbait
rates. However, the effect of existence of othgecitors may lead to estimation of a small “apparent
connectivity” Fig. 1.2. Thus the correlation coefficient may not be laust connectivity estimator.

Besides the application of the connectivity paramnes an index to understand the heterogeneity, we

may need another type of connectivity parametdraaacribes the effect of change in rate or BHRawh



well on the other wells. Such a connectivity indei not be the same as the heterogeneity indicator
because for this one, we do not need to decoupleffiect of location and existence of the otherlsvel
from the connectivity parameter. In general, if @aarectivity parameter decouples the effect of the
location and number of the wells from the appamannectivity we call it a “first-type” connectivity
parameter; however, if it does not decouple the$ects, we call it the “second-type” connectivity
parameter Kig. 1.3. For example, in a homogeneous system, a fipg-gonnectivity parameter for all
wells is expected to be zero. However, considetimg second type of connectivity parameters and

depending on the location of the wells, differeatues can be assigned to the connectivity of thié we
pairs Fig. 1.4).
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Fig. 1.2—Considering only the correlation coefficie nt of a well pair may show no connectivity for a hi ghly-
connected pair. In this case, the effect of otheri  njectors leads to a poor apparent connectivity. Dat  a are from 101
and P01 from Case 3-3-0.

Some models have been developed to predict thevoes@erformance based on the information
obtained from connectivity evaluation. By adoptiagwatercut predictor to the model, we may also
estimate the oil production. Compared to resergiinulators, these models have the advantage of

predicting the production rates much faster.

1.3 Improving the Connectivity Evaluation

In this work, at first we try to overcome the prefls associated with estimation of connectivity
parameters using the current available methods. @ntihne problems that decrease the accuracy of
connectivity evaluation in field cases is the la¢knformation on the producers’ BHP. We show ttias$

may lead to incorrect connectivity evaluation. ieraduce a method that can effectively decouple the



effect of a limited number of producer BHP chanffesn the data. Another problem with the current
methods is their sensitivity to changing the numbgrthe producers. In fact, since the connectivity
parameter is from the second-type, we need to akiate the connectivity parameters after a change i
the number of producers. In this work we provideadification that relates the connectivity paramete

before and after the change in the number of praducApplying this modification gives a better

understanding of the connectivity and reduces #ie tequirement.

BHP of the wells second-type connectivity parameter

Injection rate of the other injectors
4 At least one of them should be decoupled by a

Reservoir extents

2

% Wellbore skin factor

2

S Existence of the other wells These are decoupled by a first-type
(@) connectivity parameter, in addition to the
Y Wells location parameters above

)

®

Q.

o

<

Interwell heterogeneity

Fig. 1.3—Besides the interwell heterogeneity, sever al other factors may affect the apparent connectivi ty of two
wells. A second-type connectivity parameter does no t decouple the effect of existence of the other wel Is and
well locations from the apparent connectivity; howe ver, a first-type connectivity parameter decouples these
effects.
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Fig. 1.4—Using a second-type connectivity parameter , in a homogeneous case, the connectivity parameter

depends on the well location and reservoir shape (A is a connectivity parameter from the capacitance m odel that
will be explained in Section 3.1). Using a first-ty  pe connectivity parameter, the connectivity paramet ers for all
these well pairs are zero.



In the second part of this work, we develop an aagh to evaluate the connectivity based on the
multiwell productivity index (MPI). Using this metd, we can analytically predict the reservoir
performance in homogeneous reservoirs under spewifnditions. For heterogeneous formations, this
method provides a first-type connectivity parametdris model is not sensitive to frequent shut{inihe
producers. In addition, in case injector BHPs available the model can evaluate the injectors’

connectivity.



2. LITERATURE REVIEW

Despite the importance and abundance of injectimh @roduction data, only a limited number of
studies have specifically considered these datmeSof the studies only considered them qualitagivel
along with other available data and did not provédspecific connectivity index between the wellrpai
However, a few quantitative studies and some phenoiogical procedures have been developed using
the intuitive concepts of well-pair connectivityne-shift, and characteristics in frequency domaife
divide connectivity evaluation approaches into fg@neral groups that we describe in the following

sections.

2.1 Correlation Coefficient Based Methods and Explatory Data Analysis

Heffer et al. (1997) used the Spearman rank cdioelaates of well rates between injector/producer
well pairs as an indicator of the connectivity oélivpairs. They found good agreement between the
correlation coefficients of well pairs and the difen of the mean maximum horizontal stress. By
projecting the correlation coefficient between | pairs they also produced a connectivity magsdsi
on their results in the calculation of correlatiow, time lag between the injector and produceraigm
required. Refunjol and Lake (1999) applied a simiteethod, this time by considering a time lag that
maximizes the rank correlation. They explained tinse lag as the effect of compressibility of the
reservoir fluids.

Jansen and Kelkar (1996) applied a number of eafoy data analysis methods on the injection and
production data, including analysis of rate andsguee versus time and spatial location. For exaniyyle
comparing the map of median oil rates from primamyduction and secondary recovery, they evaluate th
field waterflood response. They also used the ecoslation between the well rates (injector/proshy
injector/injector, and producer/producer pairs) émehd that determining the correlation coefficiémta
selected time window may provide a better indicafaronnectivity. Finally, by combining this globahd
local connectivity information, they ranked theldi@reas for improvement of waterflood efficiently.a
later work (Jansen and Kelkar 1997a), they usegirigiof the cross-correlation between the wellgate
map the connectivity.

To overcome the problem of nonstationary treatmaftwell rates, Jansen and Kelkar (1997b)
suggested a wavelet based approach that generatiese@ependent cross-correlation of frequency
components of the well rates.

All the studies above mentioned the interactiorthaf injection rates as a limitation for the cross-
correlation method. To overcome this problem, Swvenata and Kelkar (1999) developed a procedure to
account for the superposition effect of multiplgeation wells on a producing well. In this methake
cross-correlation of summation of the rates of skeéected injectors (these injectors are selected in

multistage procedure) with the target producerlsiudated.



2.2 Linear Regression Related Methods

Albertoni and Lake (2003) developed a multivaritear regression (MLR)-based approach (in this
dissertation the AL model) to analyze the injectaord production data. In this model, the injectiates
are the explanatory variables and the productitesréotal fluid) are the response variables. Tloemd
that the weighting coefficient of the injectioneatin the regression is independent of injectiadpction
rates and depends only on geology and relativetippsbetween the wells. Based on the discussion in
Section 1.2, this weighting coefficiem, is a second-type connectivity parameter. To canside time
lag between the injection and production ratesy tiygplied a diffusivity filter to the injection rdé. The
most important advantage of this model over theviptes ones is its ability to predict the future
production rate. They applied their model on a nendf synthetic and field cases and showed that the
method can properly determine the connectivity predict the liquid rate. However, they mentioned
some limitations for their approach, including @snstant number of producers and injectors, cotstan
gas/oil ratio (GOR), constant BHP, constant welbdurctivity, no new completions, constant non-
waterflooding production, and constant effectivenpeability.

Jensen et al. (2004) defined a connectivity paramased on the ratio of the number of streamlines
from an injector to a producer over the total nuntdfestreamlines ending at the producer. They fatinad
A may disagree with this connectivity index, becatimgestreamline ratio shows the steady-state hjidrau
connectivity, whiled shows the injection perturbation effect on thedoiation rate.

Gentil (2005) described theas the fraction of injected water from an injedtmat flows to a producer
if all the other injectors are shut-in. He also riduthat theA is equivalent to the relative average
transmissibility between an injector/producer p#irided by the summation of transmissibilities bist
injector and all producers. He tested this for ssveases and found that the estimat#sdfrom his
definition and the AL method are generally in g@apleement.

Dinh and Tiab (2008a) developed a model based emAth model with the BHPs of injectors and
producers as the input and output instead of ttesrd he data for this model should be measuredrumnd
multiwell pressure test similar to an interferertest. Similar tod, the connectivity parameter obtained
using this method is a second-type connectivitapeater that relates pressures instead of rateg\eyw
its values are different thats. In addition to the assumptions for the AL metlibdsides the constant
BHP), they added assumptions including constamt flate at the producers, constant total injectemte,r
and no use of artificial lift in the producers.drater work, Dinh and Tiab (2008b) presented a ifigatl
model that does not have the assumption of constanber of wells. In this work they introduced armo
robust connectivity parameter, called relative widl permeability (it is different from relative

permeability), that is independent of the positaml distance of the wells.



2.3 Capacitance Model

Yousef et al. (2006) used a nonlinear signal preingsmodel, called a capacitance model (CM), to
evaluate interwell connectivity. Similar to the Ahethod, the CM is based on MLR. However, the time
shift in this model is performed using a time canstcoefficient between well pairs that could be
determined from the well rates. Furthermore, théghad can incorporate the producers’ BHP data $e ca
BHP fluctuates. The other advantage of this methaat the AL method is the insensitivity of the mbde
parameters to injector shut-in. It also considéws éffect of the primary production of the reservoi
However, it has the other restrictions of the ALthnoel. The CM provides three different connectivity
coefficients:A is the indicator of connectivity between an injgcind a producer (equivalent to thén
the AL method),7 is the time constant of the drainage volume, aiglthe coefficient of the BHP term.
We will describe this model in detail in Sectiod 3.

Later, Yousef et al. (2009) showed the applicatidnthe CM as a diagnostic tool to detect the
permeability trends and enhance the geologicalfeat They found that combination &fand 7 values
can extract more geological information than ugimgm individually. They showed that using a log-log
plot of 1 and an F-C plot (combination dfand r using the idea of the Lorenz plot) can identifyhié
injector/producer connectivity is through a fraetua high permeability zone, or a partially compdit
zone. They applied these approaches on a fieldarasshowed that the CM results are consistenttivéith
geological information from other studies.

By adapting a power-law watercut prediction modaihe CM, Liang et al. (2007) described a method
to estimate the oil production rate. They used mislel to optimize injection rates to maximize MV
in a synthetic field. Using a similar method, Sgyar et al. (2007) optimized the injection ratesiifield
case. They also defined some improved versionh®fGM (they called it CRM as the capacitance-
resistive model) in terms of free parameters basedhe number of time constants of the model.
Sayarpour et al. (2008) applied the CM to a,@0oding case and found the CM was a reliable tnol
predicting the reservoir performance for both wided and CQ flooding. Webber et al. (2009) discussed
the possible issues of applying the CM in largédfieases and provided some suggestions to use the
method in a more reliable manner. Although adoptimg watercut model enables the CM to have an
estimation of the oil rate after breakthrough, nohéhe above studies could provide a satisfactiryate
prediction during the period before breakthroughqaefor individual producers in the studied synibe

cases.

2.4 Other Approaches

By superimposing the map of watercut of the produi@nd the fault map, Honarpour and Tomutsa
(1990) related the water advancement to the heterity of the reservoir. They also used the sldgbe

Hall plot of the injectors as a diagnostic tool émaluation of the waterflood importance.



Panda and Chopra (1998) applied an artificial Heneswork (ANN) to estimate the connectivity.
They used the injection rates (from a time windopgrmeability, and thickness as the input of the
network and the oil and water rates as the outptiie@@model. They determined the relative influen€e
each injector on the producer by taking the pad@lvative of oil production with respect to thmngeiction
rate. Demiryurek et al. (2008) applied sensitiviyalysis models to infer the injector/producer
connectivity from the trained network and used tbatink the injectors.

Based on the analogy between the resistance/capeeit{RC) network and a reservoir, Demiroren
(2007) analyzed the injection and production datafrequency domain to provide an estimation of
connectivity between well pairs. However, she fouhdt this analogy is applicable only for simple
reservoirs under specific conditions.

Liu and Mendel (2007) presented a method usingxéanded Kalman filter to evaluate the interwell
connectivity. They evaluated a connectivity paranetalled injector/producer relation, that mayyvar
over time as production conditions change. Howeteey provided no explanation of the physical
meaning of their connectivity parameters. In arlaterk, Zhai et al. (2009) fixed some of the probseof
this model, such as its negative connectivity patans. By normalizing the injector/producer relatfor
each injector, they also provided a more robusteotivity parameter which they interpreted as the
percentage of the total water allocated to an tojeftowing to a specific producer.

Table 2.1 summarizes some of the most importantogghes we described here.

Table 2.1—Approaches to interwell connectivity eval  uation based on injector and producer data

15 £ I
Q > o — o

g g | _55|388 8o | &8

a “ol 26| E o2 Og| _%

= eS| SE8|E38g | =g | S=E

= S2| €8s | So =g | 2| TE
Approach = o =0 a Occo LL —
Exploratory data | Rate and No No No Yes Not mentioned
analysis pressure
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coefficient performance
Albertoni and Rate Yes | Yes Yes Yes Fluctuating BHP and changing the number of
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incorrect results.
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Dinh and Tiab Pressure No Yes Yes No Additional test is required.




10

3. CAPACITANCE MODEL

3.1 Introduction

As we discussed in the Section 2.3, the CM provalesbust tool to analyze injection and production
data in a waterflood. In Section 3.2 we descritee @V and discuss some modifications to its original
formula. We will show how to determine the coefficis in a more efficient way to overcome some ef th
difficulties we had in the original approach. Aetend, we discuss some of the limitations of the CM
using numerical simulation examples. In Sectiorisahd 5.2 , we will show two CM modifications to

overcome the problem of lack of BHP data and tifeces of shut-in periods.

3.2 Capacitance Model

In a waterflood based on the material balance hedléfinition of productivity index for a systemaf
single producer and injector, the total liquid protion rate of a well is (Yousef et al., 2006):

t -t
w &=t -(t-to) —

[ év{f) d+ 3 p(He - p( s [ % p&) &l e (3.1)

&=
{zto r o

where (t) is the total (sum of all fluid in reservoir volunitssie) estimated production rate at titedy, to

is thetime production beginsy is the injection ratep,; is the BHP of the producer adds a variable of
integration.r is the time constant of the drainage volume amdrots the time shift of the injection rate
signal. r may be defined aB= (¢\Vp)/J, wherec; is the total compressibility/, is the pore volume andlis
the productivity index of the producer. AppendixsBows the detailed derivation of this equation.

Eq. 3.1 consists of three components. The firstpmmment is the production rate caused by fluid and
rock expansion which decreases with time. The ohthis decline is controlled by The second term is
the effect of injection, where the injection ratéshe current and previous time steps affect togpction
rate. The last term accounts for changes of thdymer's BHP.

By generalizing the CM for multiple injectors andatetizing the integrals, we obtain:

_(tt) i=l —(tt)

dj(t)=/lquj(t0)eTT+Z/lij Vi}',(DJ,inj Qf,($)erk' - p (3 »pk.()’ ............................ (3.2)

i=1

whereAy; is the effect of primary production on wglly; is the interwell connectivity coefficient between
an injector/producer well paing; is the coefficient of the producers’ BHP terinjs the number of
injectors, and is the number of producens’; is the shifted (convolved) injection rate of irfj@ci with
respect to producgr Assuming a stepwise change of injection rateacheime stey, t,,..., t, W} can be

found using Eg. 3.3:
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where * denotes convolution amdis the impulse response and equal to

(to~tm-a) (totm)

P A - S - Y PP P TP (35)

IJ m

U

pWfkl (t) is the shifted BHP of produckrmwith respect to producg¢iassuming a stepwise change of BHP in

each time interval)

p"kaJ (t) :Z[e Wo_g ] Ry, ( k) .......................................................................................... 3.6)

m=1

or in the convolution form,

p‘,’Vfw =0 Pl 7 e (3.7)

wheref equals to:

(to~tm-a) (to=tm)

By =€ Mm@ | (3.8)

Egs. 3.3 and 3.6 differ slightly from the formulderived by Yousef (2006). In fact, these equatiare
equivalent to Yousef's “normalized” relations. Flatails refer to Appendix A.

A reflects the connectivity between the injectorfhrcer well pairs. The values 4§ are independent
of injection and production rates and producer BldPse have the BHP data). However, if we change
the production conditions (such as adding a newlywrer or shutting-in an active producer, changirgg t
skin factor of the wells, and making recompletimgnew zones), they will change. Values A are

K
between zero and one and, based on material bafan@ach injectoz A =1 for I<j < K.
j=1
v, the coefficient of the BHP term, reflects the cartivity of the producersy indicates how the

change in BHP of a producer affects its own aneéottells, production rates, and it has the dimensib

K
the productivity index. Yousef (2006) reported ﬂzapjk =0 for I<j<K.
k=1
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Ideally, we assign a time constaurit {or each injector/producer pair becat¥geandJ and maybe; can
change from one well pair to another. For examipley homogeneous reservoir the pore volume of the
interwell region of two close wells is much smaltean the one between two distant wells. However,
because of the limitations in the number of datamay prefer to have fewer time constants. In¢hie,
we may have one time constant for each produceBajarpour’s (2008) detail discussion of the number
of time constants, he suggested an additional ofpéme constant, where dividing the interwell r@yi
into a number of blocks applies a time shift bldgkblock. He suggested that this modification giaes
better estimation of production rate especiallytfa cases where the time constants are very largkis
dissertation, we either apply one time constantefch well pair or one time constant for each pcedu
Similar to the s, the rs are independent of the injection and productiates and producer BHPs;
however, if theds change, thes will also change. In addition, if the total coragsibility changes within
the domain being modeled (e.qg., if saturation ckahghenr will change. If this change is small over the
time of analysis, the error in CM prediction wik Imegligible. However, if this change is large ifasase
of variable GOR), them will change over time and the performance of tiv Il decrease.

If the producer BHPs are constant during the afmadyperiod, Eq. 3.2 reduces to:

() o

qj(t)szjqj(%)efip +241 L T (3.9)

In this case, the production rate is simply a lineambination of the shifted injection rates aneé th
primary production effect. In addition, when the Bldata are not available, we have to ignore the BHP
term. In this dissertation we call this form of 881 (Eq. 3.9) thesimple CMand in case we include the
BHP term (Eq. 3.2) we call it tHall CM.

When the total injection rate of the system is elas the total production rate, the system is lzdn
and the model is called thealanced CM In cases where the total injection rate of thetey is
considerably different from the total productiomeraEqs. 3.2 and 3.5 must be modified by addingria t
representing the size of the imbalangg, Strictly speakinggg should be a function of pressure. Yousef et
al. (2006), however, assumeglis constant and called the resulting modificatio@unbalanced CMIn

K
this case,z A <1

=

3.3 Estimation of the Model Parameters

To estimate the model parameters, we need to deetime 7s andAs (andvs in case of full CM and
0gS in case of unbalanced CM) that minimize the eimdotal liquid production rate of the system lhse
on the injection and production data. Yousef e{(2006) used a combined iterative and MLR (Jensen e

al. 2003) algorithm. In their metho#&i¢. 3.1), we initialize thers and, using the MLR, we determine the
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other parameters. Then, using an optimization #lgor we update thags and recalculate the other
parameters. We repeat this procedure until ther ésrainimized. For most of the simulation cased an
with reasonable estimates for the, this procedure works perfectly and we obtdénthat are in the
acceptable range. However, if we get farther frbmn ileal conditions, we may get nonphysidsl(i.e.
A<0 orA>1). To avoid this problem, we need to add limitsheAs. To apply this limitation, it is easier to

use a different solution method. We jointly initz&l both7s andAs and minimize the error.

Select one producer
v

Initialize ts

v

=| Calculate As using MLR ‘

A 4
Update Ts Find the error of production prediction ‘

ﬂ |

No Is the error < € Yes
or R Selectanother
maximum number / producer
of iterations?

Fig. 3.1—Estimation of model parameters based on Yo usef's Algorithm. In this method  ts are estimated in an
iterative procedure using a solver and  As are determined using MLR.

We can estimate the model parameters for eachseplrately or estimate them all at the same time.

In other words, we can set the objective functismpi@diction error of a single producer,

L = é[qi () =G () + e (3.10)

and determine the corresponding model parametdisowevell, or we can set the objective function as
the prediction error of all individual wells,

L= 3 S0 (6) 0 (] + (3.11)

j=1 t=1

and estimate the model parameters all in the satimiaation problem. Ideally, the results of applyi
either of these objective functions will be the saidowever, as we observed, the results of theseone

may differ. For example, when the objective funatie the production rate of a single well, we canno



14

|
apply the Z/‘u <1condition. Thus the second objective function isreneliable because it guarantees
i=1

this constraint onls and the material balance. The only problem with thatch” optimization is the large
number of parameters in the model, which incredsesomputation time dramatically. Determinink
parameters simultaneously will take much more tihan calculating parameters foK problems at the
same size. If we determine the gradient for eaciabie analytically, the optimization procedure bees
much faster. With these gradients, the algorithrasdnot need to calculate them numerically and this
decreases the number of function evaluations, liyereducing the computation time. The gradienthef t
objective function for each variable can be detasdieasily using the chain rule. For the simple E&4.

3.9) and objective function (Eq. 3.11) we have:

oL K aL aqj K n R aq
O S0 T S S oI G (1) = 0 (D), o (3.12)
aX j=1 OE]J aX ;; |:qJ ( ) qJ ( ):| ax

wherex denotes the model parameter. The gradients ahtieel parameters for the simple CM are listed
in Table 3.1

Table 3.1— Gradient of the objective function (Eq. 3.11) on the variables for the simple CM

Variable Gradient
M (tmt)
ot —t)e T —(t,~t)e”
T /‘ijz ( - ) 2 ( ) Wl(tm)
m=1 ij
(=)
I A0 () (t-t.)e ™
r2
pi
A“ W,ij
_(t%)
Ap] qj (to)e Tpj
Ao 1

These gradients also show the effect of each muatelmeter on the production rate. Depending on the
strength of the shifted injection signdlaffects the production rate. If the injection rafean injector is
small, this sensitivity will be smaller and theiewttedAs for that well may be less accurate because they
have less effect on the objective function. Howewercases of high injection rates, they becomeemor
important. Small errors immay have less effect in the prediction comparetthéoerror inA. The inverse

squared term in the denominator of the derivatiith vespect ta makes the sensitivity of the production
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rate tor changes small. However, if sharp changes exiiténinjection rate signal, this parameter may
become more important. We suggest performing a metailed sensitivity analysis of the CM parameters
for different cases with various diffusivity consts, injection rates, and number of available data.

Here, we show some simple examples of determirtieg@M coefficients and interpretation of its
results.

Case 3-1This case is a 5x4 (5 injectors and 4 producersiesy Fig. 3.2. The general reservoir and
fluid properties are shown ifable 3.2 The producer BHPs change twice during the armlysriod Fig.

3.3) and injection rates are set asHigy. 3.4 Using a numerical reservoir simulator (Eclipsé)lQve
predict the reservoir performance. Applying thd ©M (Eq. 3.2), we determined the model parameters
and confirmed that the model estimates the productites accuratelyréble 3.3. We also modeled the
data using Eq. 3.9 and, as expected, the accurbdlgeomodel decreased (Table 3.3), because the
producers’ BHP changes are not included in the mddfe ran another case with constant BHP and
confirmed that Eq. 3.9 was able to estimate theahpdrameters and production rate accurately (Table
3.3). Fig. 3.5shows the map ofs. In thed map, we draw a vector from each injector to thedpcer so
that the length of this vector shows the connetgtibetween the well pairs. In this case, sincesystem

is homogeneous and isotropic, thenap is symmetric. If we plot th& map from the results obtained for
the case of changing BHP excluding the BHP dBig. (3.6, we can see the results are misleading and
wrong conclusions may be obtained. For exampleedas this map thé between 101 and P04 is almost
equal to the one between 101 and P02, where irtliece is considerably less communication betw8én |
and P04. The other problem with this inaccuratémedion of the model parameters is the decreasing
prediction ability of the model. In this situatiche model parameters may perform properly onhtliese
specific injection rates. For example, using theae sets of connectivity coefficients, we applibé CM

to predict the production rates for 50 more montkimg a different set of injection rates and obsérv
more than 5% percent difference between the resGlsnparing these results with the one from the
reservoir simulator, we observed that ttffeoRthe model considering the BHP data is 0.99%véwer, the
one of the model ignoring the BHP data is 0.728s Tonfirms that ignoring the fluctuating BHP data
may lead to incorrect connectivity evaluation awdmpprediction. We will show another example fasth
problem in Section 3.4.

Case 3-2.Similar to Case 3-1, this case is a 5x4 system thedgeneral reservoir properties are
identical. However, in this case, a barrier existdween Wells 103 and PO&i¢. 3.7). Applying the
simple CM and mapping thés, we see how a barrier affects e (Fig. 3.8: the A between well pairs
(103, P04) decreases and the ones for (103, PCd.)l@4, P04) and (105, P04) increase. This barbegr,
blocking the interwell region between 103 and Pt resulted in smallet), directs flow in the well
pairs with increased.

Yousef (2006) presented more examples ofaps and showed how to interpret the results.
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Fig. 3.2—Location of the wells in Case 3-1.

Table 3.2— General reservoir properties of Cases 3- 1 and 3-2.
Reservoir dimensions
= 2480 ft
y = 2480 ft
h = 60 ft
Porosity p = 018
Permeability
Absolute = 40 md
Oil end point = 36 md
Water end point = 9 md
Viscosity
Oil = 05 cp
Water = 2 cp
Formation Volume Factor
Ooil = 1.07
Water = 1.01
Initial Reservoir Pressure pi = 1470  psi
Compressibility
Oil = 5x10° psit
Water = 1x10° psi®
Rock = 1x10° psi®
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Table 3.3— Accuracy of the production rates predict  ion using the CM for different cases.

Case BHP Algorithm Abs error, % R ?
2-1 Variable Full CM 0.1694 0.9999
2-1 Variable Simple CM 1.9046 0.9879
2-1 Constant Simple CM 0.1628 0.9999
2-2 Constant Simple CM 0.1637 0.9997
600
o4 P03
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550 - / H ! i )
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o )
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g ; |
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P01
400 T . ‘ . ‘
0 20 40 60 80 100 120
Months

Fig. 3.3—Producers’ BHP of Case 3-1.
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Fig. 3.4—Injection rate of injectors in Case 3-1.
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Fig. 3.5—A map of Case 3-1. As we expected sin
perfectly symmetric, and since the system is closed

ce this case is homogeneous and isotropic, the
, the summation of As for each injector is 1.

A=1 (Considering BHP Data )
-------------------- » A=1 (Ignoring BHP Data )

101 PO1 102
¢]
|
P02 143 P03
[¢) o
| P04 5
o

Fig. 3.6—A map of Case 3-1 with variable BHP disregarding BHP

slightly misleading, specifically for wells 101, 10
region.

2, and 103; that implies some heterogeneity in the
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A map is

data. For this simple case, the results are

interwell
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Fig. 3.7—In Case 3-2, a barrier exists between Well

s 103 and P04.

A=1 (Case 3-1)

|
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@
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.

Fig. 3.8—A\ map of Case 3-2. A between 103 and P04 is much less than the homogeno
between P04 and 104 and 105 and between 103 and PO1 are larger than the ones for the homogeneous case.

us case. In addition, As

3.4 Limitations of the CM

In the derivations of the CM (Egs. 3.1 and 3.2), mquire several assumptions. Among them, the
most important ones are:

Constant number of producers; i.e. ho shut-in jglesionew production wells
Availability of BHP data (Eq. 3.2) or constant asithilar BHP (Eq. 3.9)
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» Constant reservoir and well conditions
o No new perforations in other zones
o Constant productivity index
* Long period of data
* Negligible change in gas saturation
» Accurate measurements
e Uncorrelated injection rates
Violation of these assumptions may lead to low genance and unstable or questionable results. By
unstable results, we mean obtaining significanifetent model parameters after each run. Since the
objective function is not convex, we may have salkrcal minima for the same set of data. When we
violate the CM assumptions, since there is no m®wer and no perfect minimum for the problem, the
chance of ending in these local minima becomesehnighd we will have more unstable results. In cases
where the CM assumptions are correct, we obsehagdhe chance of obtaining unstable results ishmuc
smaller. By questionable results we mean obtaiaisgt of model parameters that are not consistitht w
the geological model, such as showing large conngcfor distant wells. In this research we didgct
address the first three tasks, and we indirectijuce the minimum required data. Yousef (2006)
performed an analysis on the effect of data quality injection rate history, and we did not regkain in
this project.

Here we show an example of how violating the listlsdumptions by adding a new well, lack of BHP
data, and well stimulation (varying productivitydex) decrease the accuracy of modeling the datayusi
the CM.

Example 3-1. In this example we consider a 5x2 configuratiddig( 3.9) The reservoir is
homogeneous and its properties are similar to Gakelo determine the correct connectivity coeéfits
we ran a caseCase 3-3-0 with 216 data, constant BHP, and none of theraélssumptions of the CM
violated. Since the field is homogeneous and igattaheAs for the well pairs with equal distance [such
as (102, P02) and (104, P01)] are identidab( 3.10),and the CM models the data accuratdlgle 3.9).

We also ran three other cases:

Case 3-3-1The producers’ BHPs are constant but they hafferent values.

Case 3-3-2Both producers’ BHPs change one time.

Case 3-3-3Well P02 is shut in at the middle of the analyssiod.

Case 3-3-4The skin factor of well P02 changes to -2.

As we expected, applying simple CM (ignoring theMHata) for all these cases, the CM predicts the
results poorly Table 3.4 and Fig. 3.1L For Case 3-3-1, although the prediction accuia@cceptable,

the As are far from correct. If we include the BHP dalte accuracy of the CM increases for Cases 3-3-1
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to 3-3-3 (see Sections 4-5 and 5-3 for further itigta-or Case 3-3-4, since the BHPs are constadt a
equal and the source of the error is not the BHR, diacluding BHP data does not change the resiles.

will see how to overcome these problems in Secttbsand 5.2.

101 P01 102
7 ° 7

P02 103
o e

104 105
Z

Fig. 3.9—Location of the wells in Case 3-3.

102

Fig. 3.10—A map of Case 3-3-0. As we expected, similar to Case  3-1, since this case is homogeneous and
isotropic the A map is perfectly symmetric (with respect to the di agonal line).
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Table 3.4—Violating the CM assumptions, the perform ance of the CM may decrease and the estimated
connectivity coefficients may be different from the true ones.

Abs. error in Abs. error in
Case production rate, % R ? estimation of A, %
3-3-0 0.3658 0.9980 -
3-3-1 1.5660 0.9834 23.69
3-3-2 4.6850 0.9018 17.20
3-3-3 66.3814 0.2040 92.57
3-3-4 5.9510 0.8473 25.95
1 A—A £
¢ Case 3-3-1
DO Case 3-3-2 ﬁ
0.8 {4 ACase3-3-3 .
X Case 3-3-4 N
806 2
@ a
S #
i x 3%
] [m]
§ 0.4 1 4 %
<
X X
0.2 *
&
0 - A -
0 0.2 04 0.6 0.8 1
True A

Fig. 3.11—Violating the CM assumptions not only dec  reases the accuracy of the flow rate predictions, b ut also
may produce inaccurate connectivity coefficients.

Another source of error in the CM predictions tisdlittle discussed in the literature is the eféeof a
small diffusivity constantl{¢guc,) and, more generally, having large. This violates the assumption of
constant productivity index during the analysisigpeérbecause of the longer transient region in small
diffusivity constants and long distances that regjwiariable productivity indices. In this case, ©® is
unable to predict the production rate accurateby. &ample, if we rerun Case 3-1 with4 md, the
absolute error will be 0.986% (fta=40 md it was 0.169%) and thks will be slightly different from the
true onesKig. 3.12. To investigate the effect of increasing thewdiffity constant on the results, we ran
Case 4-1 (See Section 4-2) with different perméadsl Applying the CM, we observed that decreasing
permeability increases the prediction erfeig( 3.13. We also tested another case where only watetsexi
in the reservoir. As we expected, similar to thevius case, the performance of the CM decreases wh
permeability decrease§i@y. 3.19 although the error is smaller because in thie c¢he permeability is

higher (there is no relative permeability), elinting the error due to the change in total compbétsi
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We also tested this problem by changing fluid vésiyoand, as expected, saw that increasing viscosis
exactly the same effect as decreasing permeabilithe accuracy of the CM. In a similar way, insiag

¢ decreases the performance of the Gy (3.19. However, its trend is not exactly the same atofs

like k and 4. k and i affect bothJd and 7, but ¢, andV, only influencer. Since in the CM we do not
consider the effect of the transient region, wencaruse it to model these effects. However, when we
calculate the model parameters, we may get sligtiffgrent parameters from the true ones that saweh
approximate the effect of this region.

3.5 Conclusions

Under specific conditions, the CM is able to prédiee production rate and reveal the interwell
characteristics in a waterflood. In the case dftfiating BHP, we need to use the full CM to deteerthe
CM parameters correctly. We also observed thahéncases of stimulation and changing the number of
the producers, the calculated parameters usingCMemay be different from the true ones. Inaccurate
estimation of the CM parameters not only may leadirtcorrect interpretation of the interwell
characteristics, but also will result in poor protion rate prediction. Since the CM is based on the
pseudosteady-state productivity index, it canntitrede the effects of the transient region, andeksing

the diffusivity constant decreases the accuradh®mmodel.

0.4
- 0.3 A
£
<
4 X
£
2
=
0.2 1
0.1 T T
0.1 0.2 0.3 04
A from k=40 md
Fig. 3.12—In case of lower permeability, the connec tivity coefficients may be slightly different from those of

higher permeabilities.
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4. SEGMENTED CM

4.1 Introduction

The underlying idea of the full CM is that conneiti can be determined by analyzing the effect of
injection rate fluctuations upon production ratesew the flow rates and BHPs are known. Changing
producer BHPs affects production rates and caretber influence the injection/production connedyivi
determination. The full CM considers this effeatotigh the third term in Eq. 3.1, which containsth#
information regarding pressure changes and, ircgffdecouples” the effect of changing producer BHP
from the injection-related component. In field aiions, however, it is common for producer BHP&¢o
infrequently measured or entirely unavailable, eveough the wells may experience BHP changes
through events such as choke changes and work@erations. In these situations, we must use the
simple CM instead of the full CM, but the conneityivevaluation is degraded because we lack pressure
information. Here, we propose a modification of gienple CM that mitigates the need for pressure
information required by the full CM.

4.2 Segmented CM

As we observed in Example 3-1, if the producersPBHare not constant and equal, then applying the
simple CM (ignoring the BHP data) may result in leaéslingAs and the predicted production rate may be
inaccurate. We observed that changing the BHP moducer will shift the production rate of this Wwel
and its surrounding wells. Recalling Eq. 3.1, i throducers’ BHPs are different from each other, we
cannot predict the correct production rate baséyl @mthe injection rates, and the effect of theducers’
BHPs shifts the production profile. We observed tha amount of this shift stays almost constariiwi
the periods the BHPs do not change. In other wdadsa specific set of producer BHPs, we just need
shift the expected production rate with a constantfor producej we can rewrite the full CM (Eq. 3.2)
as

(t-t)

qj(t)zﬁmqj(to)erTJriAj L T (4.1)

where A'g(s) is the required shift for the specific set of proeluBHPs for producer within the time
intervals, wherets —t5, is the duration of the interval s< S, ts = ., andts; <t <t All connectivity
coefficients,A;, will be constant for all intervals. Theare thesegmentation timesnd represent the times
at which one or more of the producer BHPs chanigehel producers’ BHPs are all equal, even though
different from the original BHP, thd'g(s) will be zero and Eq. 3.13 will be the same as E§. 3
Incorporating the effect of BHP changes based aiingda constand'y(s) between the segmentation times

instead of using the BHP term is called segmented CM



26

The segmented CM can be explained using Eq.3.2tHeofull CM, Yousef (2006) reported that the
time constant between producer pairs is, in genareéry large value, so that he simplified the Biin
as

~(t-%)

BHPterm:;ij Pur (t)e ™ - R, (9+ %(t) :;ij[ vaj(S)‘ Ry ( )] ......................... 4.2)

Based on this equation, if the producers’ BHPscamstant through whole the analysis period, the BHP
term becomes zero. If they are equal to each dthiedifferent from the initial one, this term wile zero

again. Because

BHP term{i‘:vkj [pwf] ()~ Py (t)} :[ P (6)- P (t)} P (4.3)

k=K
and sincez Vi =0, the BHP term will be zero for this case. In gahefor each interval between the
k=1

segmentation times, the summation of the BHP tdiongach well will be a constant number; this is

equivalent to thel'(s) in the segmented CM.

Fig. 4.1illustrates a simple example of the segmented ©kkept in a system similar to Case 3-3,
where A'g(s) for each producer changes at the segmentatioastirBased on the BHP profile, the
segmentation times are at 32, 63, 90, 130, andvi@@ihs. At the time interval 1 to32 months (whea th
BHPs of the producers are equal to each other)A'f}{&) for both wells is zero. So the production rates
over this interval can be modeled using only the-gumalysis production term and the injection rafds.
the time interval of 33 to 63 months, where BHPPGfL is larger than P02, the production rate of PO1
decreases. This decrease will be modeled by ainegs(2) for PO1 at this period and a positive one for
well PO2. At time 64, although only the BHP of Af2reases and BHP of PO1 is still constant,A€2)
of both wells changes. At interval 64 to 90, sitbe BHP of P01 is still higher than P02yy(3) is
negative andl'ox(3) is positive; however, their absolute valueslass than those of the previous interval.
At time 91, BHP of PO1 becomes smaller than PO2as€quently,A'gy(4) turns positive andl'oy(4)
becomes negative. After the other segmentationstinve observe a similar pattern as previous interva
At time 181, the BHPs of both wells become equal g(7) for both becomes zero.

In the segmented CM, it may appear that we redaitew parameters to model each wé&léalues of
Ag). In fact, we need to add a neky(s) only at the segmentation times and not at evierg step. If we
have frequent BHP changes, the segmented CM reogenerall';(s)s, and this may lead to overfitting of
the data and become less reliable. However, if axe ta limited number of BHP changes, the segmented

CM performs well.
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Fig. 4.1—In the segmented CM, a constant, A'g(s), is added to the model. The A'g(s) will change at the
segmentation points, and it could be negative or po sitive, depending on the BHPs. If the BHPs of the p  roducers
are equal, A'g(s) will be zero as in this example where, in the f irst and last interval (<32 and >180 months), the
BHPs are equal. a) Producer 1 and b) Producer 2.

In summary, in the segmented CM, we estimate tfeeedf BHP changes with'g(s), which replaces
the pressure term of the full CM. The valueljf(s) is valid for all times that the producers’ BHRs bt
change. In other words, if the producer BHPs arestamt (i.e. within two successive segmentatioesm

» If they are equal to each other (even differentnfithe initial pressure))'y(s) for all the wells
are zero and Eq. 4.1 will be equivalent to the &n@M (Eq. 3.9).
» If they are different from each other, we havd'g(s) for each producer that stays constant

during this interval.
To determine the model coefficients, similar to simple CM, we need to find the set of coefficients

that minimizes the sum of squared error (SSE) betvwthe actual and predicted production rates dhall

producers (Eq. 3.11). After initializing all theefticients (s, A'q(s)s, andrs) and setting the constraints

|
(e.g. 0A<1 andz/]ij <1, andts = tg;), we can do this optimization using an appropriatalinear
i=1

optimizer. If the system is balanced (the totatdtijon rate of the system is close to the totatipotion
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K
rate), we expect to havg ,1('” (s) =0 because of mass balance. If the system is unlamowever,
j=1

such a constraint does not exist.

Here, we show the application of the segmented GiMgua simple example.

Case 4-1This case is very similar to Case 3-1; the oriffedence is the injection rates and producer
BHPs Fig. 4.2 are different from Case 3-1. Applying simple Céiljce the BHPs are not constant as we
observed in Case 3-1 with its fluctuating BHP, phedicted production is not accuraf@ble 4.1 and the
connectivity coefficients are on average 15% déferfrom the true one$ig. 4.3. Similar to Case 3-1,
as we expected, using the full CM vyields accuratsuits. Applying the segmented CM, we observed
prediction error as low as the full CM (Table 4ak)d accurate interwell connectivity coefficienEsg
4.3). By plotting the BHP terms from both Eqgs. 3.2 @n#l and the segmented CM, we observe that all the
methods Fig. 4.4) correctly approximate the effect of the BHP terddowever, the segmented CM

approximates this effect without using the BHP data

650
PO1
P04
600 v s
2
g:: 550 |jm————————- 1
o ! !
[
o |0 Y ewewewaw -
S 500 jmm———-
=}
g | \
a i ]
' 1} P03
450 - / e e !
P02
400 T T T
0 50 100 150 200
Months

Fig. 4.2—Producer BHPs for Case 4-1, requiring four ~ segmentation times at 32, 90, 130, and 180 months.

Table 4.1— Accuracy of the production rates using d ifferent CM algorithms for Case 4-1

Algorithm PO1 P02 P03 P04
2
Simple CM R 0.9358 0.8590 0.9548 0.9301
Abs. Error, % 4.7274 4.7206 3.3465 3.5897
2
Full CM R 0.9997 0.9995 0.9997 0.9996
Abs. Error, % 0.1856 0.1766 0.1766 0.1746

R? 0.9997 0.9995 0.9996 0.9995
Abs. Error, % 0.1947 0.1753 0.1799 0.1794

Segmented CM
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Fig. 4.3—Both the full CM and segmented CM determin e the true As that are independent of the BHP
fluctuations. However, the  As obtained using the simple CM differ from the true ones. The true As are calculated
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Fig. 4.4—The BHP term of the full CM for well PO1 ( both Egs. 3.2 and 4.2) and the A’g(s) from the segmented CM
are in good agreement for Case 4-1.

We also applied the segmented CM on Case 3-1, whereave 6 segmentation times in 118 months,

and, as we expected, the segmented CM generatesi¢hsonnectivity coefficientd=(g. 4.5.
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Fig. 4.5—Similar to Case 4-1, for Case 3-1 the segm ented CM determines the coefficients as accurately as the
full CM.

4.3 Estimation of the Segmentation Times

The segmented CM infers the connectivity properiyvigled that we know the segmentation times;
however, this information might not be availableneOpossible solution to determine the proper
segmentation times is to select the sudden changie production profiles as the segmentation sime
Fig. 4.6 shows a synthetic case where the major changéseirproduction profile correspond to the
correct segmentation times. In fact, in this cdme groduction rate caused by the BHP change igiarg
than the rates made by the injection rate fluctunsti In general, however, it may be difficult tdetenine
the segmentation times, based only on the produattes. Specifically, if this sharp change is from
injection rate fluctuations and not from changihg producers’ BHPs, the segmented CM may provide
incorrect results. For example, looking at the pidobn profile of Well P01 (Case 4-1), it is almost
impossible to select the correct segmentation tib@sed only on the production profileid. 4.7). In this
case, the effect of injection rate fluctuationsriach larger than the effect of producer BHP changes
Therefore, we need to determine the segmentatioestindependently of changes in the injection rates
For this purpose, we just need to find the optinsggmentation times that provide the largest deerigas
the sum of the squared error (SSE) of the predipteduction rates. Since the effect of injectiotesa
fluctuations is mainly explained by applying thgisented CM on each stage of the algorithm aboee, th
chance decreases that sharp injection rates wikdbected as segmentation times. Determining these
optimum segmentation times could be done in a @mnplltistep algorithm:

1. Inthe data series select the second time-stem apparent segmentation time.
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2. Apply the segmented CM considering all the segat®n times determined earlier (if available)
and the apparent segmentation time, and calcuietprediction error.

3. Ignore the current apparent segmentation tingk salect the next time-step as an apparent
segmentation time.

4. Repeat Steps 2 and 3 for all the other points.

5. Select the time step that gives the lowest exsax segmentation time.

6. If more than one segmentation time has beegtselego to Step 7; otherwise repeat Steps 1-5.

7. If the error is almost the same for two suceessteps (if there is no major decrease in error by
including the segmentation times determined in tiebowing steps), ignore the last two selected
segmentation times and stop the algorithm. Otheraissider all the selected points up to this atefhe
segmentation times and go to Step 1.

We tested this procedure on Case 4-1, assuminghbategmentation times are unknown. At the first
step, we assumed a segmentation time exists atettend month, and based on that we determined the
prediction error of the model using Eq. 3.11. la #ame way, we assumed all the other months onedy
as a segmentation time, and we determined the fmrarach of them. At this point, we could deterenin
the segmentation time of the first step, whichtishe 98" month (Stage 1Fig. 4.8). Considering this
segmentation time, we repeated the same algoribhdetermine the second segmentation time, which is
found at the 130 month (Stage 2, Fig. 4.8). At this step, we see tife Stage 2 error at®@nonth is one
of the largest errors. This is because adding msatation time at the same month as Step 1 haffew e
on the model performance. Also, we see some loeainma (for example, at ¥Omonth) in the Stage 2
curve that have values higher than the error 4t 19@nth. The main reason for this behavior is non-
uniqueness of the CM results, specifically in cafainavailable fluctuating BHP, as we discussed in
Section 3-4. This may lead to obtaining a large $&Ea correct segmentation time, and as a result
selecting another time as a segmentation one. €ocome this problem, it is better to rerun the nhode
several times for each segmentation time candidadecrease the chance of losing a proper segrimntat
time. We continued the algorithm considering theaited segmentation times, and 382", 180", 10",
and 9" months were determined as the times that minintfieeerror at the next steps, respectively.
However, by plotting the error reduction at differesteps, we can see only that 4 segmentation tisnes
enough, and there is no need to consider thevasségmentation timesig. 4.9. In this example, we
can see all the segmentation times at the firgiestand we do not need to run the other stagesnrargl,
however, finding all the segmentation times atfitst stage is not guaranteed.

The above algorithm is not the only way to deteemihe segmentation times; we may use some
optimization methods such as pattern search (Jeztsgln 2007) to determine several segmentatioegi
simultaneously; however, these algorithms may takery long time to determine the segmentationgjme

particularly if we have a large number of wells.
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Fig. 4.9—Adding more than 4 segmentation points doe s not decrease the prediction error significantly f or Case
4-1. This number of required segmentation points is in agreement with the number of imposed BHP change sin
the time period of analysis.

4.4 Segmented CM for Stimulated Wells

Besides BHP fluctuations, one of the other commmablems involved with applying the CM in field

cases is well stimulations, which violates the Cdduanption of constant well conditions (by chandimg
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productivity index) during the period of analysiEheoretically, we cannot use the segmented CM for
these cases; because, after stimulation, the iatecannectivity parameters may change and thisiatn

be accommodated in the model by only adding a eahserm. As we will see in Section 9-4, the will
change after stimulation. If the changes of ABaare not large, the segmented CM or even the si@pl

may be used to model the system. In general, hawévis better to divide the data into pre- andtpo
stimulation intervals and determine the interwelhiectivity coefficients for each case separatelythe
case where there is only a short time period oh @atilable, however, the segmented CM could be the
better choice because, if we model the data segpprdhe models may be overfitted to the data dmed t
resulting connectivity coefficients will be unrepemtative. Here, Case 4-2 addresses a possible
application of the segmented CM on a simple stitiaecase.

Case 4-2.The reservoir properties and well locations aneilar to Case 3-3. The simulation was run
for 216 months. In Month 108, producer 1 has bdenusated and its skin factor reduced from O to -2.
Running the CM on pre- and post-stimulation inté&s\separately, we obtain different values of intiw
connectivity coefficientsKig. 4.10. If we apply the simple CM on the whole 216-mointterval, the
performance of the model, as reflected in th@® absolute error percentage, is pd@ble 4.2 and the
connectivity coefficients differ from the true onfSig. 4.10). Applying the segmented CM, however,
gives better performance than the simple CM. We albserve that the coefficient values for the

segmented CM for almost all the wells are betwberpre- and post-stimulation values (Fig. 4.10).
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Fig. 4.10—The As obtained using segmented CM are between the pre a  nd post-stimulation ones: (a) Well P01, (b)
Well PO2. The As provided by the simple CM, however, may differ si  gnificantly (for this example up to 40%) from
both pre- and post-stimulation values.
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Table 4.2—Performance of the simple and segmented C M on Case 4-2. The segmented CM predicts the
production rate with an acceptable accuracy.

Algorithm PO1 PO2
2

Simple CM R 0.8682 0.8486
Abs. Error, % 5.0604 5.8090
R? 0.9923 0.9959

Segmented CM
Abs. Error, % 0.8998 0.6903

4.5 Conclusions

If the BHP of the producers changes a limited numifetimes and the BHP data are unavailable,
applying the segmented CM we can approximate tleetedf the BHP changes on the production rate. In
a hypothetical case we observed that the estiniittl effect from the full CM is in excellent agreeme
with the BHP-related parameter from the segment&dl G addition, the estimateds using the
segmented CM for the fluctuating BHP case is isahtio the truels obtained from the case with constant
BHP. On the hand, for this case, the averageffhe predicted production rate using the segate@iv
is 8% more than the one using the simple CM. Ire¢as segmentation times are unknown, we can use
the algorithm developed in Section 4.3 to deterntiresegmentation times. In a hypothetical cager af
determining the segmentation times, we calculatedcbnnectivity coefficients using the segmented CM
that are as accurate as the results of the full @Mcases of well stimulation, it is more accurtde
calculate the model parameters after and beforeukdtion separately. However, if we do not have
enough data, the segmented CM models the datasimge model with a much higher accuracy than the

simple CM.
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5. COMPENSATED CM

5.1 Introduction

If the number of producing wells changes (for exlna producer is shut in or a new producer is
added) during the analysis period, we typicallyntgruse the CM to analyze all the data using alesing
model. The full CM would be able to model the datdy with the BHP values of the shut-in well.
Practically, by shutting in or adding a well, weeddo divide the data into different periods in aywhat
the number of producers stays constant in eaclogheln this case, we cannot use the segmented CM on
the whole interval because we need to have a limtember of BHP changes; changing the number of
producers causes the BHP of the shut-in producehdaoge at every time stefpig. 5.1). Thus, we would
need to have segmentation times at all data poméking the model overfit the data. To solve this
problem, we exploit the CMs insensitivity to thenmoer of injectors (Yousef et al., 2006) to prodtioe
compensated CM. Here, we derive the basic equatibtise method and show its application on some

synthetic cases and a field case.
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Fig. 5.1—The BHP of a shut-in well changes with tim  e.

5.2 Compensated CM

As we discussed in Section 3.4 changing the nurobgroducers will change the CM parameters.
However, change in the number of injectors hasffexieon the model parameters. Mathematically, esinc
the injection rate is an explanatory variable & thodel, changing it (even setting to zero) haseffett
on the CM parameters. We will discuss it in SecBof On the other hand, for producers this istngt

because they are response variables that depeedcbrother; i.e. changing one of them affects thero
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ones. Thus, assigning a specific rate (and notssacity shutting-in) for a producer leads to aatiéht set
of model parameters.

By superposition, a shut-in producer may be treasedn open producer with all the produced fluid re
injected from a virtual injector at the same logatiFig. 5.2. By shutting in a producer, the reservoir
pressure distribution changes and the fluids wéllrbdirected to the other active producers; theiafir
injector allows us to consider this effect withatiutting in a producer. The injection rate of thiigual
injector is equal to the amount of production tivatld be produced from the shut-in well if the we#re
not shut in. Since adding a “virtual” injector witlot violate the CM assumptions, we can analyze the
injection and production data without separating ttataset into before- and after-shut-in periode T
new parameter added to the model is the conngctifithe virtual injector with the other producefsom
Eq. 3.9, after shutting in the producgme have

_(t) n
d}x)(t) =A,q, (to) e v +Z_l:4j(x) de( e (.1

where qu is the predicted production rate of produgewhen producei is shut in,/lij(x) is the new

interwell connectivity coefficient after shutting the producexk andw‘ij(x) is the shifted injection rate of
injectori with respect to producgmwhen producex is shut in. Thus, the shut-in producer is repldoga
pair of wells, the original producer and a virtigector. The new production rate of any producethie
summation of the regular production rate (befonattsig in producer welk) and a portion of the virtual

well’s injection at the location of producerin other words,

GO =G+ B0 o (5.2)

where g, is the virtual production (injection) rate of shatproducex andj,; is the interwell connectivity

coefficient between the virtual injector at produgend producey; in other words, the effect of shutting-

in produceix on produceyj. In general, we need to include the time lag betwtle pair of producers:

GO = GO+ BT (D1 o (5.3)

where (j'xj (t) is the shifted virtual production rate of produgewith respect to the time delayed interaction

between wellx andj. Recalling Eq. 3.9¢, (t) can be written in terms of injection rates

()
qx(t)zﬁpqu(%)e Tox +Z/1i><w(x(° ............................................................................................ (5.4)

i=1
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Fig. 5.2—The compensated CM assumes that the fluid  that was supposed to be produced from the shut-in w ell
(P01) is re-injected into the reservoir from aninj  ector at the same location of the shut-in producer.

and the shifted rate of virtual production ratg@uodducerx with respect to producémill be

HEO N

Cl;j(t)= /]pqu(‘b)e Tox +Z/]ixv\%x)(p, ...................................................................................... (5.5)

wherew'ij(x) is the shifted injection rate of injectowith respect to producg¢mwhen producek is shut in.
In fact, w'y is replaced byw'ij(x), because here we consider the shift from injectir producerj. The
proper shift in the primary production rate coutdgerformed by replacing, with 7',

_(t‘to)
qu(t) ,]pqu( ) The +Z/].XV\((X)(D ......................................................................................... 5.6)

Substituting Eqgs. 3.9 and 5.6 in Eqg. 5.3 we obtain
_(tt) (t-)

a0 =21,8(t)e * +BA,a(t)e™ +Z/1u WX)(V'@JZH L1 SRR (5.7)
or

_(t-t) _(t‘to)
QEX)(U:AMQ;(%) " +BALTY g(t)e” e +Z(,1 + B, IX) WX)(). ........................................... 5.8)

We call Eq. 5.8 the compensated CM.
Since the primary production effect may be smallmature waterfloods, and in Eq. 5.8 it also

multiplied with B, which is smaller than 1, this term could be netglé@nd Eq. 5.8 becomes:
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(t _to)

qu)(t):/lquj(to)e T +i(4j +,3MX) v,}’/x)(b, ........................................................................... (5.9)

Comparing Egs. 5.1 and 5.9, we conclude:

DT N 3 (5.10)
where);” is the updated; after shutting-in welk.

Based on Eq. 5.10:
» If a well is shut in during the production periogle do not need to determine all the interwell
connectivity coefficients again with the compenda@M as we would have to do when using the
simple CM. Instead of reevaluating all ths, we just need to determine tfie. For example, using
the simple CM and assuming one shut-in well, wedrteedetermine 2K new parameterd (s the
number of injectors an is the number of producer$)K newAs andl.K new rs are required. Using
the compensated CM, onl§.(I+1) new parameters are requirédk new rs andK new/3s. In the case
of using a single value for for all injectors, the simple CM after shuttinganwell requireX.(I+1)
new parametersl.K new As andK new 7s) while the compensated CM requires onliX Ziew
parametersk Fs andK 7s. This reduction in the number of parameters cteldrery important for
many fields, where we may have a problem of a shatysis interval.
» If a new producer is added to the system, we ctimate new interwell connectivity coefficients,
by estimating many fewer new parameters compar#tetgimple CM.
* We can predict the interwell connectivity coeffitig if a producer converts to injector. Based on
the definition off3, the producer/producer interaction is equivalem,tif the producer is replaced by
an injector. The only requirement to calculate ttogfficient is having the data for a few months of
shut in (at least two sample periods) to estingate
Similar to the segmented CM, after initializing #ile coefficients and setting the constraints, ae ¢
determine the model coefficients using an appregneumerical solver. It should be mentioned that, i
this method, thels for producers that are active throughout theyasismperiod are constant. By havifig
we can estimate thd®s for the cases where some of the producers areish@o get robust and
reasonable results, we need to estimate allthandfs at the same time, because their values will be
estimated based on both before and after shuttanatal not only one of these periods. Also we hale
a greater number of data in the estimation. It reegm that theds are independent of the non-shut-in
period. However, since th&’s depend directly on boifs and/s, inaccurate estimation 6, biases the
As to get more accurate valuesiSts, and similarly inaccurate estimationAsf affectsfs. Here we apply

the compensated CM to two simple synthetic examples
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Case 5-1The reservoir properties and well locations dentical to Case 3-1. The simulation was run
for 216 months. The producer BHPs are constantgirout this period. At Month 116, Well P01 is shut
in. Applying the compensated CM, we predicted thedpction rate over the whole production period
accurately (average®Rf 0.9996 for all the producers). We also appliedl simple CM to each of the
before- and after-shut-in periods. By updating Aseusing Eq. 5.10 and using the compensated CM, we
obtain the correcls when Well PO1 is shut irfFig. 5.39. We also ran a case with 6 injectors and 3
producers where the new injector is located atpbsition of the shut-in producer. As expected, we
observed that thés obtained for Well PO1 are very close to Alseof the new injectorHig. 5.3b). Plotting
s and/s in the same map-ig. 5.4, we observe that the compensated CM, having éeldmumber of
shut-in periods of producers, enhances our knowdeddhe reservoir connectivity through evaluating
level of producer/producer interaction. In facttheiut compensated CM we have no information aldwait t
producer connectivity. If we have the BHP of POfe(shut-in producer) we can analyze the data ubkimg
full CM and the results will be very similar to ttnele connectivity mapHig. 5.95; however, we obtain the

same type of information using the compensated Gifloart using these data.
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Fig. 5.3—The compensated CM can determine the conne ctivity coefficients correctly for Case 5.1: (a) ca  Iculated
A using compensated CM based on Eq. 5.10 for the per  iod that well PO1 is shut in is very close to thet  rue A, (b) B
of the shut-in producer is very close to the A of the added injector at the same location of the shut-in well.

Case 5-2The reservoir includes a low permeability zon¢hie system similar to Case 3-2. Simulation
was run for 94 months, where Producer 4 is addédadnth 63. Also, the producers’ BHPs change with
time (Fig. 5.6. To analyze this system, we need to apply bothstgmented CM and the compensated
CM simultaneously, that predicts the productiomsawith very good accuracy (averagedR0.9998). To
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obtain the truels, we also ran simulation cases with a longer peabdata with a constant BHP for
different cases: 5x3, 5x4 and 6x3 (including amdtpr instead of the added producer) and we obderve
that the segmented/compensated results accuratedyniine the connectivity coefficientsig. 5.7). In

the A-map for this caseF{g. 5.8 we observed, by includings, that the effect of the barrier is more

enhanced comparing to the map based on Case 3-2.
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Fig. 5.4—The connectivity map including both As and Bs gives more detail of the reservoir connectivity.
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Fig. 5.5—If the BHP data of the shut-in produceris  available we can estimate the As accurately.
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5.3 Field Case Example

The synthetic cases suggest that the segmentedoamgensated CMs perform well. Now, we apply
these methods to a set of field data to demonswhst can be achieved in practice. The application
constitutes a validation of the method.
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Fig. 5.8—Including Bs in the connectivity map enhances the barrier.

The field, located in the Williston basin and digeced in the 1960s, was under primary depletioil unt
the 1970s, and then waterflooding was implemented @iecemeal basis. To date, over 20 wells have
been drilled into the pool. This light-oil, carb@@areservoir has a median permeability of 5 md and
median porosity of 15% based on routine core arsaly& 3D seismic survey shows no evidence of fault
or other tectonic features that might affect cotingg. The wells are not artificially lifted. Wevaluated
the interwell connectivity for an 84-month periatliring which time 13 wells were under production an
water was injected from 7 wells. Well P08 was aditethe reservoir in the #4month.

After investigating all the available data for thells, we ignored some data from each producer. The
main reason for ignoring data was partially shutrtervals in the producers within a month. If allwe
worked for less than 28 days a month, the liquig meas checked, and if it was significantly differe
from its previous and later time steps, we igndreddata point for that producer. To reduce the lream
of parameters, we omitted wells with very low tdigqlid production rate (less than 3 bbl/day). Wsoa
eliminated one well with relatively low liquid pradtion rate (10 bbl/day) and high fluctuating GOR.
Finally, we used 7 injectors and 7 producers inntioglel.

Since the BHP data are not available and based@rmproduction profiles some BHP changes (or
producer stimulation) occurred in this periddg 5.9, we need to use the segmented CM. On the other
hand, since P08 is added at th& #abnth, we have two choices to analyze the datdidg the data into
two intervals and applying the segmented CM at eaehapplying the segmented and compensated CM
simultaneously. The main problem with dividing thegta into parts is the small number of remaininig da

in each period. Thus we decided to use second €hlmieally, the segmentation times of all the wals
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at the same time; if BHP changes for one well, h@utd consider this segmentation time for all tkieeo
wells. In practice, if we use the segmentation §irakeach well for all the other wells, we will lea& very
large number of segmentation times. This givesumBon where we can have as many or more unknowns
as equations. Consequently, we used a separatef seigmentation times for each producer that we
identified, using the algorithm described earlkmrt this time with the objective function being tB8E of

the production rate of each producer instead afansation of rates for all the producers.
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Fig. 5.9—Production profiles suggest that some BHP change/well stimulation occurred for most of the we IIs.

Fig. 5.9a suggests a possible workover at time 37 f  or P03. Fig. 5.9b shows at least two major changes in the
production rate trend of Well P0O6.

After determining the segmentation times, we randbgmented and compensated CMs. Mapping the
results, we observed some questionalslewhere some distant wells [e.g. (108, P0O5) af8,(P09)[ show
high connectivity Fig. 5.10. The main reason for this problem is high cotietaof the injection rates in
some periodsHig. 5.11). The other reason for these questionalslés low injection rates of these wells
that make the model less sensitive tohanges and may lead to unrepresentative conitgaoefficients.

To overcome this problem we assumed no connecthatyveen 108 and P03, P05, P06, P08, and P09
where the injector is very far from the other waltgl its rate is highly correlated with the othgectors’
rate. After several runs (with different initialimans) we selected the most plausible one basdtieoroot
mean square of the estimate production rates, wherdé? of the prediction is 0.95. The results are in

acceptable agreement with the seismic impedance(figy5.123.
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Fig. 5.10—High As between some distant wells [e.g. (108,P09) and (I 08, P08)] seem suspicious.
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Fig. 5.11—Injection rates of 103, 106, and 108 are highly correlated for a long period. This may lead to wrong
evaluation of As for these wells.

To confirm our findings we used the seismic-impeamap of the field. Based on other studies (e.g.
Abbaszadeh et al., 2004), seismic impedance maglate with permeability. For this field we obseatve

the same behavioFi{g. 5.13. This correlation may be caused by changes iogity; lithology, or other
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factors. However, in this study we did not inveategwhich mechanisms may be present nor their itnpac
for field permeability. Nonetheless, we use thatationship to compare the impedance map with the
calculated connectivities.

By overlaying the CM results, on the seismic impesamap Fig. 5.128 we observed:

1. The wells with the best communication are in Hwuthwest, where the permeability is large
(acoustic impedance small).

2. Communication is poorer (e.g. between 107 ant) Rilthe northeast and the permeability is smaller
(acoustic impedance large)

3. Northeast-southwest communications are very fi@drand 106 to P11 and 107 to all the southwest
wells), in agreement with the high impedance redigimg between the northeast and southwest regions

4. The good connectivities of most of the southwestls agrees with the impedance continuity
displayed on the seismic map. In particular, thedgyimpedance continuity between wells PO8 and P09
agrees with the large valy#= 0.43 obtained from the compensated CM analysis.

We also applied the simple CM to these d&tig.(5.120 and obtained good, but somewhat poorer
results, with R = 0.81 and larger error in predicted productioie rparticularly for the wells with small
production. Comparison of Figs. 5.12a and 5.12lwshm weaker correspondence with the impedance for
the simple CM and several questionable obtained using the model: several injectors aséniy
connected to only one producer, e.g. 106 to POSI@hand 104 to P0O3.

Better results interpretation requires some catetd determine the reliability of connectivity
coefficients. The current practice, as we did iis field case, is to confirm the results with gagtal
information. A well-established criterion can hebpild greater confidence in the CM results. A
comprehensive sensitivity analysis of the CM patanse(as suggested in Section 3.4) can help us to
develop such a criterion.

Using the synthetic cases and the field case, weveth that if some production wells are shut in, the
simple CM may not be capable of evaluating the ectivity of the before- and after- shut-in data
together. If we have the BHP of the producer whda shut in (such as Fig. 5.5), the full CM evabasa
the connectivity correctly. Such data, however, mat be available, and using the simple CM does not
provide accurate results. In the large field cabesause of the large number of parameters, sguttior
stimulating individual wells may have only a smealffect on the total performance (such as total
production rate) and we may use the full (or sijm@# to evaluate the field performance (e.g. Sagarp
et al. 2008). In these cases, we may also exchalshut-in period from the data and reinitialize thodel
after reopening the well (e.g. Weber et al. 208B)wever, in general, to evaluate the connectivitthe
wells and performance of individual wells in casgmducer(s) shut in, the compensated CM is ttst be
choice that can also give us producer/producereadivities for some wells. In fact for the datatwéthut-

in period, compensated CM provides more accuragltethan the simple CM if we run the simple CM
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for whole period, and it requires fewer parametbe the simple CM when we run the simple CM for

before- and after-shut-in separately.

4500 6500 9000 0 400

4500 6500 9000 o 400

o BN [ TN e e Ea

Fig. 5.12—Overlay of the seismic impedance with CM  vector maps using a) segmented and compensated CM
and b) simple CM. The smaller impedance values corr  elate with high permeability. Since there was only one new
well (P08) we obtained the s only between this well and the other producers. T he connectivity between P08 and
P09 can only be obtained using compensated CM (a); the simple CM (without BHP data) does not give us
important information about the producers’ connecti vity in this region of the field (b).



48

10
91 S
8 4 *
. *
© | ¢ *
E 69 * .
= *
= *
5 54 *
3
£ 47
9]
a 3
*
2 4
*
14 *
0 r r . —
4000 4500 5000 5500 6000 6500 7000
Seismic Impedance, normalized unit

Fig. 5.13—Correlation between seismic impedance (no rmalized units), measured at cored wells, and
permeability, obtained by averaging core measuremen  ts. Correlation coefficient is -0.79.

5.4 Conclusions

If the number of producers changes, (shutting inadding a producer), the CM parameters will
change, and we need to re-model the data. By defihie relationship between the before and after this
change, the compensated CM allows us to modelatewlith a much smaller number of parameters. The
producer/producer connectivity term defined in tgproach also helps us to get a clearer represanta
of the interwell region characteristics. In testngpothetical cases, this method successfully eséichthe
connectivity for before and after shut-in intervaking a single model. By combining the segmenteat! a
the compensated CM, we estimated the model paresnete hypothetical case and the results were in
excellent agreement with the true connectivity Gioeits. We also applied the segmented and
compensated CM on a field case where the resulis1d& higher R than the simple CM and the

connectivity map was in better correspondence thighseismic impedance.
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6. APPLICATION OF MULTIWELL PRODUCTIVITY INDEX IN FREDICTION OF

WATERFLOOD PERFORMANCE

6.1 Introduction

In a single-well system, under pseudosteady-statelitons, the single phase reservoir performance
can be calculated easily using the productivityeimdrhis productivity index will stay constant ang as
pseudosteady-state continues. It can be calcutatalytically for homogeneous cases. In cases araév
wells, by considering only the single well produiti indices we cannot predict the reservoir paerfance
unless we know the individual drainage areas aripi@lkoé et al. (2000) developed and discussed the
MPI concept as a generalization of pseudosteadg-gtaductivity index of a single well [It was also
developed independently by Umnuayponwiwat and OzK2000)]. This concept is based on the
superposition in space of the effect of single svell relates the vector of production rates arebgure
drawdowns at well locations. In a homogeneous nggtkar system, we can easily calculate the MPI
matrix analytically and apply it to predict the prxtion rates as well as pressure at any poinhef t
reservoir. The effect of well skin factor can becatonsidered in this matrix. Here, we will derthe
required formula to predict the liquid rate andgsige in a waterflood using MPI. We also discuss th

application of this method for approximate desaipbf transient behavior.

6.2 Influence Matrix
In the classical reservoir engineering for a singédl system, under the pseudosteady-state regime,
can estimate the liquid (single phase) productaia of the well using

[0 Y o TSR UUPPRRR 6.1)

whereq is the production rate] is the productivity index, andp is the pressure drawdown at a well
location where drawdown is defined as differencenfivolumetric average. In a rectangular homogeneous
reservoir, we can calculate the productivity indsing the influence factor and rock and fluid pntigs.

In a similar way, based on the definition of mukiivproductivity index (Valké et al. 2000), we can

predict the production rate from several wells gsin

where G is the vector of total liquid (water and oil) pradion rates, J] is the multiwell productivity
index matrix, andAp is the vector of pressure drawdown at the wellblo@tions. The multiwell

productivity index matrix is simply obtained fromvierse of the influence matrix and the rock andiflu

properties
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where A] is the influence matrix and is the rock/fluid factor (See Appendix B). ReplagiEg. 6.3 into

Eq. 6.2 and rearranging we obtain
I I
Ap :;[A] G v eeee e (6.4)

In the influence matrix, the influence factor bedwesach well pair shows us how changing the ratmén
well affects the other ones. This effect is indefgm of the existence and location of the othetsweln
fact, this is the main advantage of usiAg [nstead of J] in our formulation because adding/shutting in a
well will add or eliminate only a column and row fhis matrix, or stimulating any of the wells will

change just a diagonal element Af;[however, any of these changes will affect adl €hements of]].

In cases of damaged or stimulated wells, we justine add the diagonal matrix of the skin factors t

the influence matrix. In this case Eq. 6.4 becomes

where D4 is the diagonal matrix of the skin factors. (Pggendix B)

In a homogeneous reservoir with constant productiates and zero skin factor, the pressure
drawdown at the well locations or at any pointtef teservoir (considering as wells with zero praidumg
depends on the location of the wells, rock/fluidtée, and reservoir extents. In other words, tHiiémce
matrix has all this information. By mapping thelugnce factor of each well, we can see how that wel
affects the pressure geometric drawdown at anyt pdithe reservoir (the rock/fluid factor is constdor
all the points in the reservoirffig. 6.1 shows an example of the influence function mapafasingle well
system. The contours show the value of the inflaefunction at the other points of the reservoirhwit
respect to a specific producer. The influence fonctmay have a negative or positive value. The {goin
that have negative influence functions have higitessure than the average reservoir pressure,hand t
ones with positive influence functions have loweegsure than the average reservoir pressure. As we
move farther from the well location, the value bé tinfluence function decreases. Thus we have the
minimum value of the influence function at the digtboundaries of the system and the maximum value
of that at the radius of the well. This maximumueaindicates the inverse of the single-well dimenkgss
productivity index. Raghavan (1993) shows how tlzidate the Dietz shape factor for rectangular sase
from the influence function. The diagonal elemeotsthe influence matrix consist of the single-well
inverse productivity indices, and their values mm@ependent of the existence and location of therot

wells.
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Fig. 6.1— An example of the influence function map. The influence function reaches a maximum in the ar ea
around the well location, and its minimum value is at the farthest corner. At the locations with posit ive influence
factor, the pressure will be higher than the averag e reservoir pressure, and at the points with negati  ve influence
factor, the pressure will be higher than the averag e reservoir pressure.

We know that the influence function is constantydiflwe are in the pseudosteady region. In fact, if
the flow is still under transient effects, the ughce function will change with time. Thus, we néed
know when this assumption is correct. For a singid- system, the dimensionless time based on the

drainage area is (Raghavan, 1993)

R e (6.6)

AD T Qe A.
Depending on location of the well and reservoirrgetry (shape factor in classical reservoir enginegy
we can use the pseudosteady-state regime typés larger than a specific value. For a well lodade the
center of the square reservoir, this value is Gdnsidering the reservoir dimensions and properties
can estimate the required time to remain in theugesteady-state regime. For a multiwell system
depending on the number and location of the weflis, value will be different. In fact, ideally ihé
drainage areas of all the wells are equal, the déaless time of the system to reach the pseualbgte
state will be divided by the number of the wells general, this dimensionless time will not be mibien
the calculated one for any of the wells.

Practically, for a multiwell system in field appiions of waterflooding using monthly data, the
pseudosteady-state assumption is reasonable. Waisgiliss that in Section 6.4.
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6.3 Waterflooding Performance Prediction Using MPI

By including the pressure and rates of both injescmd producers, we can apply the MPI concept for
a system of injectors and producers. Since oilwatkr may have different formation volume factd$, (
reservoir volumes are preferable to standard cmdit In this case, we need to neglect the formatio
volume factor in the rock/fluid factor (See Eq. B.2). Then we can include the injectiates in the

g, with negative production rates

G=[W G S[W o W g Q] e (6.7)

where wis the vector of both injection and production satg is the vector of injection rates,is the

number of injectors, ani is the number of producerf.denotes the transpose matrix. In the same way,

we define theApvector as the pressure drop at both injectors amdugers

o T r— _ _ _ T

ap=[dp, -~ Bp AR, - A =[PR - PR PR PR 6.8)
— . — T
=[P-n P~ 7]

where pis the average reservoir pressug,is the vector of injector BHPs, anqu* is the vector of

producer BHPs. The influence matrix in this cask lve simply the one for all the injectors and puoers

ailil q"il i aﬂh QHK
Ay =i 5 : i A, = :
a,, CT da, B [) e 6.9
[A]=| -t RIS 6.9
a’i‘h a| a1 : ath‘h ath‘-k
A-(I:—on = ' i Aprod = :
L ajlqK a‘\qK i aUaQ< atk‘l |

where[Aiy] is the influence matrix of the injectorg\ . is the influence matrix between the injector and
producer well pairs, andA[.q] is the influence matrix of the producers. By riting Eq. 6.4 in terms of
Egs. 6.7, 6.8, and 6.9, we obtain

PoR 11 A A {W} .............................................................................................. (6.10)
p_ pq* K Acon Aprod q

To predict the performance of the waterflood, weegally need to have the producer BHPs and either
injection rates or injector BHPs. Then we héwié equations anttK+1 unknowns: producer production
rates, injector BHPs or injection rates, and avenagservoir pressure. Therefore, we need an additio
equation to determine the unknowns. Here, we impherthe simple material balance equation in a dose

waterflooding system
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dap _ -
Cthd_Ft):—Z TV ) s woeereeem e (6.11)

wherec; is the total compressibility and, is the reservoir pore volumiiow we can solve Eq. 6.10 along
with Eqg. 6.11 for the unknowns, using any numerwallvers. Determining the unknowns in this way,
however, is very time-consuming. In evaluating ¢tbenectivity, as we see in Section 7.4 we may need
repeat these calculations thousands of times; thsisi)g numerical solvers becomes impractical. To
overcome this problem we solved these equationktaoadly with block matrix techniques. In case of

having injection rates and producer BHPs, combiring. 6.10 and 6.11 and solving fpr leads to (see

Appendix C)
=_C =_5 L T TR (6.12)
P ——2+( ! —Jexp[—t)’

G G A

wheret is the time passed after changing injection rateroducer BHPs from the previous state (here we
define a new state after the change of the copmmmeters including injection rate, producer BldRg

well skin factor), p, is the average reservoir pressure in the prestate, and

G TR S [ Arog | vreesemss s (6.13)

and

L S I N L T (6.14)

Solving Eqg. 6.10 forg we get

0= Apos | [P e ][ Aua | PAaan]| W v (6.15)

Also the injector BHPs [, ) will be
. 1 W
B = p'[l]lxl_;[Ainj Acon:||:q:| ettt eeee oo teeeeiteteeeeeeeeeteeeeaeeeiateeeeeteeeeaeeeia—eeeaateeeanaeeeanes (6.16)

where [l]ix: is alx1l matrix with elements of 1. Using these formula® can calculate the reservoir

performance several orders of magnitude fastertisarg a general, nonlinear solver.

If instead of injection rates, we have injector BiRe will have (see appendix C)

s ZA[e B +[TJ Sl }exr{f(ZZ[A]’lt] .................................. (6.17)
SYAF T IXA Qv

p

and
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{‘f"} :K[A]-{f’" ﬁ*} e (6.18)

q p - bq*
Since we mostly deal with the first set of data mhimjection rate and producer BHPs are availalvke,
continue with this assumption.

To have a better understanding of the relationgl@pwveen the influence matrix and the production

rate, we replace Eq. 6.12 in Eqg. 6.15 and rearremgbtain (see Appendix C)

_ [1]1><K [Aprod j|71 [1] leKt

e qu -1 ( -1 T ) -1 T
q= 1 Aprod 1 KxK Aprod Acn| ~I1 kx| Aprod Acon W+
; [1]1><K [Aprod ]_ [1] Kxt [ J [ ] [ ] [ ] [ ] [ ] [ ]
-1 [1]1x|< [Aprod :Iil rDq* + B - [1]1x|< [Aprod :|71 qu* exp — [1]1><K [Aprod :|71[1] leKt _ &
S 179 7w O T 79 Y S V|
ettt ettt ettt ettt ettt ettt (6.19)

In this equation, the first term summarizes the@fbf injection rate and the second term accofantthe

effect of producer BHPs and average reservoir presat the previous state[.l]m [Apfud ]_1 Py is simply
[1]1><K [Aprod ]_1[1]Kx1

a weighted average of producer BHPs based on theo$ithe correspondence row of thllep,[,d]'l matrix

-1

for each producer. Th%xp _[l]lxK [AprodJ [1]lekt term is the coefficient ofp that transfers the
av,

previous state of the system to the current statd, we call it thedelay term Basically, with smalk;,

smallV,, largek, largeh, smally, and long time after establishing the pseudostesate-segimety, the

delay term decays to zero. The other term in tHayderm is [1lxK[Aprod]'1[1]KX1, which is related to the

number and location of the wells. We will discuss telay term more in Section 6.4.
In deriving the MPI predictor, we used several agstions. The most important assumptions are:

» Pseudosteady-state regime: Since the MPI preditoased on the pseudosteady-state regime, it
does not consider the effect of the transient flegime. In fact, in the MPI-based method we
assume in each period, we record the data at aetadagh time after introducing any abrupt

change. We will discuss this issue more in Sedidn

» Constant total compressibility: If oil and watervhadifferent compressibilities, the total
compressibility will change as saturations varythis case, if both water and oil flow in the

system, the total compressibility will change wiithe, and we do not consider this change in the
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MPI predictor. If we have an estimation of oil puntion, we can estimate oil and water

saturation in the reservoir, and this error willdexreased.

« Unit mobility ratio: In the MPI predictor we assurtieat water and oil have the same mobility. If

the mobility ratio is significantly different fromne, we will have large prediction error.

* Negligible gas production: Eq. 6.4 is based onitiqaroduction. If we have high gas production,

this equation is not valid anymore.

Here we show the application of the MPI in predistdf the reservoir performance in some synthetic
homogeneous cases, and we compare its resultstétiiesults of a commercial numerical reservoir

simulator (Eclipse 100).

Case 6-1.This case is a system of two injectors and twalpcers (2x2). The location of the wells is
shown inFig. 6.2, and the reservoir properties and dimensions andasito what we had in Case 3-1.

Based on the reservoir dimensions and locatiohefitells, the influence matrix is:

7.7832 -0.7278 -0.4375 -0.04
[A]= -0.7278 8.9155 0.1224 0.090Q!
-0.4375 0.1224 8.2208 -0.45
-0.0414 0.0900 -0.4519 7.825

Setting the injection rates as kig. 6.3 and producer BHPs as Fig. 6.4 we calculated the average
reservoir pressure, liquid production rate, an@édtgr BHPs using Egs. 6.12 to 6.16. For this case,
observed good agreement between the results usitigakll the reservoir simulatofi§. 6.5 and Table
6.1). The main reason for the small difference betwdled results is inconsistency of the total
compressibility with time because of varying oitwsation. To eliminate this effect, we consideredther
case, where only residual oil exists and watehédnly flowing phase in the system. For this cage,

observed that the results of the MPI predictoragger to the simulatdiTable 6.1).

Case 6-2This case is a 5x4 system similar to Case 4-1il&ino Case 6-2, the MPI predictor is in an
excellent agreement with the numerical simulgable 6.1). In case only water exists, we have much
higher accuracy than the case where both oil artdnflmw. The main reason for this higher accuracy
the constant total compressibility. The secondaras the higher permeability than in the previcase
because in this case the permeability is the atesaoe. We also ran this case for a lower permigabil
(k=8 md) when both oil and water exist. In this ceméhough the accuracy of the method is lower, the
results are still acceptable. We will further dissuhe effect of permeability on the performancehef

MPI predictor in the next section.
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Table 6.1—Accuracy of the prediction of production rates and injector BHPs using the MPI-based method.
Having one flowing phase and high permeability incr eases the accuracy of the method. Also, the perform  ance of
the method for the cases with non-unit mobility rat ios is poor.

Production rate Injectors' BHP
Mobility Abs error,
Well Pattern k,md Ratio Phase Flowing phase Abs error, % R ? % R?
2x2 40 1 Oil and water  Oil and water 0.3663 0.9981 0.1601 0.9997
2x2 40 1 Oil and water  Water 0.3061 0.9990 0.1437 0.9998
5x4 40 1 Oil and water  Oil and water  0.1694 0.9999 0.0970 1.0000
5x4 8 1 Oil and water  Oil and water  0.9446 0.9968 0.5558 0.9993
5x4 40 1 Water Water 0.0062 1.0000 0.0129 1.0000
5x4 40 3 Oil and water  Oil and water  1.8637 0.9763 17.3222 0.4523
5x4 40 1/3 Oil and water  Oil and water 2.2702 0.9748 54.31 -2.426
5x4-with skin factor 40 1 Oil and water  Oil and water  0.1922 0.9999 0.1034 1.0000
8x8 40 1 Oil and water  Oil and water 0.4831 0.9998 0.1308 0.9999
PO1 101
o z
P02
o
102
2

Fig. 6.2—Location of the wells in Case 6-1.

Case 6-3.This case is similar to the previous one; the dtifierence is that we set the skin factor of
Well PO1 to -2. After we modified the influence mwatwith Eq. 6.5, the MPI predictor calculated the

reservoir performance accurately (Table 6.1).

Case 6-4.This case is very similar to Case 6-2; the onl§edénce is that in this case the mobility ratio
is 3. Applying the MPI predictor we observed higleeror in calculation of injector BHPs and a slight
increased error in predicting production rates (@af1l). The reason for smaller increased error for
production rates than for injector BHPs is the f#o¢ mass balance moves the summation of the
production rates (considering the delay term) velnse to the summation of the injection rates. This

forces the estimated production rates to be withirange. However, this property does not affeet th
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injector BHPs and it leads to a larger error fdimestion. We observed the same error for a mobiktyo
of 1/3 (Table 6.1).
Case 6-5This case is a larger reservoir with 8 injectord 8mproducersHig. 6.6). Some of the wells

were converted from producer to injector and sofmth@m were shut in at different timesig. 6.7). As

expected, the MPI results are in good agreemehttivé simulator results (Table 6.1).
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Fig. 6.3—Injection rates of injectors for Case 6-1.
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Fig. 6.4—Producer BHPs for Case 6-1.
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Fig. 6.5—Comparison of true and predicted reservoir performance using MPI for a 2x2 reservoir (water i njection
and oil production): (a) production rates, (b) inje ctor BHPs and (c) average reservoir pressure.

6.4 MPI for Longer Delay Terms
As discussed earlier, to use the MPI method prgpee need to make sure that the transient effects
are negligible. The delay term we have in Eq. 6slgery similar to the dimensionless time basedhan

drainage area, as we show in Eq. 6.20
L L L ST (6.20)

or
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Fig. 6.6—Location of the wells in Case 6-5
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Delay term= exp-—

[1]lxK [A;w ]7 [1] e (6.21)
T

In fact, the main difference between the delay tand the dimensionless time is tl‘l@l{K[Apmd]'l[l]le
that accounts for the effect of multiple wells de tength of the transient region.

To see the effect of longer delay terms in the esmuof the MPI predictor we looked at Cases 6-d an
6-2 with different delay terms. To eliminate thdeet of varying compressibility, we assumed thaltyon
water existed in the reservoir. In this case, tifiecive and absolute permeability are the samehawe
different delay terms, we changed only the permigabAs expected, increasing the delay term, deeda
accuracy of the MPI predictor for both casEgyé. 6.8 and 6.2 Although the percentage error increases
for almost all permeabilities, its trend is not tkeme at all permeabilities and its rate of chaisge
different. As expected, we observed similar resuits changing the viscosity. Since the total
compressibility and pore volume have no effect @ productivity index, changing them has slightly
different effects on the MPI result&i§. 6.10. However, as expected, increasing them decrethses
accuracy of the MPI predictor. These estimatedrereme for a specific set of injection rates andl we
locations. However, we expect to have a similaralvédr of percentage error for other injection rades

well locations.
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Fig. 6.8—For a 2x2 case, decreasing the permeabilit y decreases the accuracy of the MPI predictor.

If we estimate the influence matrix for low permiihbcases based on the data (we will discuss how

to estimate this matrix in the Section 7.2), we nsag that the optimized influence matrix is slightl
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different from the original one obtained analytigaln other words, we may find a different influzn
matrix that gives us a lower prediction error thiaa “true” influence matrix. For Case 6-1lkats md, we
estimated the influence matrix as:

7.7423 -0.6620 -0.2317
-0.6620 9.0358 0.4093

[A.]=
-0.2317 0.4093 8.6668
0.1193 0.3313 -0.0675
1.2
* ® Production rate
1 A XInjector's BHP
X
x 0.8 1
]
m 0.6
S .
‘§ 0.4 A X
2 oo .
X
0 . X &%
0.1 1 10 100
k, md

Fig. 6.9—Similar to the 2x2 case, for a 5x4 case, d ecreasing the permeability decreases the accuracy o f the MPI
predictor.
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Fig. 6.10—For a 2x2 case, increasing the total comp ressibility decreases the accuracy of the MPI predi  ctor.
However, the trend of this decrease is slightly dif ~ ferent from the case of permeability decreases.
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We see that the influence function is slightly eiffint from the true one (from analytical methodg ®so
estimated the influence function in a similar way & different set of injection rates, and we aiedithe

influence matrix as:

7.7959 -0.5912 -0.1790 0.17
-0.5912 9.1504 0.4923 0.41
-0.1790 0.4923 8.7204 -0.00:
0.1758 0.4173 -0.001 8.206.

[A.]=

As we see, A, is slightly different from A4]. In fact, these differences stem from the faet thvhen we
ignored the transient effects, the estimated imid@ematrix somehow approximated this transientceffe
and, therefore, has less clear physical meanindadf) based on the injection and production raifees,
estimated matrix might be different. In Section W2 will show how we can interpret the influence

matrices to get the true connectivity.

6.5 Conclusions

In a rectangular homogeneous multiwell reservaidar the pseudosteady-state regime we can predict
the liquid production rate and injector BHPs ariabfty using the MPI. We can also predict the puess
at any point of the reservoir quickly. The MPI ligetmultiplication of the rock/fluid factor by theverse
of the influence matrix, which includes the conmngtt information of the wells from the reservoixtents
and the well locations. Changing the number of poeds and injectors and the skin factors of thdswel
has no effect on the performance of the method. évew if the mobility ratio is nonunique and théato
compressibility of the system changes dramatic#itlg,accuracy of the method decreases. In cadeagf

delay terms, the accuracy of the method using nipaidta decreases.
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7. CONNECTIVITY EVALUATION USING MPI

7.1 Introduction

In Section 6.3, we showed how we could determiree ghoduction rate and injector BHPs in a
waterflood in a homogeneous reservoir using amémite matrix. In a heterogeneous reservoir, however
no general analytical formula is available to defiee the influence matrix. One possible solution to
obtain the influence matrix for heterogeneous casde estimate it from the injection and produitio
history. In this approach, we estimate the infleemoatrix that minimizes the error in prediction of
production rates, injector BHPs and other availgiiessure data (such as pressure at shut-in wells o
average reservoir pressure). We define the heteeaityematrix as the difference between this optediz
influence matrix and the influence matrix for thenftogeneous case with similar well layout. This iratr
contains the heterogeneity related connectivitprimiation of the reservoir. In fact, it decouplekthé
injection rate, producer BHPs, skin factor, weltdtion, and reservoir dimensions components of the

connectivity from the data, and this index soldigws the heterogeneity of the reservoir.

7.2 Heterogeneity Matrix

The analytical formula for the influence matrix valid only for a homogenous reservoir. For a
heterogeneous reservoir, we need to estimate tligixnfrom reservoir performance. In fact, the
homogeneous influence matrix has all the inforrmatibwell locations, reservoir dimensions, and gahe
rock/fluid factor (such as average mobility). Thevihtion of the estimated influence matrix from the
analytical one reveals the heterogeneity componaisterwell connectivity. We call this deviatidhe

heterogeneity matriA]), and we have
N - RSO RRRRRR (7.1)

where A"] is the estimated influence matrix for the hetemgpus case. Similar to the homogeneous
influence matrix, this matrix is symmetric, and feimplicity we can decompose this matrix into four

matrices as we have in Eq. 7.2

iy a'il i 491 dﬁ]K |
A|I'1J = E i ACOn = : ’ * :
Igi 5|,i‘ : d‘ql o d‘qK T T T T T (72)
[A] =]~ e e
Wty hay | Uiy ik
AIon = i Aprod = :
i (N thK i 50&0« 5% & |

In addition, to add (or shut in) a well, we justedeo add (or eliminate) a row and column to thérixa

and the other elements stay constant. As we disduiss Section 6.2 for homogeneous reservoirs, the
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diagonal elements of the influence matrix showitherse of the single-well dimensionless produtivi
index of each individual well. For the heterogereaase, similarly, the diagonal elements of the
estimated influence matrix approximate the invesfdhe single-well productivity index. In addition,
similar to the homogeneous case we had in Eqvw&e5Snay add the skin factor matrix to this matrikeT
off-diagonal elements of the heterogeneity matejgresent the heterogeneity in the interwell reganyg

we call each off-diagonal term tlsennectivity indexoetween the corresponding wells defined by row and
column. In homogeneous cases, the influence fdotocloser wells is higher and that of further ones
smaller. In the heterogeneity matrix, however, tfastor is mainly related to the permeability (and
thickness): a positive connectivity index is a sigra high-permeability zone, and a negative cotiviée
index is an evidence of a low-permeability zonetha interwell region. Recalling the classificatioh

connectivity parameters in Section 2.1, this isst-type connectivity parameter.

As we discussed above, the heterogeneity informatdfoa system is contained in both diagonal and
off-diagonal elements of the heterogeneity mathki¥e can obtain a more robust indicator of the
heterogeneous interwell connectivity (we will sedywhis is more robust later in this section) by
including the heterogeneity information of the diagl term in the connectivity indices. This candome

easily using Eq. 7.3

0 ifi=j
whered; is thei,j-th element of thenodified heterogeneity matr(kA]) andd is thei,j-th element of the

heterogeneity matrix. So thA"] will be simply:

A L S
Airlj = : : Acon =
[A]=| oo S R .
T ifql Vo, i 0 qqu
Acon = : i Aprod = : :
L Ok 6i’|C|K : 5‘;af\< 0 i
0 5” _5ili1+5'i| 5| _éhl+®’§l1 5| _éi1+CZKQK
1 2 Sk 2 Ak 2 Ve (74)
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10y 2 Gy 2 LTS 2
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Applying this modification, the heterogeneity compat of the diagonal elements will be zero, andhel

heterogeneity information will be transferred itbhe modified connectivity indices. This equatioril e

discussed more in Section 7.3. The important peéné is that a negative diagonal element (equivaten

negative skin) in the heterogeneity matrix increadee modified connectivity index between the well

pairs, and a positive one (equivalent to positkia)sdecreases the modified connectivity index. &ese

of the effect of the diagonal elements, applying tmodification may reveal a negative or positive

modified connectivity index between two wells where barrier or channel exists. Thus, besides the

interwell heterogeneity, the heterogeneity arourallsM(made by geological features and differentrfro

the skin factor) affects the modified connectivitgex, and we need to consider it in interpretabbihe

results.

In Section 6.4 we observed that for different peabilies, a different optimum influence matrix is

obtained. Based on the definition of the heteroggmeatrix, we expect that the difference betwelis t

matrix and the analytical influence matrix will sihahe heterogeneity. Recalling the estimated imfoge

matrix for that example, the heterogeneity matries

-0.0410
0.0658
0.2059
0.1608

[A,] =

and

0.0127
0.1367
0.2585
0.2172

[A.]=

0.0658
0.1203
0.2869
0.2412

0.1367
0.2349
0.3699
0.3273

0.2059
0.2869
0.4459
0.3844

0.2585
0.3699
0.4995
0.4512

0.16
0.24
0.38
0.35

0.21
0.327.
0.45
0.41

However, we know that both these cases are fornaogeneous case and no heterogeneity exists in the

system. For these cases, the modified heterogemeityices are

0
0.0262
0.0034
0.0047

[A:]=

and

0
0.0129
0.0024
0.0037

[A2]=

0.0262
0
0.0038
0.0045

0.0129
0
0.0026
0.0027

0.0034
0.0038
0

-0.0151

0.0024
0.0026

-0.0058

0.004j

0.004

-0.015.
0

0.003f

0.002f;

-0.005
0
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We see that these are very close to the zero matikindicate homogeneous reservoirs. This simple
example confirms that the modified heterogeneitytrixais a more robust estimator of reservoir

heterogeneity. We will show an example of a hetenegus reservoir in Case 7-1.

In the CM, to show the connectivity we map thks by drawing an arrow between the
injection/production well pairs, where the lengfttlte arrow is related to the value AfFor the modified
heterogeneity matrix, we do the same: we draw amwabetween the well pairs where the length of the
arrow is related to the absolute value of modifiednectivity index between the well pairs. To digtiish
the positive and negative connectivity indices,use different colors and line patterns. For sinifyljdor
[A"corl, We draw an arrow from only injectors to the pmodrs, and forf'i,] and A poq], We draw the

arrow from both wells.

Fig. 7.1 shows some synthetic cases and their correspomdingectivity maps, where the modified
heterogeneity matrix describes the heterogeneity well. Fig. 7.1aillustrates a barrier with=1 md in
the reservoir. This barrier mainly decreases thaneotivity indices of (101, 102), (101, P02), andQ({,
P02) and has less effect on the modified connegtimdex of the three other well pairBig. 7.1b) For
the case shown irig. 7.1¢ the barrier has a lower permeability. We see dffect of this lower
permeability in the form of smaller modified contieity indices between the well pairs than in the

previous caseHig. 7.1d)

In Fig. 7.1ea channel exists in the system. This channel asa® the connectivity between the well
pairs (101, 102), (101, P02), and (P01, P02), andginot affect the other ones significantig( 7.1f). For
the case where the channel has a higher permgabily. 7.19),these connectivity indiced=ig. 7.1h)

increase compared to the ones of the previous(€age7.1f).

7.3 Properties of the Heterogeneity Matrix

In general, if we have the general reservoir prigernd injector and producer rates and BHPs, we
can determine the optimized heterogeneity matrit thinimizes the prediction error of productionesat
and injector BHPs using an appropriate numericainmdpation software. However, this matrix may not
properly represent the reservoir heterogeneityfatr, it is common to have more than one matrix tha
minimizes this prediction error. To select the bastl most plausible heterogeneity matrix, we need t
know the properties of the heterogeneity matrix atgb include some other sources of data (such as
geological data) if available. Here, we discuss eahthe most important properties of the MPI matri
that helps us to limit the possible solutions fog heterogeneity matrix. Of course, several othepgrties
for this matrix may exist that we could not finddanonsidering them, we may further improve these

results.
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Positive Connectivity Index
------- - Negative Connectivity Index
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------- - Negative Connectivity Index
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------------ ~ Negative Connectivity Index

P01 101
N

%JZ
%

®

Positive Connectivity Index
............ - Negative Connectivity Index

PﬂOi 7@1

\K()JZ

9

) (h)

Fig. 7.1—Connectivity map for some synthetic hetero  geneous cases. As expected we have negative connect  ivity
indices for the cases with barriers and positive co nnectivity indices for the cases with channels. Als 0 we can
see that the strength of the heterogeneity affects the connectivity index. For example, the connectivi ty indices of
Case “g” are higher than the ones of Case “e”.
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7.3.1 Injector BHPs Are Not Available

Probably the most important property we need tcsitkan is related to the availability of the BHP alat
If the injector BHP data are not available, theyasdurce of the data to estimate the heterogenegyix
is production rates and average reservoir pre§suevailable). However, based on Eqgs. 6.12 and,6.1
these are independent of th&,[], and this matrix is important only in calculatingector BHPs. So, in
this case we cannot estimate thg;]. If we have some producers converted to injecisnay be able to

estimate the elements of this matrix associatel thi¢# converted wells.

7.3.2 No Need for Diagonal Elements for Small Delay

In case of the delay term is small and can be aqpaded by zero, Eq. 6.16 reduces into

1= : Ao ] ([ [Aron ] TAn] (1)) [P ] [A]

[1]1xK |: Apfod :|_1 [1] Kx1 ) eeeeeenns (7.5)

" K[ A s T [1]1><K [Aprod ];1 Py
[1]l><'< [Apmd :| [1] Kxl

which has unique properties. The most importanperty of this case is in determining the heteroggne

[1] Kl pQ*

matrix where we can set the diagonal elements tto @ad just determine the off-diagonal elements. In
fact, in this case we observed that modifying tfiedagonal elements using Eq.7.3 is equivalent to
updating the off-diagonal elements. In other wordsng the heterogeneity matri&’] (as defined in Eq.
7.4), we will have the same injector BHPs and pobida rates as using the heterogeneity matkix This
property is the basis of the modified heterogeneitatrix definition. At this point, there is no
mathematical proof for this property. However, weserved it in several cases (as we will see in the
examples later), and also we confirmed it paramedtyi for different numbers of injectors and prodrs

using calculations in Mathematica.

7.3.3 Adding a Constant Number to Each RowAgf,] for Small Delay

For a small delay term, we can show that when hitrary number is added to each row of thg,f]

matrix, the production rate stays constant. In othards, adding matrixg], defined as

[E]=[ @] [Ay wrorvrrrrrssssmmmssssssmsnrrnssssssssss s (7.6)

(whereeg is an arbitrary number) into thA&J,] will hold production rate constant. In this case see that
the difference between the columns is constano,Alse Ayq] is constant too, so, by normalizing each
row of the A\'.,] matrix we can get another kind of connectivitgéx callednormalized connectivity

index The normalized connectivity index is less rohihsin the modified connectivity index because its
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value changes with the number of wells. Howevestilit has the relative connectivity informatiorr feach

injector. This property is not valid for injectoH®s. We show the proof of this property in Appendix

7.3.4 Inconsistency of thef[in Case of Constant Producer BHPs

If we have the same pressure at all producersyéighted average of the BHPs will decrease to

[1]1><K [Aprod ]_l r)Q* et e e eeeeaeeaeeaeeaeeaeeaeerereeeaeeaaeaae ettt ettt ras (7.7)

[1]l><K [Aprod :|71[1]le ) pq

Replacing Eqg. 7.7 into Eqg. 6.15 we obtain

1_ex{_[1]1xK[Am]lmmm

aV,

[1]1><K [Aprod j|_1 [1] Kx1

Ol
1

] (o] ([ [Aves T A 111

e (7.8)

- (1], [Ap“’d I [t t |:Aprod Il [

¢V

p

[ T e+ 4(p - ) exp

In this case, we have some difficulty in calculgtthe heterogeneity matrix, where several setépfijay
give the same production rate. This is the wellsn@roblem of “insufficient excitation”. So we may
obtain misleading results in estimating][ If we change Ayoq] With any [Ayeq newl, that satisfies

LA prod_new] TLTkx1=IA oG] LKL+ ++eseererererereeeseeneseeeeseeesseeeesssessess e e st ss s enaee e (7.9)
and [Acor] With [Acon ned, defined as

[s-onf el

-1

aV,

} [Aprod J_l [1] KxK [A prod ]_1 B [A prod_new Tl

oot 2 g T T

1- exi{_ [l]lXK [AprOd :|_l []']Kx1t

cV

p

] [Aprod J_l [l] KxK [Aprod J_l B [A prod :|_1 [A conT:|

[1]1XK |:A prod J_l [1] Kx1

the production rate and injector BHPs stay constAppendix D). In case of having small delay, wa ca
show (Appendix D) that, by changing\[.q] to any arbitrary Apod new] and replacing Acoq with
[Acon_ned, defined as
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r -1

1_exp[_[1lm [P | [t

cV,

p

[AconinewT :‘ = ] [Aprodinew :.71 [l] KxK |:A prodinew:|71 - |:A prodfnew:.il D

(W [Apes | [

1- ex;{_ [l]lxK [Apmd ]71 [1] let

cV,

p

] [Aprod ]71 [1] KxK [Aprod Jil _[A prod Jil [A con’ ] B

(1 [Aves ] [

- { [ [Ares J‘lmmrJ - EX[{_MM [Ases J“mmt]
GV, . GV, S
A rod 1 Kl + -1 Aprod_new 1 KxI
[1]1XK [Aprod ]71 [1] Kxt [ ' J [ ] [1]lxK [Aprod ] [1] Kxt [ J [ ] (7.11)

we will have the same production rate (but notdame injector BHPs). The reason for the delay ierm
the equation is to avoid the singularity probleme(®\ppendix D). In case of limited changes in pazdtu
BHPs (and not only constant ones), we observedakesases nonuniqueness of optimum MPI matrix that
we did not discuss here. The point is that if monanges exist in production conditions, more adeura

estimation of the heterogeneity matrix is possible.
Now, we show the described properties using a siraphmple.

Example 7-1.We have a 2x2 system with all reservoir propersiesilar to Case 6-1. However, to
have an ideal situation, in this case we assumbdveater exists in the reservoir. The influence mxafor

this case is

7.7832 -0.7278 -0.4375 -0.04
[A]= -0.7278 8.9155 0.1224 0.09Q!
-0.4375 0.1224 8.2208 -0.45
-0.0414 0.0900 -0.4519 7.825

The delay term for this case forl month is 9.56 x I8 This is small enough to use properties 7.3.2 and
7.3.3. By changing the diagonal to [8.3, 7.2, &XB] and using Property 7.3.2, the updated infleenc

function will be

8.3 -1.3272 -0.2396 -0.445:

[A J: -1.3272 7.2 -0.7957 -1.430Q!
new- -0.2396 -0.7957 8.1 -1.175.
-0.4458 -1.4305 -1.1751 6.5
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Applying this matrix to 118 months of data, the §8E(rb/day¥] of the production rate calculated using
[Anew 1 comparing to the production rate calculated usiAy Wwas 0.0019, and the SSE (in Dsof
injector BHPs was 0.0001.

Using Property 7.3.3 by replacing][with

7.7832 -0.7278 -1.4375 -1.04
[A ]z -0.7278 8.9155 2.1224 2.09Q
new2l1.1.4375 2.1224 8.2208 -0.45
-1.0414 2.0900 -0.4519 7.825

and applying Anew 4, the SSE of the production rate was 0.00025 @yfcand that of the injector BHPs

was 5.987 x 1%ps? because this property is only valid for productiate and not for injector BHPs.

Using Property 7.3.4 (Eq. 7.11), if the producerm&tare the same, for an arbitrafy, Ly new 1 that meets

the criteria in Eqg. 9, we can calculate the eq@mB[Apoq_con 1. FOr example, having

9.1803 0.340
|:Aprod new l:| =
- 0.3403 8.481

and computingAcon new | based on Eq. 7.11 as

A ]- 04119 -0.166
con_new 1] 7| 2938 0.0399

the SSE of the production rate will be 0.0625 (alyjdl As we mentioned, this is not valid for injector
BHPs, and the SSE of injector BHPs is 1.0983 ‘3@]36. If we define the Apog new 1 in @ way that meets

the criteria in Eq. 7.9, for example as

6.1852 1.491
|:Aprod new. 1] =
- 1.4910 5.971

and define Acon new 1 based on Eq. 7.10 as

A ]- -0.3446 -0.130
wonew ]| 01148 0.0973'

the SSE of the production rate will be 3.11 x*i@rb/dayf and for injector BHPs it is 2.3763 psio test
this property for a longer delay time, we decreabedpermeability to 4 md, and the SSE of productio
rate rose to 7.52 x T (rb/dayf and the injector BHPs to 237.63 p&he absolute error percentage is still
less than 0.0155%).

To see the effect of the delay term on the propgrive ran cases with different permeabilities ftin
md (the base case with a small enough delay terrh)md. We observed that the percentage errortim bo

production rate and injector BHPs is negligible Fwoperty 7.3.2 for permeabilities higher than 5 (fid.
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7.2). Using property 7.3.3, this error is negligibler fpermeabilities higher than 9 mé&ig. 7.3. For
Property 7.3.4, Eqg. 7.10 is valid for all permeitiei (Fig. 7.4 and Eq. 7.11 is valid only for small delay
terms Fig. 7.5.

Production rate

....... Injectors’' BHP

1.5

Absolute Error, %

[
I

0.5 ~

30 40
k, md

Fig. 7.2—The difference between the correct MPI pre  dictor and the estimated one using property 7.3.2i  ncreases
with decreasing the permeability. This property is valid for both injector BHPs and production rate.
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Fig. 7.3—The difference between the correct MPI pre dictor and the estimated one using property 7.3.3i  ncreases
with decreasing permeability. As expected, this pro perty is valid only for the production rate, and it does not

work for the injector BHPs.
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Fig. 7.4—Property 7.3.4 (Eq. 7.10) is valid for all permeabilities, and the difference between the cor  rect MPI
predictor and the estimated one using this property is small enough for all permeabilities. This prope rty is valid
for both injector BHPs and production rate. The neg ligible oscillation in the production error change is because
of computational errors.
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Fig. 7.5—The difference between the correct MPI pre dictor and the estimated one using property 7.3.4 ( Eq. 7.11)
increases with decreasing the permeability. As expe  cted, this property is valid only for the productio n rate, and
it does not work for the injector BHPs.

At this point, we need to emphasize that theseasrigr permeability are just valid for this cased a

by changing the other properties of the systemelsag locations and number of the wells, thesgean



74

can change. In fact, the main reason to show tk&@nele and these properties was to discuss the
nonuniqueness of the estimated heterogeneity m#tek allows us to interpret the MPI results more

reasonably.

7.4 Heterogeneity Matrix Estimation

Having at least three of our elements-injectioresafproduction rates, producer BHPs and injector
BHPs- we can estimate the heterogeneity matrixwAsliscussed in Section 7.3, having more diverse an
“excited” data can give us better estimations &ff [Since estimating the heterogeneity matrix ineslv
optimization of a nonconvex objective function, atiing to our numerical experiences, it may have
several local minima. Thus, setting a proper ihigaint is vital. If we have no information aboutet
reservoir and possible heterogeneity of the systempest guess is initializing the heterogeneigtrin
randomly. We just need to set a proper range foh €annectivity index. To have a simpler modelsit
better to start with a narrow range and increaseréimges if required at the next steps. In addities
need to set the ranges in a way that fig,{] stays nonsingular and have the summation of @ents
of its inverse positive. If the summation of therakbnts of this matrix is negative (that is equinti®
having a negative productivity index for a singlelsystem), the delay term becomes more thand, an
that leads to an infinite average reservoir presswhich is physically impossible. To avoid thi®ipiem,
we need to add a modification to the MPI predidtora way that it produces a relatively large error
(instead of infinite) when this problem happens.tte foregoing examples, this simple modification

worked efficiently.
Here we show some examples of heterogeneity mexaiuation.

Case 7-1This is a 2x2 system with well location and resar heterogeneity similar to the example
shown in Fig. 7.1a with only water in the reserv@ecause of the small delay term, we expect t@ lzav
nonunique answer if we estimate the full heteroggmeatrix. Thus, using these data we will be oahfte
to estimate the modified heterogeneity matrix. Byting the diagonal elements of the heterogeneity

matrix to zero, we can obtain the modified hetermjiy matrix as

0 -0.8829 -0.3834 - 1.387:
(] = -0.8829 0 - 0.2278 - 0.089:
1 1-0.3834 -0.2278 0 - 0.528;

-1.3971 -0.0892 - 0.5287 0

The interpretation of this matrix is explained &ar(See Figs. 7.1a and b). By running the same wath
reservoir permeability of 10 md and barrier pernilggbof 0.25 md, we calculated the heterogeneity

matrix as
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1.3593 0.3312 0.8263 0.07
(] = 0.3312 1.0264 0.8135 1.21
2110.8263 0.8135 1.0544 0.77
0.0762 1.2171 0.7749 1.58

Hence the modified heterogeneity matrix is

0 -0.8617 -0.3806 -1.395(

[A’ ] - -0.8617 0 -0.2268 -0.087]

2 -0.3806 -0.2268 0 -0.543¢
-1.3950 -0.0877 -0.5439 0

For a case with average permeability of 4 md withrier permeability of 0.1 md, we estimated the

heterogeneity matrix as

[0.7067 -0.2894 0.2132 -0.55
e -0.2894 0.3290 0.1757 0.562!
11 0.2132 0.1757 0.4846 0.119
-0.5509 0.5625 0.1197 0.982

hence the modified heterogeneity matrix is

0 -0.8072 -0.3824 -1.395!
-0.8072 0 -0.2311 -0.093:
-0.3824 -0.2311 0 -0.613¢
1-1.3955 -0.0932 -0.6138 0

[As] =

Comparing the connectivity matrices obtained fagsth three permeabilities, we see that although the
heterogeneity matrices are different, the modifieterogeneity matrices are very similar to eaclerosimd
we can easily acquire the connectivity informatafrthe reservoir from these matrices. In addititms
matrix is almost insensitive to the average perntigatf the system, and its elements represent the

interwell heterogeneity clearer.

For the case of high permeability, if we have noFB#thta we will obtain

0 0 1.5 0.4689
(] = 0 0 1.3618 1.5
<71 15 1.3618 0 -0.532

0.4689 15 - 0.5324 0

that is equivalent to the main heterogeneity mdwixthis case @'1]), based on property 7.3.3. For the

case withk=10 md we will have
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0 0 1.6152 0.599
[ar] = 0 0 15239 1.6639
°l11.6152 1.5239 0 - 0.538

0.5998 1.6639 - 0.5384 0

and fork=4 md

0 0 -0.1358 - 1.146
[a1]= 0 0 -0.1437 - 0.007
e -0.1358 - 0.1437 0 - 0.622

-1.1469 -0.0075 - 0.6226 0

Although the obtained] for k=10 md is far from the original oneA[]), it can be interpreted using
property 7.3.3 and will be equivalent #'f]. However, the one fok=4 md (JA’¢]) is closer to the correct
one (A’3]). In fact, as we discussed in Example 7.1, Priyp@r3.3 disturbs the results fé=10 md;

however, forkk=4 md, it has a smaller effect.

If we do not have any change in the BHP data, ssudsed earlier, the heterogeneity matrix will be
nonunique. For example, for the high permeabildgewe obtained
0 -0.8819 0.0771 - 0.842
-0.8819 0 0.3134 0.3837,

Al=
[47] 0.0771 03134 0 1.5
-0.8421 0.3837 1.5 0

and by setting differentf,.4], based on Property 7.3.4 we will obtain severdieo heterogeneity
matrices. In this case, one possible solution t@ioka unique answer is to set tifg{q] zero. Thus, for

this case we will have:

0 -0.8843 -0.2638 - 1.252¢
(A1) = -0.8843 0 -0.0873 0.0336
811 -0.2638 -0.0873 0 0

-1.2529 0.0336 0 0

which is equivalent to the previous one based arpéties 7.3.3 and 7.3.4. Although this matrix is
slightly different from the original modified hetageneity matrix for this case, it still has mosttbé

connectivity information between the injector/produwell pairs Fig. 7.6).

Case 7-2 Similar to Case 6-2, this case represents a 5stesy Some barriers and a channel exist in
the reservoirKig. 7.7) but the general reservoir properties are simidaCase 7-1. The analysis period is
15 years. In this case, the numbers of injectods mmoducers change during the production period and
some of the producers are converted into injeciing. producers are stimulated a couple of timesgur

the production periodrig. 7.8. The producer BHPs change every 15 months. Teidenthe effect of
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variable total compressibility on the data, we udbeé oil production data to update the total
compressibility at each time step. In fact, we cafculate the total compressibility simply based on
average oil saturation obtained from cumulative psidduction. Based on these data, we estimated the
connectivity indicesKig. 7.9. Similar to what we had in Fig. 7.1, we can sew lthe connectivity indices
are related to the geological features. For exaniptewell PO1, we have negative modified connettiv
indices with all the other wells. These negativkiga are higher between this well and 101, 104, RG2,

and P03. Since the only large negative values bf ll®4, 105, and P02 are between these wells aid PO
and P03, we expect to have barriers in the intémgglon of these wells. Because both P01 and R98 h
negative connectivity indices in several other cims, the moderate negative connectivity index
between them could be interpreted as the effethefdiagonal elements of the heterogeneity matnix o
their modified connectivity index. In other wordke large negative modified connectivity index betw
these two wells is due to their small productivitilex and not because of a possible barrier between
them. We also see a slightly small negative valeagveen 103 and P01 and P03. Since all the other
connectivity indices of 103 are positive, we expexthave a channel around this well and also harrie
between 103 and P01 and P03. The reason for tigistiyi small negative connectivity index despite th

barrier between them is the large productivity #dél03 due to the channel.

We also obtained the correct skin factor from tla¢ad To get a more accurate estimation of the
connectivity indices, we ran a case when only watgresent (and hence we do not have the probfem o
variable compressibility and also we have a highféective permeability that eliminates the effeét o

transients). The modified connectivity coefficienfdboth cases are very simildig. 7.10.

~ Positive Connectivity Index ~ Positive Connectivity Index

----— Negative Connectivity Index ----— Negative Connectivity Index
P01 10 P01 10
e : #
)/ Il )/ Il
1 1
1 1
2 y
~R02 P02
., ® . @®
102" 102"
% %

(@) (b)
Fig. 7.6—Connectivity map of Case 7-1 (at k=40 md) for fluctuating (a) and constant (b) BHP. W  hen the BHP is
constant, the estimated [ A’poq] is not valid and we set it to zero. In this case, although [ A’cn] is different from the
true one, it has the relative connectivity informat ion.
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Assuming the injectors’ BHP data are not availakle,recalculated the connectivity coefficients for
the oil case. Comparing the connectivity coeffitseof the producers and injectors/producefS (] and
[A"ooa]) With the one of the base caséig. 7.11), we can see that for each injector the connegtivi
coefficients follow a 4%straight line, and for some of them the line ha®azero intercept. There are two
reasons for this intercept. First of all, since deenot have the injector BHP data, ti€;f] cannot be
calculated. So in the calculation of the modifiemhiectivity coefficients, we have a systematic tshif
because of ignoring th& of the injectors. Since for a short period, inggst2, 4, and 5 were producers,
we have some estimation of th&"[;] for these wells; however, for the other two infgs, we have no
estimation of this matrix. Thus we have less einothe calculation of the connectivity indices these
three injectors. The second reason for this skiRroperty 7.3.3, where all the coefficients ofirgactor

may be shifted by the same amount. Again, for tlfébe injectors we do not have this problem.

We also tested a case where no producer was cedverinjector. As expected, in the crossplot ef th
connectivity indices between the cases with injgstBHP data included and not includdeld. 7.12, we
have large interceptdtig. 7.13 shows the normalized connectivity index map of €€8s2. As we
discussed earlier, this map has the relative cdiwitycinformation. For example, no specific high
permeability zone exists between or around 101 R0&; however, since the connectivity between (101,
P01) and (101, P03) is small because of the batribe normalized connectivity index between 108l an

P02 becomes positive.

lo1 Eﬁf‘%

k=02md .

P01 102

P02 103 - P03
T
m‘}%{ k=400 md /-
¥
k=0.2 md
k=0.2 md
104 P04 105

Fig. 7.7—Permeability map of Case 7-2. The permeabi lity of the reservoir is 40 md and there are three barriers
with permeability of 0.2 md and a channel with perm  eability of 400 md.
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Fig. 7.10—Modified connectivity indices from the oi | case and the ones from the water case are in good

agreement for Case 7-2.
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Fig. 7.12—1In case no producer converts to injector, we have a shift for most of the connectivity indic es.

Fig. 7.13—Normalized connectivity map has relative connectivity information for each injector. For exa
although no channel exists between (101, P02), beca use of normalization of the connectivity indices an
very large negative connectivity indices between (I 01, P01) and (101, P03), the normalized connectivit
between (101, P02) becomes positive.
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7.5 Conclusions

In general, for a heterogeneous system, no theatdtirmula exists to determine the influence nxatri
We can estimate this matrix from the injection andduction data. The difference between the opgunhiz
influence matrix from the actual production datal dhe theoretical influence matrix calculated fobe t
homogeneous case provides the heterogeneity m#&yixa simple modification of this matrix, each
nondiagonal element of this matrix (the modifiecimectivity index) indicates the connectivity betwee
the well pairs independent of the total number eflsy the distances between them, or the operating
conditions. Studying the properties of the hetenegty matrix provides the key to the interpretatadrthe
connectivity indices. Having more diverse data afious to estimate the heterogeneity matrix more

accurately.
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8. ADOPTING THE MPI-BASED METHOD TO REALISTIC CONDOIONS

8.1 Introduction

In Section 7.4, we showed how to estimate the bgtareity matrix for simple cases where we had a
volumetric rectangular reservoir and a limited nemof wells. If the reservoir is not volumetric,dagise
of the material balance assumption in the MPI softwe cannot predict the reservoir performandegus
the equations we derived in Section 6.3. Alsoh# teservoir is not rectangular, we cannot obthe t
exact MPI matrix analytically. On the other hanfdwe have large number of wells, estimation of the
heterogeneity matrix becomes very time-consumirdytae number of the required data increases. In the
following we address these difficulties one by odere, we first show a modification of the origifaPI
formula to evaluate nonvolumetric systems. Then discuss the possible issues in reservoirs with
nonrectangular geometry. At the end we show ancudgsa possible solution strategy for a large numbe
of wells. All the approaches discussed in theofelhg sections are preliminary, and more invesiiyais

needed to solve the problems more efficiently.

8.2 MPI for Nonvolumetric Systems

One of the main assumptions in deriving the préaticof reservoir performance with MPI is material
balance of the system based on a volumetric reselBased on Eq. 6.11, we assume that the total
injection rate over time is close to the total proiibn rate. However, in field applications we ntewe
cases with the total injection rate considerabffedént from the total production rate. If we havestrong
aquifer, we may have a larger production rate tinggction rate. On the other hand, if we injecbirat
zone that is not connected to the producers, fleetion rate may be much higher than the produatide.
Here, we focus on the second case.

It is possible to have perforation in a zone thasolated from the target zones. In this cagggréion
of the injected water fills the isolated zone. Dagliag on the size and pressure of this zone, thisgn
may decrease in time. To model this using the MW, defined a coefficient,, for each injector that
represents the fraction of lost injected liquid o¥iene. Increasing the pressure of the isolatedezon
decreases the fraction of the lost water from e@mpbctors. Assuming exponential decrease in lost

fraction, the effective injection rate of a weh#t leads to production) at each time step will be
W (1) = {Ip_i * (1_ ! p_i) Edax;{t _

wherewe (t) is the effective injection rate of injectarly ; is the lost fraction of this well, and is the

decrease in the lost fraction of this well. Applyithis formula, in the connectivity evaluation weed to
estimate two new parameters for each injedfoandd. In general, to estimate these parameters we need

to have the pressure at the isolated layer(s), lzamed on that and considering the injection rate
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fluctuations, we estimate the effective injectiater However, in practice this kind of informatisrrarely

available and we need to estimate these paranistditting the model to the data.

Case 8-1Similar to Case 3-1, this is a 5x4 homogeneouterysA layer that is not connected to the
other layers and has a large pore volume existtheatbottom of the system. All the injectors have
perforations in this layer; however, producersrayeperforated at this zone. So a portion of irgdavater
enters this layer. Applying the MPI predictor teegict the reservoir performance without considetrg
fact, we have a large error in rate prediction vi#er0.645 Fig. 8.19 and R=0.761 for injector BHPs.
However, if we determine the lost fraction from Bdl, the average?®f production rate becomes 0.990
(Fig. 8.1b) and the one for injector BHP becomeés®993.

Case 8-2 Reservoir properties and well locations are simib Case 6-2. However, an isolated layer
exists under the reservoir, and the injectors anddyrers are perforated similarly to Case 8-1.
Considering Eqg. 8.1, we calculated the modifiednsmtivity indices. We found that they are in a good
agreement with Case 6-Eif. 8.29. The problem for this case was the inconsisteridhe results, where
using different starting estimates obtained différanswers (In fact, similar to the CM, when the
assumptions of the model were violated the estithpsrameters become nonunique.). However, almost
all of the obtained answers can show the relativenectivity in the system. For example, although th
results of one of the runs were a little bit faonfr Case 7-2Kig. 8.2b), its connectivity map can still reveal
the features of the systerhig. 8.3. If we do not apply Eqg.8.1, we may still get aodoestimate of the
modified connectivity indicesHig. 8.4) however, the prediction of the production ratd i very poor
(R?=0.665).
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Fig. 8.1—In nonvolumetric reservoirs, the MPI canno t calculate the production rate accurately (a). App  lying Eq.

8.1, however, we could calculate the production rat e more accurately (b).
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Fig. 8.4—With no use of Eq. 8.1, the estimated conn ectivity indices are in relatively good agreement w ith those
from the nonvolumetric case. However, the productio n rate prediction is very poor.

In the example above, we observed that Eq. 8.1ctefldy helps us to predict the reservoir
performance in nonvolumetric cases. As we obserirecgvaluating connectivity, the results are not
exactly the same as the volumetric case; howeVvey tare in good agreement. In the field cases,
depending on how far the data are from the volumetise, we may need to use this equation or a new
one in a way that considers the reservoir conditiéior example, if we know there is a leaking zionie
reservoir that acts at high pressure, by addingralition based on average reservoir pressure to the

model, and estimating its parameters based onvasg@erformance, we may model it.

8.3 MPI for Nonrectangular Systems

The influence function that we used is developedy dior rectangular systems. For specific
nonrectangular cases, we can use symmetrical giepéo determine the influence function analytical
In general, however, no analytical formula exisiscalculate the influence function for nonrectaagul
shapes. Here using some simple example we invéstigav valid the rectangular influence functiorins

cases of nonrectangular geometry.

Case 8-3 Similar to Case 6-1, this case is a homogenods 2xwever, the geometry of the reservoir
is not a perfect rectangle and the locations ofviklis are differentKig. 8.5. Calculating the modified
connectivity indices, we observed very small chanigethe influence matrix. The modified connectjvit
indices of the wells closer to the cut boundary mm@re distorted than the other ones because of the
smaller productivity index of the wells close t@thoundary. For this case it seems that neglecttiag
actual drainage shape does not lead to misleadsgts.
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Fig. 8.5—In a homogenous nonrectangular case (Case 8-3), we may have small distortion from the analyti  cal
modified connectivity indices. The gray area shows the reservoir. The arrows in the legend show the un it
modified connectivity index.

Case 8-4 Similar to Case 8-3, this is a homogenous 2x2ydwer, the reservoir geometry is more
complicated Fig. 8.69. If we use the same influence matrix as the oeeused for the previous case
based on the full square, the connectivity map iespseveral barriers in the reservoir (Fig. 8.®ajve
calculate the influence matrix based on a smalber (by “box” here we mean the base rectangle theat w
use to calculate the influence matrix analyticaltie connectivity maps show some channkig.(8.6b).
However, we know both of them are incorrect sinte $ystem is homogeneous. By selecting the box
somewhere between these tvirig( 8.69, we observed a very small distortion from the true aativity
map. In fact, selecting a proper position and &izehe box is the key point to get the best result

Case 8-5 This case is very similar to Case 7-2. Howeviee, geometry of the reservoir is different
(Fig. 8.7). By selecting the box as Fig. 8.10, we calculatesl modified heterogeneity matrix and we
observed that the calculated one is very closhdmnhe for the rectangular caség( 8.9.

In Cases 8-3 and 8-4, as expected, we observedvtieat the reservoir geometry is different than a
rectangle, the analytical influence matrix is nalfi¢ to predict the reservoir performance evenha t
homogeneous cases. In fact, the shape of the oiskrads to a nonzero modified heterogeneity malfi
we select a proper box to calculate the influenegrim the distortion from the analytical influenoetrix
decreases. However, at this point we cannot proaigeocedure to determine this box. If the systas h
both heterogeneity and nonrectangular shape togdtiey affect the heterogeneity matrix. In fabigit
effect depends on how and how much they changettiéfied connectivity indices; that is, both of the

may increase or decrease it or they may act irmfft directions. For example, in Case 8-5, theceihf
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nonrectangularity was negligible compared to theemneoir heterogeneity. So the modified connectivity

indices were very close to the one for the rectiargrase.
Future works should focus on estimating the locataf the box and better understanding and

interpretation of the effect of shape on the ol@dinonnectivity indices.
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(©)
Fig. 8.6—Depending on the selected base “box” fort  he reservoir, we may obtain a different connectivit ~ y map for
the nonrectangular case. Assuming a large area (a), the connectivity map indicates some barriers in th e system.
Considering a small box (b), the estimated connecti  vity indices show some channels. Selecting a proper box (c)
will give the minimum distortion from the analytica | rectangular model.
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Fig. 8.7—Connectivity map for a nonrectangular case (Case 8-5) represents the reservoir heterogeneity  properly.
In fact, if the effect of nonrectangular geometry i s less than the effect of reservoir heterogeneity a  nd a proper
box is selected for the system, the heterogeneity i  nformation will be dominant in the modified connect ivity
indices.
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Fig. 8.8—Modified connectivity indices of the nonre  ctangular case (Case 8-5) are in excellent agreemen  t with the
similar rectangular case (Case 7-2).
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8.4 MPI for Large Number of Wells

Independently of the number of the wells in a hoer@gpus rectangular reservoir, the MPI can predict
the reservoir performance accurately under the qussteady-state regime. In heterogeneous cases, we
need to evaluate the heterogeneity matrix that(hes).(I+K+1)/2 elements, wherkis the number of
injectors andK is the number of producers. If the number of thellin the system is small, we can
evaluate this matrix quickly. However, with an ieasing number of wells, the required computational
effort grows dramatically. For example, evaluatihg heterogeneity matrix for a 25x16 well systenyma
take almost three orders of magnitude more tima th&x8 case and four orders of magnitude more time
than a 5x4 case. An effective way to overcome finisblem is to decrease the number of model
parameters by eliminating the parameters that Ilsavaller effect on the reservoir performance. Irs thi
project, we suggest a model reduction strateggdalindowing

In windowing, we define a window for each well bdsm the well distances and geological data (if
available). We evaluate all the connectivity indider the wells inside the window. For the welldside
the window we may assign only one value, represgritieir connectivity index to the correspondinglwe
(Fig. 8.9. In case we have a large number of wells, wed=fime several windows for each well, where
besides the first one (where a connectivity indeste between each well pair) a single value isgassl
to all the connectivity indices in each pakig. 8.10. In this method, we assume that having a large
number of wells, the reservoir performance is Emssitive to connectivity indices between distaatisv
If we have some information about the anisotropythef reservoir, we may use an ellipse instead of a
circle to define the windows. In addition, if weveasome geological information about the reserved,
can use it to change the shape of the window. kamele, if we know a set of wells are poorly cortedc
to some wells compared to the other wells, we miga different values inside a windowig. 8.11).
Depending on the number and size of the windows, éipproach can decrease the number of the
parameters efficiently. For example, for a 25x18ecgFig. 8.10), defining three windows at radius28,
4,620, and 5,720 ft decreases the number of egtthwtnnectivity indices from 861 to 425.

Here, we show the application of windowing for someg¢erogeneous cases.

Case 8-5Similar to Case 6-5, this case is an 8x8 systemvaver, a couple of channels and barriers
exist in the reservoirFig. 8.12. First, using the data for 400 months, we cateadathe modified
connectivity indices of the system. Then we appéiegindow at 2,750 ft for the system (similar te tne
depicted in Fig. 8.9) that reduced the number dnomn parameters from 136 to 88. By calculating the
connectivity indices for this case, we observed tha results are in good agreement with the resilthe
full model (Fig. 8.13. In addition, the Rvalues obtained with the window are 0.9996 an®®89for
production rate and injector BHPs, respectivelyis®nows the number of parameters was sufficiefit to
the data.
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Fig. 8.9—A single window system for 8x8 Case. For W  ell |01 (a), 8 wells (104, 107, 108, P02, P06, PO7 and P08) will
have the same connectivity index. For Well 106 (b), none of the wells are outside the window, so a dif ferent
connectivity index will be assigned between this we Il and all the other wells.
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Fig. 8.10—Example of three windows for a 25x16 case . For Well 101, 7, 13, and 6 wells are in Windows 1 , 2, and 3
respectively. For Well 113, only 4 wells existin W indow 1.

Case 8-6.This case is a 25x16 heterogeneous reser¥g. (8.14, with similar rock and fluid
properties as Case 3-1. Without windowing, 861 metars were required for this case. Applying one
window at 2,750 ft, the number of parameters demeao 254 and the?Rsalues obtained with this
window were 0.9987 and 0.9926 for production raté mjector BHP, respectively. Applying a different
window (this time at 3,520 feet) we obtained slightetter prediction (Rwas 0.9993 for injector BHP
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and 0.9964 for production rate). Running the fubdel (with no window) for this case the prediction
became more accurate?{Ras 0.9996 for injector BHP and 0.9987 for procartiiate). By comparing the
modified connectivity indices obtained from two @ow sizes and the ones obtained from the full case,
expected, we observed that the results of the larygdow are in a better agreement with the fubeca
(Fig. 8.15. Thus for this case, although the smaller windsime could predict the reservoir performance
properly, its estimated modified connectivity ineicwas relatively less accurate than the onesrgé la

window. In addition, we applied a three-windowtpat (similar to Fig. 8.10) and the results wereyve

close to the large window.
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Fig. 8.11—If we know a major feature exists in the  reservoir, we can change the windows. For example, in this

case, we used a different window for wells behind t he barrier.

The windowing technique can effectively reduce mlienber of required parameters in modeling the
data. In the two presented cases, it could acdyratedict the reservoir performance and provide th
proper connectivity indices if the window size wsedected carefully. One further development in this
technique could be the recommendation on the prejer, shape, and number of windows, based on
information available on heterogeneity, anisotragyd the number and location of the wells. In adudjt
investigating the possible effects of operatingditimns—including shut-ins, large injection rateanbes

and injector/producer conversions—could improvepiteetical aspects of this technique.
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Fig. 8.14—Location of the wells and permeability ma
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Modified connectivity index from large window
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Fig. 8.15—The large window provides more accurate m
Case 8-6, using large window the R 2 between the modified connectivity indices obtained
the ones from full case is 0.78; however, this valu
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p of Case 8-6. Eleven barriers and two channels exi st in the
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Modified connectivity index from full case

e for the results of small window is 0.63.

odified connectivity indices than the small window. F or
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8.5 Conclusions

In the nonvolumetric reservoirs, the material baéaassumption of the MPI-based method is violated.
The modification developed here is able to overctime problem for specific cases; however, in gaher
we may need to conduct different proper modifiaagido model the data with respect to the reservoir
properties and leaking mechanism. In the nonrecfangystems, the homogeneous influence function is
different from the one for the rectangular case sBlecting a proper box for defining the influemoatrix
we can decrease this distortion. If the effecntdriwell heterogeneity on the heterogeneity masriarger
than the effect of the reservoir shape, this digtormay be negligible. However, in general, wedé¢o
take into account this distortion in interpretifge tconnectivity indices. If we increase the numobgr
wells, the number of model parameters increaseschwleads to a dramatic growth in the required
computational effort. We suggest the windowing teghe to decrease the number of model parameters.
In two heterogeneous hypothetical cases, this tquencould determine the major connectivity indices

and predict the reservoir performance accuratelly wisignificantly reduced computational effort.
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9. RELATIONSHIP AND COMPARISON OF THE CM AND MPI-BBED METHOD

9.1 Introduction

In this dissertation we described two methods taliate interwell connectivity using injection and
production data. Both these methods are basedeopsbudosteady-state productivity index and materia
balance. However, because of dissimilar assumptioesmethods are different in some aspects. In the
following sections, after describing the simila#iand differences between these methods, we derive

some of the CM properties using MPI. Then we disd¢he possible advantages of each method.

9.2 Comparison of the Models for a 1x1 Case

The main difference between the CM and MPI appresdrises from the definition of productivity
index. In the MPI we use the analytical formulatted influence matrix to describe the multiwell gyst
In the CM, however, we approximate the effect @ tmatrix in the pore volume between the well pairs
using a single number. To investigate this issuteb&e consider the 1x1 case, where the full aically
form of the CM is derived. Recalling Eq. 3.1, arsaming step changes in injection rate and producer

BHPs we have

a(t)= q(to)exp{—(t_—rto)}+znl{ex;{(tm —t)}_ ex’%(tm—t)}}w(tm)+

R
[ 58 0 ol e
)30 2 (o8 02
S .
{0 e o 5

On the other hand, for a 1x1 case, the influenceixnat

[A] :{%‘ Bon } ......................................................................................................................... (9.4)

a‘con aprod
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Rewriting Eq. 6.19 (to have the same notation a€tflehere we assume the injection rates positive) for a

1x1 case using MPI we have (see Appendix E)

A (e 8 R e e
+a:odmi=1p“’f (tm){exp{ %}_ex{_%ﬂ e (9.5)

B expL:—\(;l(t —to)}

p

a‘prod

Egs. 9.3 and 9.5 have some similarities and differerigiest. of all, as expected, in both equations the
coefficient of the producers’ BHPs are the same. &, thin the CM (where it is defined as the single
producer productivity index) is equivalent kagq in Eq. 9.5. We also observe that the exponential
coefficients in the second term of both equations quévalent. Based on thatjn the CM will be

0000 D et e e s oo eeee e (9.6)
K

which is equivalent to the original definition ofetlr in the CM (see Section 3.2). The coefficients of the
injection rates in the equations are slightly différfom each other. For the coefficient of the itijec
rate, the solutions are equivalent to each othérarspecific case whem,=0. However, in general, there

is no equivalent for for injection rates in the MPI solution.

9.3 Comparison of the Models for Multiwell Cases

For the case of several injectors and producers, thpadson becomes complicated. In fact, as we
observed in Appendix A, a couple of intuitive appgroations and generalizations in the CM extension for
the cases of several injectors and producers make thgacison difficult.

Similar to Eqg. 9.3. rewriting Eq. 3.2 based on alifiressure, yields

a,)=1, Jg(g)exp[ (t- - )}z/yé:{ex;{( - t)} ex{m}}wj(tm)

=i T,

+§ij{pwn (g)exp[—w}—m . (g)ex;{—M:l— () e 9.7)

Ty Vi Ty

o$ o] 60 el 0 . )

In terms of the MPI solution (considering injectiotesaas positive numbers), in Eq. 6.19 the coefficient

of injection rate is

Injection rate coefficient=



98
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: : J[Apde1([11KxK[AmJ1[Amr—[11KX.)+[AWJ1[Am1

[1]1XK [Aprod :|_1 [1] Kx1
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which consists of two parts: the first part containsdélay term, and the second part is independent of the

delay term. Assuming a small delay term] [thexJ matrix of As) is equivalent to

== 1 1 1 T —_ + 1 T .
TR SN R MEESIE R B

that defines the share of each injector in eacdymer. This confirms that thés are independent from the

injection rates. Interestingly, for several setsrdfuence matrices, the summation of thelsefor each

injector is exactly one and its values betweennbk pairs is between 0 and 1.

Similar to the 1x1 case, we could not determindrterpretation of in terms of the MPI solution.

To determiney;, we can rewrite Eq. 6.19 as (see Appendix E)
()= K[ T PU4)8) 2 (0 4) ] [ ] o] 90
n e (t- e (t— S = T @ .(9.10)

p ctvp q Kx1
-1

1w _C.I.(t_tm) _ _Cl(t_tm—l) K[l]lxK [Aprod} r)q* (tm) =
+K[Aprod ;{exr{ Cth :| eXp|: Cth q [1] Kx1 pq* (t)
We can rewrite the producers’ BHP term as

BHP term=
1 e 9.11)
1) _Cl(t_tm) _Cl(t_tm—l) K[l]lxK[APTOdJ pq*(tm) = (
A |- 1 - * t

K[ prod :| {mzzl{exp|: qu :l BX{ qVp q [ ]le pq ( )

The producers’ BHP term is not exactly the samé¢hasone we have for the CM. In fact, besides the
influence matrix it includes two parts: the firgtrmn is the summation of convolution of the weighted
average of the producers’ BHP from previous tinepstup to the current one (this part is constanalio
the wells at each time step), and the second tertimei vector of producers’ BHP at the current tstep.
The inverse of theAqq] is mainly dominated by its diagonal. So for e@ehducer, the main portion of
the BHP term is caused by the difference betweenvin BHP and the convolution term. In the CM (Eq.
9.7) the BHP term consists of the initial produt&dP and the convolution of the producers’ BHPdan
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not their average). Thus we cannot determine thévabent v (producers’ connectivity in the CM) using

MPI.

Because of the differences between the initial qanes term in the CM (initial average reservoir
pressure for each well) and MPI (initial averagsergoir pressure for the reservoir) the coefficiefit

initial pressure of the CM cannot be approximatsishgi MPI.

9.4 Segmented and Compensated CM from MPI

In Section 3.2, we showed that using CM, if thedueer BHPs are the same at one time step, we can
ignore the BHP term at that time step. We also sibthat if the producers’ BHPs are constant duaing
interval, we can estimate the BHP term using a teotisyumber at that interval. Here, we investighie
property using the MPI-derived formula.

If the producers’ BHPs are equal to each otherashwowed in Section 7.3.4, we have

K[ U [Ap(:’d] P (8) _ By (1) oo (9.12)

Thus the BHP term as defined in Eq. 9.11 will be

BHP term=[ A4 T{— ex;{%} P ()[1],a +

mz; {ex p{ %\/‘ptm) } ex{‘%(;\-/pt,:l)} i [Aprz . (tm)[l]m N (9.13)

We can easily see that if the producers’ BHPs arestant for a few months, this term decays to zero.
However, if the BHPs are different from each otaed then become equal and constant depending on the
delay term, it may take a few months for this téommeach zero. In a similar way, we can see thathe

case of unequal BHPs, if BHP remains constant flawatime steps, the BHP term will become constant
in time until we disturb the producer BHPs. We wilustrate these properties later using a syntheti

example.

In Section 4.4, we discussed that the effect ofnghrey the skin factor of a well on the well
performance is different from the BHP changes. Wegeoved that changing the skin factor affectsAsie
so we could not use the segmented CM for thesescge tried to show these using Eq. 9.9. Since we
need to change one of the elements of the,d] matrix and this matrix is inverted ih calculation, we
could not prove thel change analytically. However, using Eq. 9.9 wedetkst for simple 5x4 and 2x2
cases and we found that having even small chamggsdn factor of one producer affects all thee

In Section 5.2, we discussed that changing the rumbinjectors has no effect on the CM parameters.

In Appendix F, we show this analytically based be tefinition ofA using MPI. In Section 5.2, we also



100

showed that we can approximate thee after shutting in a producer based on Akebefore shut-in (Eq.
5.10). We tried to derive this property using tkedimition of A from Eq. 9.9. Since this definition contains
the inverse of a matrix, and since removing one exw column of the matrix complicates analytical
calculation of the matrix inverse in terms of thggmal one, we could not derive the formula. Hoegv
for the 2x2 and 5x4 cases we tested Eq. 5.10 parngally using calculations in Mathematica based on
Eqg. 9.9, and we observed that Eq. 5.10 exacthyodpes thel of the shut-in case.

Here we show our findings using a simple example.
Example 9-1. For Case 3-1, we calculatetl using Eg. 9.9 based on the influence matrix obthine
analytically. We observed that this are in excellent agreement with the ones obtafred CM (Fig.
9.1). To compare the BHP terms from both methods, aleutated the BHP effect using MPI (Eqg. 9.11).
By plotting this term for PO1 with the BHP term finathe segmented and full CM, we observed that they
are generally in good agreemetiig. 9.2. Looking more precisely at this figure, we seesmall
difference between the solutions where the BHP gbanAt the first few months after changing the BHP
we have a sharp change for all methods. In the MRI sharp change is followed by a smaller sharp
change and then approaches smoothly to a consthre.\VFor both the segmented and full CM, however,
after the sharp change the BHP term becomes aatdnstlue instantly (or changes slightly and lihgar
As discussed earlier in this section, this traositin the MPI is because of the effect of the prasi
average producers’ BHP on the BHP term. Howeverth&n segmented CM we cannot consider it. In
addition, this transition is not observed in thd €M because the between the producers is generally
high (see Section 4.2) that makes the BHP termggmslightly. To investigate this, we ran a cast wi
constant injection rate, where the only sourcehefgroduction rate changes is the BHP changes.éAs w
observed in this case, this smooth change in ptamucate exists after every BHP change and MPI can
describe it better than the CM¥ig. 9.3.

Example 9-2.In Case 4-2 we observed that the estimatetefore and after stimulation are different
from each other. We calculated the for this case using Eq. 9.9. As we expectsdfor periods before
and after stimulation were different from each othed they were very close to those obtained uiag
CM when we run the CM separately on the d&ig.(9.4).

Example 9-3.For Case 7-2, which is a 5x4 case with severalidrarand a channel (Fig. 7.7), we
calculate thels using Eq. 9.2, and they are in good agreemehtté ones obtained using the CM(d.
9.5). In addition, we calculated thés based on the heterogeneity matrix obtained ferdhse with
constant BHP (as we discussed in Section 7.3.4héherogeneity matrix is different from the trueepn
As expected, we observed that the calculatedor this case are similar to the ones obtainechfthe

heterogeneity matrix estimated from data with BHRnges.
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Fig. 9.1—Estiamted As based on the analytical formula (Eq. 9.9) are in  an excellent agreement with the ones
obtained from the CM for a homogeneous case (Case 3  -1).
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Fig. 9.2—The BHP term in the full CM and the segmen ted CM are different from the MPI. When the BHP cha nges,
Ao instantly changes and then stays constant until th e next segmentation time. In the full CM, after a s udden
change, the BHP term changes slightly linearly unti | the next segmentation point. In the MPI, after a sudden
change at the time of BHP change, at the first few time steps the BHP term changes exponentially and t  hen
stays constant until the next segmentation point.
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Fig. 9.3—The production rate from the MPl isin a b etter agreement with the production rate from the n umerical
simulator than the full CM. In case of constant inj ection rate, producer BHP is the only controller of the

production rate fluctuations.
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Fig. 9.4—The estimated As based on analytical formula (Eg. 9.9) areinago od agreement with the ones using the
CM for a stimulated case (Case 4-2) for both pre- a  nd post-stimulation periods.
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Fig. 9.5—The estimated As using MPI are in a good agreement with the ones u  sing the CM for a heterogeneous
case (Case 7-2). The estimated As using MPI were constant even for the case of cons  tant BHP and ignoring the
injectors’ BHP.

9.5 Comparison of the Methods

We can analyze the injection and production datagu®oth the CM and MPI-based methods.
However, the type of connectivity information prded using each method is different. In the CM, we g
two sets of connectivity information. The first oisethe connectivity coefficient between the wekler
injector/producer well pairs, this coefficienmt)(is dimensionless and indicates the effect ofdtijm rate
of an injector on the production rate of a spegifioducer. For producer/producer pairs, this corffit
(v) has the dimension of the productivity index amdmy shows how changing the BHP of a producer
affects the production rate of this well and thheotproducers. The second set of information obthin
from the CM is the time constant) (that tells us how the injection rate (or the proers’ BHP) will be
shifted. In the MPI-based method all the connetgtiunformation of the system is summarized in the
modified heterogeneity matrix, and the connectiuityices between the wells (independent of thde &z
an injector or producer) are the same type. Wedaaetly calculatels from the heterogeneity matrix.

We can summarize the relative advantages of tleerirdtion obtained from the CM and the MPI as:

* The heterogeneity matrix obtained using the MPledasnethod represents a first-type
connectivity parameter. Since the homogeneous @nfia matrix includes the geometry
related component of the connectivity, the hetenegg matrix merely shows the reservoir
heterogeneity. In the CM, the distance of the wislks key parameter ih

» Depending on existence of a barrier or a channéhéninterwell region and the surrounding

areas (that affects the productivity index of thellwand so the modified connectivity indices),
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the modified connectivity indices may have negativepositive values. The main advantage
of having this type of information is that we camerpret the results easily: for example, for
an adjacent well pair, a large negative or positioenectivity index can tell us the geological
features in (or around) the interwell region. Hoaevin the CM, thels represent relative
connectivity (for example, the summation.Abfn the CM approach cannot exceed 1 for each
injector) and are always positive. Interpretatidrthe results of this kind of connectivity is
not as straightforward as in the MPI-based metlardthe other hand, the advantagelsfis
that they quickly tell us which injector/produceeipairs are better connected in general. For
example, a very small between a relatively far well pair (that may eveve a positive
connectivity index) tells us that, practically, éafion from this injector has negligible effect
on the production rate of the producer.

Comparison ofrs andAs can reveal some information about the connegtivitthe system
that is not available at this point from the MPkbd method.

Since the gradient of the parameters is availairiehfe CM, the process of estimating model
parameters is much faster than the MPI-based method

An option of oil prediction of the producers is dable for the CM (Sayarpour 2008). Such
an option does not exist for the MPI-based metttddia point. In the MPI-based method we
only use the injection rate, liquid production reaed wellbore BHPs. In fact, by converting
the rate data into pressure information, we evaltlaé connectivity based on the pressure-
dependent components of the data. However, ansthece of data that we did not consider
in the MPI-based method (for the CM this is develbpn Sayarpour 2008; but we did not
cover it in this work) is the reservoir and intefinsaturation-dependent data (e.g. water cut).
These data have valuable information about the ectiviity. By adopting these to our models
we can also provide a more powerful model to ptethie oil and water rates.

In the CM, we can run the model for one well indegent from the other wells. Although as
we explained in Section 3.3 this may lead to inectrresults, in cases of large numbers of
wells this could be the best option. Such an opisomot available for the MPI-based method
at this point.

The MPIl-based method is able to decouple the eféécskin factor from the interwell
heterogeneity component. As we discussed in C&seby-updating the diagonal elements we
are able to consider the effect of the skin factdrile the other elements of the matrix stay
effectively constant during the whole productiorripg. This property of the MPI-based
method will also help us to optimize reservoir pemfiance under variable well conditions. In
contrast, in the CM, if we change the skin of alwmed need to update thas of all the other

(at least surrounding) wells, and for this we need data.
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The MPI-based method provides flexibility to inctuchore data in our model and also extract
more connectivity information. For example, if wavie the injectors’ BHP we can obtain the
connectivity indices between the injectors. If proers are converted to injectors, the
connectivity matrix will not change. We can alsdine the producers’ connectivity using the
[A"proa] matrix. In the CM we cannot obtain informationoaib the injectors’ connectivity
(except for those that are converted from a progud®e can get information of producers’
connectivity information from the full CM; howevehe results are different from tis.

If the producers’ BHP data are not available, appgjythe segmented CM is the best choice to
evaluate the connectivity. The results of the MB$dd method are strongly dependent on the
presence of the BHP data.

Having limited data or only small variability in éhoperating conditions may lead to
nonunique results in the estimation of the MPI tageneity matrix. In these cases, we may
only get some relative information from th&"{,] and the heterogeneity matrix may be not
suitable for performance prediction. In fact, th@ren frequent and more substantial the
changes are in the operational conditions, the naweurate is the estimation of the
heterogeneity matrix. In particular, the heterogignmatrix obtained using the MPI-based
method is not sensitive to the producers’ shutrircontrast, CM works better in cases where
we have fewer changes in the production condit{besides the injection rates). Applying the
compensated CM can help to use the data in theafagdimited number of changes in the
number of the active producers.

Since both methods are based on single phase lips&ldosteady-state regime, their
performance decreases in case of a long transégime, considerable gas production, and

existence of the fluids with different mobility ias.

9.6 Conclusions

The main difference between the CM and the MPIl-tasethod stems from the definition of the

productivity index in the two models. We rearrangieel MPI formula in a way to be comparable with the

CM. We were unable to determine an equivalent fand v using the MPI. However, we found an

analytical form ofA using MPI, which is in excellent agreement witle tlesults obtained using the CM.

We also compared the application and results oh buoethods. In general, the connectivity indices

obtained using the MPI-based method may give clear®rmation on the reservoir heterogeneity.

However, the results of the CM provide straightfard information for decision making in waterflood

management. In cases of available and frequentufitiog BHP and numerous shut-ins, the MPI may be

more reliable; however, in cases that lack BHP ,da&aCM results are more consistent.
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10. SUMMARY AND CONCLUSIONS

10.1 Summary

In this dissertation we described two approachesveduate connectivity: the CM and the MPI-based

method.

Yousef et al. (2006) developed the CM. In this elitgtion:

By determining the analytical derivation of the Cbver the model parameters, we
represented a more effective and faster algorithestimate the model parameters.

We investigated some of the limitations of the CM.

We developed the segmented CM to estimate the npat@imeters in cases of unavailable
fluctuating BHP data.

We derived the compensated CM to model the injacdad production data in case the
number of producers changes.

We showed the application of the developed methaskveral hypothetical cases and a field

case.

We developed the MPI-based method to evaluatedheectivity:

We derived the analytical formula to predict thguld production rate and injectors’ BHP
under a pseudosteady-state regime in a rectanigolaogeneous reservoir.

We defined a robust connectivity parameter to eataluconnectivity in a heterogeneous
system based on the estimated influence functidgheogystem

We discussed the possible issues in interpretirgetstimated connectivity indices under
different conditions

We discussed the application of the method in pralctcases where the system is
nonvolumetric or nonrectangular or contains a langeber of wells.

We showed several hypothetical examples of theiegtfn of the method on homogeneous

and heterogeneous cases.

We discussed the relationship and differences atwiee methods and compared their applicability in

different cases.

10.2 Conclusions

Based on our modifications on the CM we found:

If the producers’ BHP changes and the BHP datauasevailable, the segmented CM can
approximate the effect of BHP changes from theciige and production rates. On the basis
of hypothetical cases, we observed that this mzdable to approximate the effect of BHP

changes with no use of BHP data and can estima&teirtie connectivity coefficients. In
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addition, comparing to the simple CM, the segme@&tiestimates the production rate more
accurately.

If the segmentation times are unknown, our new ritlym is able to determine the correct
segmentation times.

Stimulating the producers will change the connédgticoefficients, so we need to estimate
the connectivity coefficients before and after sienulation separately. However, if these
intervals are not long enough, the segmented CM paovide a good estimation of

connectivity coefficients in a single model.

The compensated CM reveals the relationship betveerconnectivity coefficients before

and after changes in the number of producers. Byyay this method, we can evaluate the
connectivity before and after this change usingirggle model. The producer/producer
connectivity term defined using this method progidaore information on the reservoir
connectivity. In a hypothetical case the compemks&@d estimated the true connectivity
coefficients for before and after change shut-icuaately.

If the producers’ BHPs change and are unmeasurddtenumber of producers changes,
applying the segmented and compensated CM simulishe enables us to evaluate
connectivity of the system. We applied the CMs imypothetical case and obtained the
correct connectivity coefficients. In a field calee estimated connectivity coefficients,
obtained from applying both the segmented and cosgted CM, were in good agreement

with the seismic impedance map.

Based on the MPI-based approach:

In a rectangular homogeneous reservoir, under psteady-state regime we can analytically
predict the producers’ liquid rate and injectorsHB using the MPI. The MPI has the
connectivity information of the wells. This modarsiders the effect of changing the number
of the wells and stimulation. However, the nonueiquobility ratio and dramatic change in
total compressibility decreases the performanceahef method. We tested this model on
several hypothetical cases and the results werexaellent agreement with the reservoir
simulator results.

We can estimate the influence matrix for the hejeneous cases from the injection and
production data. The difference between the eséchatfluence matrix and the theoretical
one from the homogeneous case provides the hetezitgenatrix. A simple modification of
this matrix provides a robust connectivity paraméibat is independent of the location and

distance of the wells, total number of the wells] aperating conditions.
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We need to consider the properties of the hetemgggematrix in interpreting the connectivity
indices. Having more diverse data and longer imtisrof data allows us to estimate the
heterogeneity matrix more accurately.

Applying the developed model for the nonvolumetéservoirs, we are able to predict the
reservoir performance more accurately. However,gémeral, considering the reservoir
properties and leaking mechanism, we require awifft proper modification to model the
data.

In reservoirs with nonrectangular shapes, the hamegus influence matrix is different from
the rectangular case. The effect of the reserf@@ps on the heterogeneity matrix depends on
both the shape of the reservoir and interwell logfeneity. Selecting a proper box to
determine the theoretical influence matrix can dase this effect.

Increasing the number of the wells increases thabeu of model parameters dramatically.
By applying the windowing technique, we can deceghe number of model parameters and

predict the reservoir performance with acceptabtzieacy.

Comparing the CM and the MPI-based method:

The calculatedis from the analytical formula based on the MPI iarexcellent agreement
with the CM results. We could not determine an wiedl equivalent for the other CM
connectivity parameters.

The accuracy of both the CM and MPI-based methadedeses by increasing the length of the
transient region.

The modified connectivity indices from the MPI-bdsmethod can give clearer information
on reservoir heterogeneity. The CM parameters, keweprovide better information for
decision making in waterflood management.

In the case of available and frequent fluctuatindgPBand numerous shut-ins, the MPI-based
method may be more reliable; however, if the predsicBHPs are unmeasured, the CM

results are more consistent.
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NOMENCLATURE

influence function, dimensionless
formation volume factor, dimensionless
arbitrary constant, {/m

arbitrary constant, it

total compressibility, 1fm

arbitrary constant, dimensionless
formation thickness, L

total number of injection wells

single well productivity index, f/m
permeability, 12

total number of production wells

lost percentage of the injector, dimensionless

objective function of the production rate prediatia the CM, (L/t)?

time step number in the CM

number of time steps in the CM, dimensionless

producer's BHP, m/(13)
shifted producer's BHP, m/(E}

average reservoir pressure, mfjLt
initial average reservoir pressure, mfjLt

total liquid production rate, ¥t

the unbalanced term, reservoir L3/t

shifted production rate in the compensated CRA, L

total estimated liquid production rate¥/i

skin factor, dimensionless

number of the segmentation times in the segmenké&d C

time, t

pore volume, £

injection rate, B/t

shifted injection rate, it
effective injection rate, it

size of study area in x direction, L
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size of study area in y direction, L

individual well x coordinate, L

individual well y coordinate, L

X/%, dimensionless x-coordinate well location

y/%, dimensionless y-coordinate well location

impulse response for injection rate, dimensionless

impulse response for pressure, dimensionless

element of the heterogeneity matrix, dimensionless

rock-fluid factor, [*t/m

interwell connectivity index between an injectodgucer pair using the CM,
dimensionless

coefficient of the primary production term, dimesdess

segmentation time constant of produgdretween segmentation timsd ands,
L3t

fluid viscosity, m/(Lt)

interwell connectivity index between a producertproer pair using the CM,
L*%/m

time constant between injector/producer well pair,

time constant of the primary production term,t

variable of integration in the CM

decrease in the lost percentage, dimensionless

Matrices and vectors

[A]
[AY]
[DJ
[E]
[J]
[A]
[A]
[A]

o a =

influence matrix, dimensionless

estimated influence matrix for the heterogeneoge cdimensionless
diagonal matrix of skin factors, dimensionless

arbitrary matrix with the same element in each rdimensionless
productivity index, t/m

heterogeneity matrix, dimensionless

modified heterogeneity matrix, dimensionless

matrix of As between the injectors and producers

vector of injection rates, ¥t

vector of production rates it

vector of injectors’ BHP, m/(&)
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Py = vector of producers’ BHP, m/(ft
Subscript
_ index of the interaction of injector/producer welhirs in the influence and
con = heterogeneity matrix
[ = injector index
inj = injector index in the influence and heterogeneigtnm
j = producer index
k = Producer-BHP index
prod = producer index in the influence and heterogenetyrix
o} = producer index
S = segmentation time index

Superscript

X = shut-in well index

T = transposed
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APPENDIX A. DERIVATION OF THE CM

Here we describe the derivation of the CM based ousef (2006), and explain the cases where our
solution is different from the original one.

The starting point of the CM is the simple matebalance of the reservoir fluid(s)

QVP—:W('[)‘CI(t)' ................................................................................................................... (A1)
Also based on the definition of the productivitgéx we have

G I[P By ) - vveeoere e (A.2)

In Section 6.2 we will see that for a multiwell s/® we need to use the matrix hfinstead of a single
number. At this point we continue with the curreatution and we will discuss it in detail in Seci$09.2

and 9.3. Solving Eg. A.2 for the average pressuocedifferentiating over time we have

3
A T e (A.3)

dt dt

Substituting Eq. A.3 into A.1 we obtain

T A4
qvpg}%+qt) W )- ¢\ " (A.4)

Defining 7 = &Ve we have
J

dg, 1 )= 3P oo A5
i q(t)— w(t) I (A.5)

which is a first order differential equation. Tohs® this equation we can use the integrating factor

t
technique. Multiplying both sides of Eq. A.5 lgy we obtain:

{dq 1q(t)} { o )- } .............................................................................................. &

T

or:

{erqt):| {\,\(9 dﬂm} ............................................................................................. (A7)

Integrating and rearranging we have

o) =cer + é?j QE W }- &} G eeeeeeeeense s R R (A8
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Finding ¢ at t=t, [which will be the production rate at time Q(ty)] and substituting with & as the

integration variable, we obtain

T B - A9
qt)=q(t)e +e5£0e{? W) J?}d (A.9)

And by integration by parts and simplifying

(t-to) e’% é=t
av=alt)e © +— |

C(zto

m\m

( T o &
V\({) (f+ m(ot) er - ‘p()t+e J‘{ e \,\P({) gj ........... (A].O)

&=ty

Since we generally do not have an analytical foomthe injection rates and BHP changes, we need to

discretize these integrals. Based on Yousef (26f¥&he case of constant BHP we have

) n
q(n):q(t))e 7 +zamV\( n), ............................................................................................ (A.11)
m=ry
where
An (m-n)
B S B T s (A.12)
T

etog
In fact, the total term.[ e w(¢) of is descretized. The problem we have in this catteaisthe summation
&=ty

of the impulse response is not one. Because

—nAn
Z“:a AN L T ettt ettt (A.13)
— M T —4n
m=t l1-er

which is generally different from 1, we need to @mormalization to apply the CM correctly. If we
assume constant injection rate at each intervabffirer words a step function for injection signalje

integral term of the injection signal in Eq. A.18ncbe written as:

e_; &g e_i & & e_g & £ é; &g
. J- ervv(f)df: - J. a V(:Lt) (f+T J- e \(/zt) d+"'+7 J. e QV)t&j .................... (Al4)
&=ty &=ty &=y =ty

and at each time step we have

or g R () ()
- I erw(tn) df = V\( t’n) Oer? D§|W:1m_l/f = \(I rF)|: er — er7 :l ............................................ 5)
=t -1

Recalling Eg. A.11, based on Eq. A.15, we can lieddheas as
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m

(tm_t) (tnrl_t)
a :{e r _e'r } .............................................................................................................. (A.16)

It can be easily shown that the summationasfin Egq. A.16 is 1. So in this research, insteadhef
definition of a from Eq. A.12, we use Eq. A.16. We use the sanserdiization for the BHP term.
Sayarpour (2008) showed the solution for lineamgea(instead of step function) in injection sigaad

producer BHPs that we do not repeat here.

Extension of the CM to multiple producers and itges is not as clear as the CM for single injector
and producer, and more assumptions are involvedr tltis purpose, where we haveinjectors for
producel we can replace Eq. A.1 with

cV, (;E’ Z'_l‘/‘ijw(t)_q(t), ....................................................................................................... (A.17)

where/; is the interwell connectivity coefficient betwean injector/producer well pait,is the number of
injectors. In this case we will have only onéor each producer pair (similar to the approach.iahg et
al. 2007). However, if we want to have differenteatiation for each well pair, the definition wileb
different, and for each injector/producer pair viéain

6.V, drij D W(0) = G (D0 v (A.18)

wherecg, Vp; and p, are properties of the volume drained by prodycehen only injectoii is being
injected andg; is the production rate at wejllthat corresponds to the effect of injectorApplying
superposition law and also eliminating tmaterm using the productivity index, we obtain

' dn,,

qu dt ij() Z/M (1)- = Z‘H ............................................................................. (A.19)

i=1 i=1

\Y/ . . . . :

where T, = S Vn . By solving this equation, we obtain the geneoairf of the CM for multiple producers
i

and injectors. In this solution the primary prodoictterm will be

—(t=to) ~(t-to) —(t-to)
Primary production termg,, (to)e Ty O (%) e’ +..+ q ( B) € (A.20)

and by imposing the same time constap ifi all terms we obtain (as assumed by Yousef6200

~(t-t)
Primary production termg;, (to)e LR (A)2

Combining Egs. A.20 and A.21 and solving fgrwe have (this is not from Yousef, 2006)
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-(t-t,) e (R)2

P ~(tt) ~(tt) ~(tt)

In|q, (t)e ™ +a(t)e™ +.+g(t)e™ —In[ o J)J

Since we do not have the fraction of primary prdiucterm of each injectogf), we cannot estimatg,
using this formula. Also7, depends on time; in other words, it is not a mgaehmeter in the strict sense
of the word. We checked this for a few cases, aadound out that for small to moderate (7 less than
50 time units)-since the primary production ternomgy important for the first few months-the chargje
I, could be neglected; however, for larger values @i low diffusivity or permeability), this assumptio
is not valid. However, intuitively considering E&.21 as the primary production term is reasonable.

For the producer’s BHP term, based on Eq. A.16 vlichave

-t

K ~(t-t) i
= 7 e
BHP term-kaj Rm, (to) € - pmq ( t)+
k=1

Ty
Tkj

L <
J~<‘- & Rfl (E) G | e R)

§=ty

and since in the CM thé is not known, in a similar way as for the primanpduction term, for the BHP

term we will have
'3
= T e =t
BHP term V)| Put (to)e - (t)+ J‘ & p (E) G [ e (A.24)

wherey is equivalent to the summation of partial produtfiindices ;) for each producer. The problem
with this formulation of the BHP term is that we dot have the interaction of the producer BHPs. In
other words, we cannot see the effect of changibg Bh one well on the production rate of the other
wells. Thus, Yousef (2006) modified Eq. A.24 into

K ~(t-t) T - £
BHPtermi:Vk,- b (b)e ™ - prk(t)Jre J“‘ é G A 25)
k=1

Tkj =ty

Eqg. A.25 is the final form of the BHP term deriviled Yousef (2006). We have more discussion on it in
Section 9.3. Solving Eq. A.19 and combining withsEA.21 and A.22 we obtain

(t-to) . —(t-to)

qj(t):/lquj(to)e’T+'__Z/\j vi}'/(eri_ij . (8) el - B OXF B, ()| s (A.26)

w'j is the shifted (convolved) injection rate of irt@ci with respect to producgr Based on Eq. A.16/;

is:
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andp'w is the shifted BHP of produckmwith respect to producer

p‘,kaJ (t):z[e Ty _eTkj ]Q/fki(’:n)' ......................................................................................... (/8)2

m=1
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APPENDIX B. DEVELOPMENT OF MPI CONCEPT

In a rectangular homogeneous reservoir with comstservoir properties, representing the well as a

line source, the pressure distribution in the nesierduring the pseudosteady state is (Ozkan, 1988)

— 1
p-p(x% y):;xé)é, % % Yo yD] | ettt ettt ettt ettt e ete e eteeehe s ae A et et e Rt e eaeebe s te et e eneeereeaneenens (B.1)

whereq is the production rate of the wek.is the rock-fluid factor defined as

t = 2T ettt (B.2)
uB

wherey is the single-phase viscosify,is the formation volume factok,is the permeability, antd is the

reservoir thickness (all units are in &) ], the dimensionless drop in pressure, is

l 2 + 2 o0
a[XD' Yor %o Yo )éD] = ZITBéD[g_;//_D-'-yDZ—yZyWD)-'_ ZTzlrhn CO£ v 5))( CO@ nTr V?E)) ............ (B3)
eD eD m=:
and
o = oot m oo~ wol) [+ cosbn vo-( e+ Wb} B4
" sinh(mrry,;)

whereXp, Yp andyep are defined asg/x., y/Xe andyd/X, respectively, anc,p andy,p are dimensionless

location of the wellx, andy, are size of the reservoir in theandy directions, respectively.

Based on symmetry properties, we need to rewrfteeénce function as

% Yo %or Yo ¥o| = & Max( %, %o) .Mk ¥, ¥o) Lmil ¥ L) Lmif Yy L) Y

where

a[ %, Yo %0+ Yoo+ o) if %= %0)>( %= Yo)

! _
[ % Y1 %o Yo xD]_{a[yD, %, Yoo %o Y Yo] otherwise

Valké et al. (2000) presented a fast algorithmatzalate the influence function.

Using superposition fak wells Eq. B.1 becomes (Valko et al., 2000)

_ 1 &
p— p()(, y):;)(kz: 4 )6, x’ %Dk’ MDK’ yD] g ........................................................................... (BS)
-1

At the well locations, considering the skin facédfect, Eq. B.5 becomes

- 1 (&
p-p, :;x[kz_:a[)s, Yoo %o Yok ¥D] q+ §gj ) e (B.6)
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wherep; is the flowing BHP at weljl. Writing Eq. B.6 in matrix from, we obtain

where Ap is the vector of drawdowngj is the vector of well ratesA] is the influence matrix with

elementsy;,
a; 8, - Ay
[A] = a:21 azz a2K ........................................................................................................ (B.8)

A A, vt &

and
s O 0
D] = 9 S 9 ettt (B.9)

Solving Eq. B.7 forg we obtain

G = AX([A]#[D]) AP v (B.10)

Here, for simplicity, we used], as the summation ofA] and D4 for the initial set of skin factor of the

wells.

The productivity index describes the relationshivieen production rate and drawdown:
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APPENDIX C. DERIVATION OF MPI SOLUTION FOR A SET OINJECTORS AND
PRODUCERS

First we show how to calculate the average resepreissure if producer BHP and injection rates are

available. Recalling Eq. 6.10 we have

PR L An A {‘7"} ............................................................................................... (1)
p- pq* K A(:on Aprod q

Splitting the matrix, we obtain

I:Ainj Acon][qu] .................................................................................................... (C.2)

Solving Eg. C.2 for[ pl*] gives us

[p-n]=

X |~

U 1 W
[pi*] = p[ﬁl]lxl _;[Ainj ACOJ{G}. ........................................................................................ (C.3)
where [L] 1 is alx1 matrix where elements are the average resepvegsure. Similarly, from Eqg. C.3 we
have
(3-8, ]=[AL, pmd]{‘;"} ................................................................................................. (C.4)
or
[ﬁ_p ]:E[AT ]W+£[A ]q. .......................................................................................... (C.5)

g K con P prod

Solving for G we obtain
02K Apos | [P~ B ][ Anoa | TAean]| W ovvioinssinssinssnssnnnsessssnsnsnnes (C.6)

Replacing Eg. C.6 in the general material balamg&agon (Eq. 6.11) we have

Qv % =Y w-Y g=-Y W-Z{K[Apmd 15 8] [Ae ] AL ] —v}/ ............................... (C.7)

or

av, % =S e S [ A P TAL ] 0 A A g ][ Bo | BE S [A g |+ o (C.8)

Solving for p give us
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p=l4lp-& L E OO OO OO (C.9)
P Cl+[n Cl]exp[qvpt]

where p is the initial average pressure (at the start efgbeudosteady-state condition)

G=kYy Y [A pmd] ................................................................................................................... (C.10)

and

c2:—2w+Z[Apmd} [Acon] W+ZK[ pmd} R - oeeeeeeeees s (C.11)

If instead of injection rate the injector BHPB,() are available by rearranging Eq. C.2 we obtain

Lﬂ - [A]*L‘: Sq } ............................................................................................................... (C.12)

and

Z(‘W‘ﬁ):WZZ[A]_l‘KZ[A]_l{Eﬂ .............................................................................. (C.13)

Replacing Eq. C.13 into Eq. 6.11 and solving {©r we obtain

(A" mT{é_zvqfn nT}szzwwz} ................................. c19
33 LR R 3 T eV

P
To obtain an explicit form of the production rate terms of injection rates, producer BHPs, and

ﬁ:

influence matrix, we start by rewriting Eq. C.1hmatrix form

¢ = ([ 1, [Aves | A" (1, ) L L YU e T (C.15)

Substituting Eq. C.15 in Eqg. C.9 we obtain

pzwkdamrmm][mJWKmm[mg )
€A p""’J [ . ...(C.16)

(A T TRl [0 K[ [A ] *em[nm[mJ[qu

| K[l]lxK [ prod ]_1 [:q Kx1 Ctv

P
And substituting Eqg. C.16 in Eq. C.6 we have
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(Yo *

K[l]lxK [Aprod ]_l [1] Kxl

{[_) _ ([1]1><K [Aprod :|_1[Acon]T _[1]lxl )W+ K[l]lxK |:Aprod ]_1 r)q* }exp{— [1]1><K [Apmd ]_l[l] leKIJ[:L] » (C.17)

K [1]1><K [Aprod Il[l] Kx1 qu
- rjq* :| B I:APFOU ]_1 [Acon]T W

or

q= [Apmd ]l{([l]lm [Apmd ]_1[ACUH]T _[l]lXI )W+ K[l]lxK |:Aprod ]_1 r)q*

V.

p

1- ex;{— [1]1><K [Aprod ]_1[1] leK’[]
[Aprod ]_1 ([1]1>(K [Aprod ]_1[Acon ]T - [1]1x| )W[l] Kxl

q:

[1]1><K I:Aprod ]_l [1] Kxl

_|:Aprod :|_l [Acon]T W+

|:Apmd ]'1 “: [l]lxK [Aprod }1 qu* + (ﬁi _ [1]l><K [Aprod ]'1 f’q& Jexp[_ [1]1XK [Apmd }_1[1] Ko /(tﬂ[l] - pq*}

[1]1><K |:AP'°d J_l [1] Kxi [1]1><K I:Aprod ]_l [1] Kx1 qu
TSP PTOPTPPPN (C.18)
And finally

1- ex;{— [1]1><K [Aprod ]_1[1] leK’[]
qY, . P
q= [Aprod] ([1] KxK [Aprod } [Acon] _[1] Kxl )W

[1]lxK I:Aprod ]_l [1] Kxl

_|:Aprod :|_l [Acon]T W+

-1 [1]1><K [Aprod }_l r)q* + B = [1]1><K [Aprod ]_1 r)q“ expl - [1]1><K [Aprod ]_1[1] Kx1 Kt _ =
o H[l]m[%r[lm (“ [111xK[Apmd]‘l[11mJ p[ ™ Hm“ p“*}
PP (C.19)
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APPENDIX D. PROOF OF THE HETEROGENEITY MATRIX PROREIES

D.1 Adding a Constant Number to Each Row of [A,] for Small Delay.

In case of small delay, if we approximate the dééayn with zero, Eq. 6.19 reduces into

o)

| AT BT el T

prod j|_1 [1] Kx1

+K[Aprod }-{ [1]1><K [Apmd Tl pq* [1]Kx1 _ ﬁq*]

[1]1><K [Aprod :I_l [1] Kx1

If we replace the [&] with [Acd+ [E], where E] is [E] =[el e;]T [1]1x|<’ we will have

.......... (D.1)

mm={mm[ : JDMJ1WLMDMJ1Mm+ﬂ“ﬁhJ-DmJ1Mm+H+W

-1
Aprod ] [1] Kxl

+K|:Aprod :|1|: [1]1XK [Apmd ]71 r)q* [1]K><1 - ﬁq*]

[1]1><K [Aprod ]71 [1] Kx1

By subtracting Eq. D.2 from 1 we obtain

_ _ g 1 -1 et W e .
%””_ﬁ““]E &hd%mrmmﬁ““]m“J““}Eﬁ -

On the other hand for an arbitrary matrix [X] defithas

(D.2)

Xy Xy o X
x]=| ' TE

X1 %2 7 X
we have

M= 10
P
M-
’:)><
M-
=~
LD
X

&47(

M?(

Z?< cese h?<
M M
M- M-
2 [
M= M-

X | e (D.4)

MR P =| 272X

Ui
s
1
iy
1
i
1
N

1
U8
il
LN
I
iy
i
fas
il
fus
il
fus

Multiplying by [E] we obtain



N ) %3 1T 1 1
— .Ml XK. &
KZ__ KZH Kz._l_
+ 7+ +
M +“ +.
ox
SIS A L
* - + +
“ X 2
U A L A I
= ]
L < 1L < | XN
plT T T
— eKi Qe eK
Q¥ Q¥ --- a¥
m : r 1T 1 1
e @ - % < *
MR _ N
(NI K AN
oo o + 0+ +,
T 1 H H :
¢ ¢ ¢ + + t
- — — vAM XQ vAM_
B A A
AT ANT T e <
S R o e L
< * > KZ__ Kzﬂ. KZ__
SATIEA LA T S S
X S >Z
Kz.m KZ_M_. KZ_M_. ! s ' & ' & _
SN SR PN M 7N R AN I
S I G N S E
L8 T E 5
x i i o - - <
_ Zi Kz._l KZ._J KZ_M_. KZ.F ) KZ_1|__
" + + +
i £ R <
= LT AT AT
X L ] L ] ]
— Y 5y 3
.“.K Kﬂwﬁ Kﬂwm Kﬂwﬁ
R _ I

... (D.6)

On the other hand we have

(D.7)

So

1
[ [X][1

(D.8)

[X](2]u [XI[ET

Replacing K] with [Apmd]'l and substituting Eq. D.8 in Eq. D.2 we obtain
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D.2 Inconsistency of the4] in Case of Having Constant Producer BHPs

By rearranging Eq. 6.19 and factoring ofit{] we have

1- eX’{_ [, [Aprod ]_1 [1],,, 4t

aV,

[1]1><K [Aprod :|_1 [1] Kx1

1- eX[{_ [1]1XK [Aprod ]71 [1] Kxd Kt]
[A

QO
1

] [Auos | (W [Aoos | ~[As | [Acen] W+

aV,

[1]1><K [Aprod :|71 [1] Kx1

f AprodJl{{ [y [Arros ] P +[ﬁ _[[1]1xK[Apmd] By ]exp[_[l]lxK[ApZdv] [1]KX1Kt]][1]m—qu*}

[1]1><K [Aprod :'71 [1] Kx1 1] 1xK |: Aprod :'71 [1] Kx1 P
et ettt ettt ettt ettt ettt ettt ettt (D.10)

-1 -
poa ] [y ¥+

In general if we replaceAfog] With [Apod ne] @and [Acor] With [Acon ned, the difference between the

original production rate and the new one will be
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o C‘VF' J -1 -1 -1 T
GG, = AT L (Ao ] (Wi [Toc [Aros ] ~[Aoos | {[AGn] W

1- ex{_ (L [Apes ] [t

1_ex{_[111XK[AW Tli,xt

aV,

[1]1><K [Aprod :|_1 [l] Kx1

p [1]1><K |:Ap'°d :|71 pq* + B = [1]1><K [Ap“’d :|71 qu ex —[1]1><K [Apfod :Iil[l] leKt -1
{[l]b« |:AF"°d ]71 [1] Kx1 { i [1]1><K |: Aprod :|71 [1] leJ p[ Clvp J}[Apmd ] [1] ”
_K[Aprod :|71 [
1- ex;{— [1]lxK [Aprod_new J_l [1] wa KT
oV,

- J |:A prod_new :| B [l] Kx1 [1] 1xK |: A prod_new :| N - |:A prodinewjl B |:A coninew:|T W

[1]1><K [Apfod,"ew jl_l [1] Kxl

aV,

[l]lxK |: Aprod_new :|_1 [1] Kx1

1- ex{_ [1]1><K |:Aprod_new:|71 [1] wa K1 J
[Apfod_new J_l [1] o W

+

{ Ualhee 2o g Bl ] 0 ]w[‘[ﬂMWJ1[1]”1“}}[%%}lmm

[l] XK [ Aprod,new :| N [1] Kx1 1] 1XK |: Aprod,new :| N [ 1] Kxt qu

E
+K|:Aprod_new:| qu

. (D.11)

If [Apodll Ukxa=[Aprod_newl[Lkx1, (Since these matrices are symmetric, we also Hayga.[Aprod]

=[1wx1-[Aprod_newl), We can rewrite Eq. D.11 as
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-1
1-ex _[1]1><K [AprodJ [1] KxL kt
cV

p

[1]1><K [Aprod ]_1 [1] Kx1

] [Apfod :|_l [1] Kxd [1]1)<K |:Aprod J_l - I:Apmd ]_1 [Acon ]T w

1_ex{—[”w[wwumm

¢V

p

[1]1K Ap d] [1]K1

{ (U [ A 1" P {‘. (1], [ Aneo ]11 P, ]exp[_[l]lxK[Apzt dv]pl[l]mKtJ}[Apde1[1]KX1

[1]1K Ap d] [1]K1 [1]1><K|:Apf0d:| [1]K><1
K[ Ao | Py

[1]1K[Ap od [1] Kt]
I

Aprod ]71 [1] Kx1 [1]1><K [Apmd :|71 - [Aprod_"ew :|71 |:A CO"_”eW:|T w

[1]1K AP d:l [1]K1

[1]1 K I:Ap d] [1]K 1Kt
aV,

+ [11”[ T, | e

—K{ [1]1XK [Apmd :|11 P, . [[—)I B [1]1)(K [Aprod :Ill Py ]exp[_ [1]1XK |:Aprod\/:|1 [1] Kl Kt]][Apmd ]—1 [1],()(1
G . (D.12)

[1]1><K [Aprod ] [1] K [1] 1xK |: Aprod :| [1] Kl P

_1 _
+K|:Aprod7new:| pq*

Cancelling the similar terms we obtain
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1- eX[{_ [1]1><K [Aprod ]71 [1] leKt}
i _ GV, -1 -1 -1 T
e [1]1xK I:Aprod :'71 [1] Kx1 I:APYOd :| [1] od [1]1XK [Apmd :| [Apmd :| [Acon] w

- o [ [ApdeJllllmktJ
‘ [

(013

p - - -
Aprod :' ' [1] Kx1 [1] 1xK |:Apr0d ' - |:Apr0d_new :| ' |:A con_new] w

[1]1><K [Aprod :|_1 [1] Kx1

-1 -1\ .
+K ([Aprod_new:| - I:A prod] ) pq*
If the BHPs of the producers are equal, we have

([Apmd_new]_l -[A pmd]‘l) By = P, ([A AT pmd]_l)[llm 20 e (D.14)

In this case, if

_ 1- eXp[_ [ (A ] [t

L (AT e AT ]
-1 Aprod 1 KxK A prod - A prod_new
[ [Apros ] [T R (D.15)

-1

[AconfnewT :| =

aV,

[1]1XK [Aprod :|_1 [1] Kx1

_ 1- exr{_[llw [Apmd T[ﬂmtJ
[Aprod ]_l [1] KxK |:A prod :|_1 _[A prod :|_l [A con' :|

the production rate using the nej[will be the same as the production rate for ttigioal [A].

In case of small BHP, Eqg. D.11 becomes:
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0= Chew = {[ - ][Aprod ]_1 [1]Kx1 [1]1x|< [Aprod ]_1 - [Apfod ]1}[Acon ]T w

[1]1><K |:Apr0d :|_1 [1] Kx1

T

[1]1><K [Aprod :|_l [1] Kxi

+K{ [1]1x.< [AP“"‘ ]_ Pe }[Aprod ]_1 [1]le _K[Aprod ]_1 [om

[1]1x|< I:Aprod :|_l [1] Kx1

) {[ [1] |:A 1 J |:Aprod_new ]_1 [1] Kx1 [1] 1xK I:Aprod_new:|_l - |:A p,odnew]l} |:A Con_new:'T w

prod_new :|_1 [1] Kx1

1 = _.
’ { [l]lxK I: Aprodfnew :| ; [1] Kxl ] [A prod_new :| [1] W

[1]1 K I:Aprod new]_l pq* } -1 -1 _
K ; T A roa_new [1] X +K|A rod_new Py ' (D16)
{[1]1><K [Apmdjew] 1[1] . [ prod_| J Kx1 [ prod_ J q

If the BHPs of the producers are equal, based ofDEfwe can rewrite Eq. D.16 as

4= G = { : J[Apm T Wl [ [Prs T = [ A ]1}[&0” '

[1]1><K |:Aprod :|_1 [l] o
_ 1 e
{[1]1xK [Apmd J_l [1] leJ[Apmd ] [1]le
s |:Apr°d :|_1 [1] wa K Pq |:Aprod :|_1[1] Kxt

- {[ [1] [ A - J[Aprodnew]_l [1] KxL [1] 1xK I:Aprodfnew:|_1 - [A p,odneWJl} [A conineWT W

prod_new :|_1 [1] Kxl

(D.17)

1 -1 _
’ [ [1]1x|< [ Aprod_new :| "’ [1] KxL ] [A prod_new :| [1] Kxl W

KB, [Aprod_neWJ_l [1] a T K Py [A prod_nEWJ_l [1] Kxl

or
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9= Chew = {[ - ][Aprod ]_1 [l]KxJ_ [1]1x|< [Aprod ]_1 B [Apfod ]1}[Acon ]T w

[1]1><K |:Apr0d :|_1 [1] Kx1

‘[ - }[Aprod T [t w .(D.18)

[1]1><K |:Apr0d :|_1 [1] Kxl

-{[ — J[Apmanew]_l AP O Vo [ApmdnewT}[A o von] W

[1]1xK [Aprod,new :| ' [1] Kx1

1 -1 ~
’ [ [1]1x|< [ Aprod_new :| h [1] Kx1 J [A prod_new :| [1] W

Therefore, to have constant production rate werjast to have

prod_new] ' [l] Kx1

H{m T J[A"”"]—l (e [ Ases ][ Ave T}[Am )

J[Apmd I 1., +[ : ][Apmd_new]'l [%J

[1]1><K |: Aprod,new ]_1 [1] Kx1

. . (D.19)

[ 1
[1]1><K [Aprod ]_1 [1] Kx1

Since {[[l] |:A 1 J[Aprodnew]l[l]KxK |:Apr0d_new:|_1—|:A prodnew]l}is singular, we add
1IxK

prod_new :I_l [1] Kx1

the delay term to overcome this problem and Eq9bdcomes



1-ex _[1]lxK [Aprod ]71[1]let
Ao 1= e A T, A “-A o
[ con_new :' - [1]1XK [Apmd :|-1 [1] B [ prodinew] KxK |: prodinew:| |: prodfnew:.

oV,

(1 [Aves ] [

_ 1- EX[{— [1]1x;< |:Apr0d ]71 [1] let]
[Aoos | [Wea [Poros | = [Aus | |[Aeon’ |-

CT VP Ct Vp

(o A ] [ e T A ]

- exp{_mm [Apes T[ﬂmrJ - EX[{_MM [Apes mmt]
|: prod:| l[ ] [Aprod_new:|71 [1]Kx|

134

(D.20)
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APPENDIX E. DERIVATION OF EQUIVALENT CM SOLUTION USNG MPI

At time stepn, recalling Eq. 6.19 the production rate is

- exg <Kt |f 1 B + X 5 - K)o (E.1)
() {1 EX{ CHAA }(1 amd]}w(t") apmd[p”'l P ()] ex% o 9\4}

We have the effect of previous time steps in tlwlpction rate from the average reservoir pressutieea

end of the previous time step. Based on Eq. 6.1itnatstemn-1, the average reservoir pressure is

= _G(n-1) [ _o(n-1) U TR (E.2)
pn—l - Cl +|: pn—2 Cl EXp qvp (tn—l tn—z)
wherec,(n-1) isc, (form Eq. 6.14) at timég, ;. Similarly, at timen-2, we have
= _a(n-2) | _g(n-2 N 2P VT (E.3)
P2 = G "{ Pn-3 G exp) Vv, (tn—z tw—s)
In a similar way fon-m at the other time steps we have
_ _g(n-m) {— (- ”)} {-Cl } (E.4)
pn_m = + pn_ m exp Ll_m — tn_ g ) | .

G G VY ( !

and at the first time step we have

IE_)lzczc(ll)Jr[n_%} Lv(t‘ to):l .................................................................................... (E.5)

Substituting Egs. E.3 to E.5 in Eq. E.2 we obtain

r)H:cz(n-l)_%(”‘1)expL—°1(tnl—t )}

c,(n-2) % =" -
q expl:qvp } r{ o (t.-, tn_3)} ex% \g(t“ tH)}
+... (E.6)
+CZ(21_ m) exp{;—\c/l(tn - twm)]..ex{;—\c;(t,ﬂ tn_z)}
G (n-m) = =
: expl:qvp (to-m trkm)} ...ex{ v (tm tﬁz)}

or
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c,(n-2) Gt Ve ed TS -
+ Cl {exp{ C[Vp ( n-1 tn—z):l ex;{ qvp (tn—l tn—B):|}
+..
o e ] [ea. ) ———— (E.7)
]
Ci {e p|: Vp ( n-1 n—m) ex \/p( n-1 n—m—l)
+.
1 & @ Hi(tn_l—tl)}—exp{ G (.. to)}}
o |L6% v,
p Xp|: G (E 1_t0):|
p
and finally
S S (m) Ol Y el TS - 5 exh "Gt =) ] e E.8
pn—l _mzzl Cl {exp|: C[Vp (tn—l tm):| EX[{ qVp (tn—l tm—l)}}-'- pi ex% Q\é (tn—l to)} ( )
Substituting Eq. E.8 into Eq. E.1 we obtain
— K(tn _tn—l) &on ] K { K(tn _tn—l)}
t)=<1- 1- - -
alt) { o "l [ 2 }w(tn) - p(y oK
n-1 - _ (t -t ) _ _K(tn_tml) ............................ (E.9)
+m=1|:W(tm)[l aprod]+ aprod pr( ):|{ex{ ProdCV :| ex{ aprodqvp :|}
+Lpexp{ (t - to)}
prod Ct p
or
_h acon _K(tn_tm) _ _K(tn_tml)
a(t) = Aprod W)+ Zw(tm)[ aprod]{ xp{ aprodqvp:| ex{ 80a GV,
n t _t t _t 1 s sasesrsssassssssnssasans (ElO)
+ a:0d mzi Pur (tm){eXp{ —K(pr:dc\r/”)}— exr{——K gpd q”\*/p)ﬂ
K
+ » P exp{ ctvp(t“ to)}

To estimate the production rate for the multiwelbe, substituting Eq. E.8 into Eq. 6.12 we obtain
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G = G G % s (B)11
+p exp{;—\i(; . to)}—czén)] exr{;—cz(t ~t 1)]
h=3 1CZ<(:1m){eXp{ -Clp (t -tm)} EXI{;—\E(tn—tm)}} 5 GX%;—Q(%—%)} ....................... (E.12)

Substituting Eq. E.12 into Eq. 6.15 we obtain
A(t) =~[Apos ] [Acn]” (1)
+K[Apmd1‘1[i °2(”°{exp[ ) e (tn—tmﬂ}[ﬂw P o4 (1) [, (n)]

mi G P GV
N (E.13)

Substituting Eqgs. 6.14 into Eq. E.13 we have

)=k [AL T z > () + 2 [ Aps | [Aeon] %)+ KX [A s | By (1)

q(t
G

{exp{ } F{Q(;th }}[1]“1 e (E.14)

T AT oA AT R 5 -4) i,

P

By factoring out the terms containing producer BriResget
a(4) =4[ Agea ] pexp{q (4 foﬂ[ b =[] TAc] 91+

o - (t - - =y w(t,)+ pmd_l R (E.15)
K[Aprod} Z{exp{%}_exl{ ((;V ml)}} z (t) Z[A :| [A ] (tm)[]']le -

p b ¢

+K[Amd]—1{i {exp{w}_exp{—q(tqnv-tml)ﬂk[llm[ApmJl Pe (tm>[1]m_pq*(tn)}

P P G
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APPENDIX F. INDEPENDENCY OR FROM INJECTOR NUMBER CHANGES

If we add an injector to a systemlohjectors and producers, we can write the matrix of interaction
of injectors and producersfon updated, aS

L [Acon_x} .................................................................................................................. (F.1)

where Rcon J is the matrix of interaction of the new injectand the producers. Based on Eq. 9.9 the

[Aupdated Of the system is

1 -1 -1 A « ! Al A o i
[A“pdamd} =" - [Apfod:| ([1]KxK I:Apfod] [A } _[1]Kx(|+1)J+|:AprodJ [A :| o

[ [Anos | (U

or

TR [AWJ{[”“K“%JTAmnXJT—[lle1]T+[AWJ1[ACOHX}T Fa

) [1]1><K [Aprod ]71[1] Kt [1] Kok [Apmd Tl[AC[Jn ]T _[1] o A,
and finally
) 1 _1 i - * o] conxTT
[ Aupasea | = [ [ A ] 4 m[Apm] (M”K (Ao ] (A ] Mm) [Asos ] [Acon] (F.4)
) []_] [A : :|'1[1] [Apmd :|_1 ([1]K><K [Aprod :|_1[Acon ]T - [1] . ) + |:A prod :|_1 [A Con]T
[ Mg |2 [ A A oot (F.5)

where ]\,] is the matrix ofAs for the new injector. According to Eq. F.5, if wdd an injector to the
system, thels of the other injectors remains constant and e jeed to add a column to th&] [to
include theds of the new injector. If an injector is shut in,dimilar way, we just need to eliminate the

correspondence column from th]]
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