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ABSTRACT

Statistical Static Timing Analysis Considering thgpact
of Power Supply Noise in VLSI Circuits. (August 200
Hyun Sung Kim,

B.S., University of California, Davis

Chair of Advisory Committee: Dr. Duncan Moore Hehvlker

As semiconductor technology is scaled and voltagellis reduced, the impact
of the variation in power supply has become vegyificant in predicting the realistic
worst-case delays in integrated circuits. The aglgf power supply noise is inevitable
because high correlations exist between supphageland delay. Supply noise analysis
has often used a vector-based timing analysis apprd=inding a set of test vectors in
vector-based approaches, however, is very expenpaicularly during the design
phase, and becomes intractable for larger cirauiSM technology.

In this work, two novel vectorless approaches ascdbed such that increases
in circuit delay, because of power supply noisey ba efficiently, quickly estimated.
Experimental results on ISCAS89 circuits reveal #oeuracy and efficiency of my
approaches: in s38417 benchmark circuits, errorsi@nit delay distributions are less
than 2%, and both of my approaches are 67 timésrfdgan the traditional vector-based
approach. Also, the results show the importanamasidering care-bits, which sensitize

the longest paths during the power supply noiséysisa
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[. INTRODUCTION

A. Timing Analysis

Timing analysis is a method to predict the perfarogaof integrated circuits. It is
frequently used in the design, test, and optimiraphases before manufacturing chips.
Timing analysis is used to validate the performaoican integrated circuit during the
test phase, and to enable performance optimizaliwimg the design and optimization
phases.

Timing analysis has become very critical in deepnsigron (DSM) technology.
As semiconductor technology is scaled, the decramsgevice feature size, increase in
gate density, supply current, and the number oéramnnect layers cause process
variations, crosstalk noise, leakage current naisg power supply noise. The power
supply noise significantly affects circuit timindput it is not considered in most
traditional timing analysis approaches. This probles challenging because circuit
timing affects the power supply noise and vice-ggrand getting worse in newer

technologies.

B. Power Supply Noise
In deep submicron (DSM) technology, power supphalgsis has become
increasingly important in predicting the realistiorst-case delays in integrated circuits

[1]. Ideally, the gates in the integrated circteive the full supply voltage from the

The journal model i$EEE Transactions on Computer-Aided Design of Iratsyl
Circuits and Systems.



power and ground supply networks. However, due dth iesistance in the on-chip
supply network and inductance in the package ioterect, noise occurs on the power
and ground supply networks and affects circuit rigni Fluctuations of 10% in

power/ground supply voltage can cause the delaystfmmdard gates to vary by up to
30% in 130 nm technology [2][3]. Tirumurti [4] pded out that a 1% change in power
supply voltage will cause roughly a 4% change ilagléor most static CMOS gates at
0.9 V in 90 nm technology. Newer technologies hav@eased delay sensitivity to
supply noise, due to reduced gate overdrive. Theggfthe analysis of power supply

noise has become inevitable in timing analysis.

C. Organization of the Thesis

The thesis is organized as follows. Section llv@es the background and
previous work on timing analysis and power supphalgsis. Two proposedtatic
technique to estimate supply voltage noise distidiog as well as statistical timing
analysis with the voltage distributions are expdinn Section Ill. Section IV shows
experimental results of the proposed approach @AEB9 benchmark circuits. Finally,

a conclusion is provided in Section V.



[I. BACKGROUND

A. Timing Analysis

Timing analysis is a method to check timing camsts and to calculate slack
(spare time) values at primary outputs in the irdatgg circuit in order to predict the
timing performance of the circuit. A slack valuenche obtained by subtracting the
required arrival time (RAT) from a critical (longgspath delay. A positive slack
indicates that the path has timing margin, and lbanoptimized to increase clock
frequency, reduce power dissipation or add funelibyy On the other hand, a negative
slack value means that the path is slow, and thie kbesigner must re-design the circuit
to reduce the path delay.

Figure 1 illustrates the usefulness of timing asiglyduring the design
optimization phase. By timing analysis, in the giweesign, timing information before
and after optimization is shown. In the bar chahs,values in the left column are slack
values and the values in the right column are feeqgies of occurrence. In the design
before optimization, many negative slack valuestexvhich implies that the design
cannot operate at the desired frequency. In thienggd design, the slack distribution is

tightened up, and the worst-case (most negatiaek st significantly reduced.
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Figure 1. Timing before optimization (left) and after optimization (right) [5]

Timing analysis without a set of (user-definedput vectors is calledtatic

timing analysis(STA). STA falls into two broad classes: deterntigisstatic timing

analysis and statistical static timing analysisT&)S Traditionally, deterministic STA, or



STA, has been used. In STA, process and envirorahpatameter values are treated as
constant, and chosen by a case-based methodolody,as best-case, nominal-case or
worst-case. Due to the constant parameter vafilés] andMAX operations for gate and

path delay calculations (Figure 2) are quite easypllows:

SUM: do=d; + di (1)

MAX: dy=max{d+d,d+d} (2)

Figure 2. Computation of sum and max operations

Although the computation for gate and path del@yssimple, STA has
drawbacks. First, as the number of uncertain pati@mvalues increases, it is intractable
to analyze all possible corners of the parametaces6]. Second, it does not provide
information on the likelihood of the design satisfy the given design specifications.

Third, the corner-based methodology can be vergemative, since the worst case may



be much worse than the typical case. This cantieadvere over-design in term of area,
power, circuit timing, and design time [7]. Finallgorner-based STA computation is
very expensive because it requires a large nunfberoer cases.

Statistical static timing analysis has been prepds improve the weaknesses of
the traditional deterministic static timing anabsilnstead of considering source
variations as constant values, SSTA treats theraraom variables, which are generally
assumed to be Normally distributed (Gaussian) randariables. Signal arrival time and
gate delay can be expressed with Cumulative Defsityction (CDF) and Probability
Density Function (PDF) [8], respectively. Path getlistributions can be calculated by
propagating PDFs of gate delays along each ofdhgelst paths witlsUM operations,
and the circuit performance can be computed byyapplthe MAX operation on the
PDFs of all path delays, as illustrated in Figur@3e SUMandMAX operations will be
explained in detail in Section Ill. SSTA is increwgy favored by designers in DSM
technologies because it provides quick, accuratenaons as well as statistical
information of circuit performance, which is usdyuemployed in design, test and
optimization phases.

There are two approaches to static timing analpsith-based9-14] andblock-
based[8][15-20]. The path-based approach can be regaadea depth-first search, and it
employs a given a set of critical paths. While tpgroach is accurate and can capture
correlations, it faces the difficult problem of hdw select the set of paths to be tested.
The block-based approach uses a breadth-firstrisalvsearch technique. This approach

is fast, but does not handle correlations due tih gharing. In this work, we will



consider the path-based approach, due to its aocura

Figure 3. SUM and MAX operationsin SSTA

B. Power Supply Noise

Power supply noise is noise on power supply netywatiich reduces the ideal
power supply voltage. The reduced supply voltagéhergate reduces its drive strength,
thereby increasing its delay [2], which may caumedased circuit delay.

Generally, the supply voltage noise is due to libthparasitic resistance (IR)
and inductance(L@i/dt) of the on-chip and package interconnect, as rhtst in
Figure 4. The on-chip power grid is predominatelgistive, with its noise produced by
IR drop. Package interconnect has a higher indoetaso its noise is generated

primarily by L@i/dt effects. At faster gate switching speeds and highreuit density,



on-chip inductance must be taken into account otaicenets [3]. In this work, we do

not consider on-chip inductance.
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Figure4.IRand L[di/dt dropson power and ground supply networks

Power supply voltage analysis has been addressedgh vector-based and
vectorless approaches. Many vector-based appro§tligs-24] use genetic algorithm
(GA) or other optimization algorithms to find a seft input vectors that cause the
maximum voltage drop in targeted chip regions. gifl) employed the expensive GA
technique to find a set of vectors and applied thierobtain statistical parameters of
voltage distributions for all circuit blocks. Howay the statistical timing distribution is
obtained by iterating their STA, instead of progagavoltage distributions during STA.

This method is not practical for large DSM desigBg.using a vector-based approach,



Wang [21] proposed a static test vector compadechnique to prevent overkill during

delay test. Since Wang was targeting a given s@atis for path delay test, the input
vectors had care bits to sensitize the paths. Toe’t care” bits were replaced by two

different filling methods: minimum transition filig and random filling. Both [22] and

[23] used the genetic algorithm to find test pattdrat cause high supply voltage noise.
Krstic [24] used two pattern search algorithrisned ATPG and a probability-based

approach. These algorithms produce a small setatiénns that generate a tight low
bound on maximum instantaneous currents in the pgvie:

Due to the high cost of most vector-based appreachectorless supply noise
analysis methods were developed [2][25-27]. Theorkess approaches employ circuit
timing as well as functional information, a supesiion method and supply current
constraints. The analysis proposed by Pant [2]asetd on a superposition method
considering the effects of both voltage drops adividual gates and voltages shifts
between driver and receiver gates. The delay maaimoin on a path due to voltage
fluctuation can be computed with supply current staants, estimated by using
Synopsys Powermill, Verilog simulations, or the ibasf a previously fabricated part.
Bai [25] used sensitivity analysis to express \g@taat a supply node in terms of gate
currents and then determined the maximum IR voltagps by solving the linear power
grid conductance matrix. In the matrix, gate cutseduring given intervals of the clock
cycle can be computed by using circuit functionalationships. This optimization
problem was handled by a constraint graph formamati

Kouroussis [26] checked the robustness of the pagidr by making sure that
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the voltage on the power grid does not drop by nlose a given threshold. Statistics of
voltage drops were computed for this verificatiop tunning a sequence of linear
programming under a set of user-supplied currentstraints, which represent
incomplete information on the circuit behavior. dugh a Simplex method was
employed to speed up the linear programming sobher,analysis took more than 14
hours for a power grid containing less than 250@es0 Thus, this approach is not
practical in real designs. Kriplani [27] suggestedinear time algorithmilax) that
produced an upper bound envelop of all possibleeatirvaveforms for a set of pattern-
independent input vectors. Becalugax does not produce tight upper bounds and does
not handle signal correlations, tpartial input enumeration(PIE) technique was also
proposed to improve th#&lax technique.

Overall, vector-based approaches are not only eqyensive, particularly
during early design phase, but also very consemaiince the maximum voltage drops
generated by a set of input vectors in a local amgaly to all cells [2]. In addition,
vector-based approaches cannot guarantee worstirokiage drops using a small set of
input vectors [25]. Therefore, the vectorless tégphe is expected to be attractive for
future DSM technology.

We propose two novel vectorless approaches torpocating supply voltage
noise analysis into static timing analysis. Thggar@aches use a set of vectors produced
by input pattern generation methods to statisiycafitimate the realistic power supply
noise. We use a supply noise modeling approachajes@ for delay test generation [21].

Due to the correlation of supply voltage noise lestw circuit blocks, we adopt the
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Principal Component Analysis (PCA) technique [2Blot only identifies the PCA

technique a small set of uncorrelated parametesetkplain most of the noise for the
circuit blocks, but it also transforms the set aofrelated parameters into a set of
uncorrelated parameters. Once we obtain all uniedeck supply voltage variation across
the chip, we can determine delay distributions egponding to the supply voltage
distributions for all individual gates on the clp using a linear delay model [4] and the
sensitivity of delay to supply voltage. Then, we geerform the statistical static timing
analysis by propagating the individual gate delayrihutions along the longest paths on
chip. We avoid the abbreviation SSTA, since it sially associated with statistical

process variations, rather than statistical suppliage variations.
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(1. SOLUTION METHODOLOGY

A. Power Region & Circuit Switching Model
Because RLC network analysis is expensive, weausienplified power region
model. The maximum voltage dropv,_ in a region during a clock cycle can be

estimated with several approximations describd@1i

AV, = (Zj |SC_,j/(cd +C,) (3)

where C, and C, are respectively the single lumped decoupling ciégace and the
total parasitic capacitances of devices and intereot connected to the power supply

network in a region. The switching current, denomdzn:jl is the summation of
i=0

sc_i?

currents that flow into alh switching gates in the region during the clockleyc

We also employ the circuit switching model, whigh similar to the
approximated models proposed in [3][4], to estim#te switching current. The
switching current consists of leakage current anarging/discharging current. We do
not discuss leakage current further, since we itest constant, and analyze its voltage
impact with a one-time IR drop analysis. As shownFigure 5, switching current is
approximated by a piecewise linear current wavefaviich is triangular for small load

capacitances and trapezoidal for large load cegamt.
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Figure5. Triangular and trapezoidal current waveforms

B. Satistical Model for Supply Voltage Noise

Given a netlist and circuit initialization, we cgroup adjacent cells into blocks
in the circuit. We run zero-delay logic simulation the circuit with three different types
of input pattern generation methods: MC (Monte €approach), AAC (Analytical
Approach with Care bits), and AAR (Analytical Appich with Random bits). We first
generate the top 200 longest paths in the circoit e corresponding sensitizing
patterns in each benchmark circuit by using the@odATPG tool [29]. In the Monte
Carlo approach, all “don’t care” bits in the sensilg patterns are randomly filled, and

in AAR all care bits as well as “don’t care” bitsedilled with randomly generated bits.
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In AAC, one set of care bits is selected as foltows choose the path, among the 200
longest paths, which had the highest probabilityp@ihg the critical path among 1000
Monte Carlo samples, and use the care bits ofeitsiizing pattern for all the input
patterns. The “don’t care” bits are then randonilgd.

The set of input patterns in AAR and AAC is simatatto obtain statistical
parameters of supply voltage noise distributions dach block. We assume that the
random variables for each block are Gaussian randorables. Because of correlations
in voltage noise distributions between blocks, weey the PCA technique. The PCA
method transforms a set of correlated random Masalx ={x, x,..., x} with a
covariance matriM into a set of uncorrelated random variabes={x, x,..., x} , such
that any random variable, 1 X can be expressed as a linear function of the ipahc

components with 0 mean and 1 variancexn:
X =4 +[Zﬁmj ) sz 4)

wherey and g are the mean and the standard deviatiox, of; is thej™ eigenvalue of

the covariance matrid, v, is thei™ element of th¢" eigenvector oM and x, DX
[16]. The PCA technique is incorporated in bothist@al voltage noise analysis and

statistical timing analysis for quick, efficientroputation.

C. Statistical Static Timing Analysis with Power Supply Noise Variation

With the statistical parameters from the fast posugply noise analysis, we can
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also statistically evaluate the performance ofdineuit. Here, we consider temporal and

spatial supply voltage noise variation.

C.1. Temporal and Spatial Voltage Variation

Because power supply noise and logic gate swigctimes are both uncertain, it
is very difficult to determine the supply voltagethe time the output of a logic gate
switches. We adopt the approximation proposed bggNa1l], using the average of the
initial and worst-case supply voltages during theck cycle, where the worst-case
supply voltages can be computed with input vecabrsach transition on gates. Thus, a

maximum voltage drop at each cycle can be calalilasefollow:

Vayee = Viniial = 1 AV, (5)

In addition to temporal variation, supply voltagastspatial variation. If driver
and receiver gates are far enough apart, they @am different supply voltages on them.
This can significantly affect the gate delay beeatl®e charging/discharging current
heavily depends on the input supply voltage. Haeton{30] proposed PG (power-
ground) level equalization — after equalizing inmupply voltage and gate supply
voltage, the output load capacitance is increagsedédsed by the same ratio. However,
we found that Hashimoto’s method does not work welr the range of output loads

and input slopes. We obtained results that are mocarate by equalizing the input and

gate supply voltage without changing the outpud loapacitance.
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C.2. Individual Gate Delay Model

We employ the gate delay model proposed in [3@aloulate the gate delay and

output transition time:

in+ Cload» V/z) (6)

tout = g( tin' Cload' \//1) (7)

whereti, andty,; are the input and output transition time, respetyj ty is the gate delay,
Cioad IS the output load capacitance avigis the mean of the cycle-to-cycle receiver
supply voltage ¥ cycle Since the supply voltage is a random variable,utze the

sensitivity of supply voltage versus delay to comepwn individual gate delay

distribution.

(f (tin’Cload'Vy)_ f(qn’QOad’\él*”))
(Vu+zf _V/l)

o=

(8)

whereV, andV:», are the mean and (mean + standard deviation)ectsgply, of the

time-varying supply voltag¥, ands is the sensitivity of delay versus supply voltage.

C.3. Computation of Path Delay Distributions
Once individual gate delay random variables are puded, we use th&UM

operation from the PCA properties in order to cllt®i path delay distributions as
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follows: Let di and d, be two delay random variables on gatandj on a path,

respectively.

d =4 +a,x+a,0x+MEa, [k +a,0x (9)
d =g +L0+506+E G D, + B,0x,  (10)

n n . .
where y; and | are mean delay valuesya, and > g are coefficient values of
k=1 k=1

m
principal components, and_x, are principal component variables with zero meah a
k=1

unit variation. Then, the sum of the two delay @ndvariables can be computed as

follows:

k=n,I=m

SUM(d, q)=4 +4 + (a +4)0x (11)

So, the mean delaysum = Wi + 1, and the variationa?,,, = > (a,+8.)" .

k=

i

C.4. Computation of Circuit Delay Distributions
After calculating delay distributions for each @ivthe longest path using the
SUM operation, we can estimate the circuit delay ihstion by theMAX operation; that

is,

Circuit Delay Distribution ?MAX (All path delay distributions). (12)
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Computing the maximum of all path delay distribn8ocan be done in two
different pair-wise structures: unsorted structanel tree-like structure. In the unsorted
structure, first we compute the maximum of the gelistributions of the first two paths.
This process is repeated, using the new distribuéind that of the next path. This

process is illustrated in Figure 6.

Figure 6. Unsorted Structurein MAX operation

The second alternative pair-wise structure we eynEa tree structure. In the
tree structure, we first sort all path delay dizitions based on their nominal delay
values. Then, we calculate maximum delay distrdngifrom the first two paths, the

third and fourth paths, and so on applied. We tiéethese steps until we find one final
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maximum delay distribution. Figure 7 illustrates tirocedure.

Path.1 Path, /\ — |
Path, Path /\ -

Figure7. Tree Sructurein MAX operation

In the unsorted and the tree structures Mi#eX operation is used to compute the
circuit delay distribution. Th&MAX operation is a pair-wise function explained in deta
as follows [31]:

1) Compute the means and standard deviatioasafdd;.

2) If one of standard deviations is zero, stop hewk the distribution with the

larger mean becomes the approximatiod,Qf

3) Compute the correlation betwedrandd; by using
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covarianc
correlation; 3, ovanancy (13)
o .
i
where covariancg = a, [B, (14)
k=1

from the PCA properties.
4) If the correlation is one and; = ¢, stop here and the distribution with a

larger mean value becomes the approximatich,@f

5) Compute 4, and o as follows:

M, = Hy O (B)+uy @(B)+ap(B) (15)
ai, = (i + a2 )@ (p)+ (k3 + 2 )@ (-p) (16)
+(,Uq tHy )WW(,@)—#;M
,Wherea=\/aj +0'; - 2, o, [p;; (17)
ﬂ= ,Ud‘ _,Ud] (18)
a
_ 1 X
¢(X)_E ex% 2} (29)
_1 x y? 20
CD(x)—ELO ex%—;} [aly (20)

6) Compute coefficient valuesa,a,...g_,,3 Of corresponding principal

componentx;, x,,....%._,,% N dmaxby using correlation coefficient equation

=Ud. u)d d_x @D(,B)+0'q qu d_x @D(—,B)

V(G 21
(s %) o (21)
and  y(d,..%)= & 1 from PCA properties.

Thus, a, =0, [, , , ®(B)+0, P, 4 ,®(-5) (22)

7) Normalize coefficient values as follows:
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(23)

where S, = [>" a (24)

1=1

By repeating the abov®AX operation of two random variables, we can

compute an overall circuit delay distribution fralhe multiple random variables.
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V. RESULTS

A. Implementation Details

The experiments use ISCAS89 benchmark circuitsemphted in 1.8V, 180nm
static CMOS technology. We use the CodGen ATPG toalenerate a set of longest
paths and corresponding set of path-dependent paitérns. The input patterns consist

of “don’t care” bits and care-bits, where the chits-sensitize the longest paths.

B. Validation of Power Region and Circuit Switching Models

In our first experiment, we first validate the a@my of the Monte Carlo
approach, denoted as MC, which employs the siregdlifpower grid and gate delay
models, by comparing results with Cader®gectresimulation, denoted as SS. For
validation, we select the path with the highestbpiulity of being the longest from
benchmark s1488. All “don’t care” bits in the séizgng pattern are randomly filled. A
set of these randomly filled patterns is generaaed, simulated, to obtain the simulated
cycle-to-cycle voltage drop distribution.

Figure 8 shows the distributions of supply voltatyfeps across circuit s1488
using the MC and SS methods. Whereas the SS volthgp distribution is
approximately Normal, the MC distribution is not.n® possible reason the MC
distribution is not Normal is the very small numlmdrgates (673) in s1488. Figure 9
shows that the MC distribution of cycle-to-cycldtage drops in s38417, a much larger

circuit, is close to Normal. Although the meanstbé MC and SS voltage drop
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distributions in s1488 are close, there is lardkeidince in their standard deviations. The
simplified power region, approximated circuit switcg models, and the small number

of gates in s1488 are possible explanations ferdiference.

Voltage drop distributions (V)

Figure 8. Voltage drop distributions of MC and SSin s1488
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Voltage drop distribution (V)

Figure9. A voltage drop distribution in s38417

As shown in Figure 10, we compute the realisticstitoase cycle-to-cycle delay
distribution of the longest path in s1488 circuijng the voltage noise computed using
the MC and SS approaches. The differences betweeMC and SS worst-case delay
distributions are much smaller than those betwéden violtage drop distributions in
Figure 8. In other words, the differences in thandard deviations of voltage drop
distributions in Figure 8 have little impact on thelay distributions. This may be

because of the relatively low sensitivity betweetag and supply voltage in the 180 nm
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technology, or due to an averaging effect. We fuitther investigate this in much larger
benchmark circuits in the future. The results igufé 8 and Figure 10 are summarized

in Table 1.

8.98 9 902 904 906 908 9.1 9.12

Delay distribution (e-10)

Figure 10. Path delay distributionsin MC and SS



Table 1. Voltage drops and delaysin s1488

MC SS Error
Circuit Voltage Voltage Dueto | Dueto
s1488 g Delay (ps) g Delay (ps)| Voltage | Delay
drop (V) drop (V)
(%) (%)
H 0.083 904 0.088 904 5.68 0
o 0.010 2.21 0.004 1.82 60 17.6

C. Monte Carlo vs. Two Proposed Approaches

In our second experiment, we apply the MC calcotafor a large number of
input patterns, to compute the circuit delay dmttion. Circuit simulation was too
expensive to generate this large number of samjlesthen compare these results to
two proposed analytical approaches. Unlike the &xperiment, we use the 200 longest
paths in each circuit, and group physically adjaoetis into blocks. Here, we use nine
blocks in a 3x3 pattern for each benchmark circuit.

The MC approach was used to perform a voltage ramaéysis and static timing
analysis with the top 200 longest paths in eaclth@ark circuit. In the voltage analysis,
“don’t care” bits in each input pattern were randipfilled. With 1000 different random
fill patterns for each path, we compute the delayrithutions for each path. After that,
we combine the 200 delay distributions using a-p@e numericaMAX function to
obtain the MC maximum delay distribution for thecait. The numericaMAX function

avoids the error of the analyticMAX function described in Section C.4, but is too
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expensive for normal use. Because the Monte Carfwoach is too expensive for
normal use as a static timing analysis approach,derecloped two types of fast
analytical approaches: with and without consideting care-bits required to sensitize
the longest circuit paths, denoted as AAC and AfeRpectively.

AAC first performs a statistical voltage noise aséd (as described in Section
I), with care bits. We then use PCA to transfoime et of correlated voltage random
variables across regions on the chip into a seincbrrelated voltage random variables.
Given the uncorrelated voltage random variables,.emgloy the gate delay model as
well as the sensitivity model to compute the gakayl distribution. Then, we propagate
all gate delay distributions using tB&M operation along the 200 longest paths. Finally,
we get circuit performance by applying the anabftMAX operation (Section C.4) to all
200 delay distributions. Since we do voltage no#@sw®lysis and timing analysis
statistically, we only need to perform this anadysnce for each benchmark circuit. That
is why this approach is very fast when comparelli@ The AAR approach is identical
to AAC, except that all input bits are random.

Table 2 shows the means and standard deviationsydé-to-cycle delay
distributions calculated by MC, AAC, and AAR. Tipeand o from AAR for circuit
s1488 are farther off than for much larger circei3$932 and s38417. As with the first
experiment, this may be due to the small size 48811t can be seen that using random
inputs rather than longest-path care bit valuesesaan underestimate in mean delay and
overestimate in standard deviation.

We see a similar, but less severe phenomenon i®3235There is little
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difference in mean delay, but AAC reduces the eimar by 36 % compared to AAR.
This is surprising considering that only 0.2% oé ihput bits are care bits. This small
number of bits causes a noticeable change in sumgie, and delay variation.

Unlike in s1488 and s35932, AAR results for the starase delay and o
match that of MC in circuit s38417. Figure 11 ithades the accuracy of the analytical
approaches versus the numerical approach in s3&i&.reason for the accuracy in
s38417 may be that the larger number of gates sahbsenoise to appear more random,
and the longer paths causes more averaging. Tlee mthson may be that the care bits
for the longest paths in this design have less anpa supply noise. Note that even
though the noise-induced delay variation in Figlteis small, this is only due to the

robust power grid design, and does not affect toaracy of the analysis technique.
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Figure 11. Delay distributionsin s38417

In s35932 and s38417, we notice that ¢healues for AAC are still off from the

values for MC. This is because there are multigthg with significant probability of

being the longest path for any one random patfEne. standard deviation errors can be

reduced by intelligently deciding which care bit®sld be used.
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Table 2. Satistical parameters of delay distributionsin MC, AAR, AAC

MC AAR AAC
Benchmarks p o CPU M o CPU M o CPU

(ps) | (ps) | Time (ps) | (ps) | Time (ps) | (ps) | Time

s1488 927 3.20 264s 901 112 11s 27 3.06 11s

)| O

35932 336| 0.36 1.54 ht 335 1.03 107 336 (0.26 s107

U

s38417 1480 1.69| 252 hr | 1480 1.69| 134s 1480 1.66 | 134s

Finally, we observe that both AAR and AAC are mdaster than MC. Statistical
power noise analysis and timing analysis reduce-tima. Thus, the analytical
approaches can be very helpful for quickly estintathe impact of supply noise during

early design phases.
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V. SUMMARY AND CONCLUSION

In DSM technology, power supply noise analysis masstperformed during
timing analysis. Supply noise analysis has oftesdus vector-based approach. However,
this is very expensive, particularly during thelgatesign phase. In this research, we
introduced novel vectorless approaches, with artiout considering care-bits, which
sensitize the longest paths in the circuit. Thesthodologies can be used efficiently and
accurately to estimate the delay increases duewepsupply noise. Our experiments
on ISCASS89 circuits also demonstrate the importasfca small number of care-bits
during the power supply noise analysis.

Future directions for this research are to extéedanalysis to large hierarchical
chips. The spatial and temporal correlation stmectf the supply noise is more complex
in such cases, particularly with clock and powetinga In such situations, the supply

noise between modules will look less random thawéen the gates within a module.
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