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ABSTRACT

Layered Wyner-Ziv Video Coding:

A New Approach to Video Compression and Delivery. (August 2007)

Qian Xu, B.S., University of Science & Technology of China;

M.S., Texas A&M University

Chair of Advisory Committee: Dr. Zixiang Xiong

Following recent theoretical works on successive Wyner-Ziv coding, we propose

a practical layered Wyner-Ziv video coder using the DCT, nested scalar quantiza-

tion, and irregular LDPC code based Slepian-Wolf coding (or lossless source coding

with side information at the decoder). Our main novelty is to use the base layer

of a standard scalable video coder (e.g., MPEG-4/H.26L FGS or H.263+) as the

decoder side information and perform layered Wyner-Ziv coding for quality enhance-

ment. Similar to FGS coding, there is no performance difference between layered and

monolithic Wyner-Ziv coding when the enhancement bitstream is generated in our

proposed coder. Using an H.26L coded version as the base layer, experiments indicate

that Wyner-Ziv coding gives slightly worse performance than FGS coding when the

channel (for both the base and enhancement layers) is noiseless. However, when the

channel is noisy, extensive simulations of video transmission over wireless networks

conforming to the CDMA2000 1X standard show that H.26L base layer coding plus

Wyner-Ziv enhancement layer coding are more robust against channel errors than

H.26L FGS coding. These results demonstrate that layered Wyner-Ziv video coding

is a promising new technique for video streaming over wireless networks.

For scalable video transmission over the Internet and 3G wireless networks, we

propose a system for receiver-driven layered multicast based on layered Wyner-Ziv
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video coding and digital fountain coding. Digital fountain codes are near-capacity

erasure codes that are ideally suited for multicast applications because of their rate-

less property. By combining an error-resilient Wyner-Ziv video coder and rateless

fountain codes, our system allows reliable multicast of high-quality video to an arbi-

trary number of heterogeneous receivers without the requirement of feedback chan-

nels. Extending this work on separate source-channel coding, we consider distributed

joint source-channel coding by using a single channel code for both video compression

(via Slepian-Wolf coding) and packet loss protection. We choose Raptor codes - the

best approximation to a digital fountain - and address in detail both encoder and de-

coder designs. Simulation results show that, compared to one separate design using

Slepian-Wolf compression plus erasure protection and another based on FGS coding

plus erasure protection, the proposed joint design provides better video quality at the

same number of transmitted packets.
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CHAPTER I

INTRODUCTION

Today’s standard techniques for video compression are designed for “downlink” broad-

cast applications with one heavy encoder and multiple light decoders. Video coding

standards like MPEG [1] and H.264 [2] use motion-compensated predictive DCT to

achieve high compression efficiency. The encoder is the computational workhorse of

the video codec while the decoder is a relatively lightweight device operating in a

“slave” mode. Therefore, they are suitable for video communications (e.g. broad-

cast) where encoding is done only once without any power constraint and decoding

performed many times.

The growing popularity of video sensor networks, video cellular phones and web-

cams has generated the need for low-complexity and power-efficient multimedia sys-

tems that can handle multiple video input and output streams. For example, when a

natural scene is captured by spatially separated cameras and transmitted over noisy

channels to a central base station for decoding, a typical new scenario of “uplink”

multimedia applications arises, which has very different requirements from the tradi-

tional “downlink” scenarios. For such applications, we need a video coding system

with multiple low-complexity encoders and one (or more) high-complexity decoders.

In addition, the system must be robust to channel errors so that the decoder at the

base station can recover the scene with high fidelity using all received bitstreams.

While standard video coding techniques (e.g., MPEG [1] and H.264 [2]) provide

high compression efficiency, they fail to satisfy the requirements of the above “uplink”

multimedia application. This is because the heavy computation load of DCT and

The journal model is IEEE Transactions on Automatic Control.
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motion estimation is put at the encoder while the decoder is a relatively lightweight

device. Typically, the complexity of a standard encoder is 5 to 10 times higher than

that of the decoder. Moreover, when there are channel errors or packet losses, a

decoded frame at the decoder will be different from that used at the encoder, causing

the problem of error drifting that will have adverse effect on subsequent frames with

severe visual degradation.

Distributed source coding (DSC) is a promising technique for “uplink” appli-

cations. DSC refers to compression of two or more correlated sources that do not

communicate with each other. The main issue with DSC is to achieve the same cod-

ing efficiency as with joint (e.g., DPCM) encoding. For lossless compression of two

discrete correlated sources, Slepian and Wolf [3] showed the surprising result that

there is no loss of coding efficiency with separate encoding when compared to joint

encoding as long as joint decoding is performed. For the more general case of lossy

coding with side information at the decoder, Wyner and Ziv [4] showed that it gen-

erally suffers rate loss when compared to lossy coding of the source with the side

information available at both the encoder and the decoder. However, one special case

of the Wyner-Ziv problem is when the source X and side information Y are zero-mean

and stationary Gaussian memoryless sources and the distortion metric is MSE. The

minimum bit rate needed to encode X for a given distortion when Y is available only

at the decoder is equal to the rate when Y is known at both sides. In other words,

there is no rate loss for this quadratic Gaussian case in Wyner-Ziv coding (WZC).

To approach the Wyner-Ziv rate-distortion (R-D) function established in [4],

information-theoretic approaches were presented in [5] and several practical coding

schemes for ideal jointly Gaussian sources have been proposed (see the two tutorial

papers [6, 7] and references therein).

Several groups have recently explored video compression based on DSC prin-
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ciples. One approach targets emerging applications (e.g., “uplink” video communi-

cations from handheld devices) that demand low encoding complexity − a scenario

that is the opposite of video broadcast, for which standard coders with heavy en-

coding are designed. Puri and Ramchandran proposed a coder in [8] that attempts

to swap the encoder-decoder complexity of standard coders. Their encoder consists

of the DCT, uniform quantization and trellis coding for Slepian-Wolf compression,

while their decoder performs heavy-duty motion estimation. Girod et al. [9] also

investigated distributed video coding using a relatively low-complexity turbo code

based Slepian-Wolf encoder. Whereas both coders perform better than independent

intraframe (e.g., motion JPEG) coding (with the lowest encoding complexity), they

suffer substantial R-D penalty when compared to standard MPEG-4 and H.264 cod-

ing (with high encoding complexity, mainly due to motion estimation). Thus there

is still a large gap between what WZC or DSC theory promises (to the extent of no

performance loss in certain special cases when compared to joint encoding) and what

practical low-complexity distributed video coders can achieve.

Another approach is to de-emphasize low-complexity encoding while focusing

on error robust Wyner-Ziv video coding. For example, Sehgal et al. [10] discussed

how coset-based Wyner-Ziv video coding can be used to alleviate the problem of

prediction mismatch in DPCM-based standard video coders. Their coder is “state-

free” in the sense that the decoder does not have to maintain the same states as the

encoder. Girod et al. [9] presented a robust video transmission system by using WZC

to generate parity bits for protecting an MPEG encoded bitstream of the same video;

however, since their Wyner-Ziv coder outputs parity bits (as in systematic channel

coding), this scheme is better categorized as systematic source/channel coding [11] −
with an MPEG systematic part plus a Wyner-Ziv parity part.

In this dissertation, we present a novel layered video coder based on standard
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video coding and successive WZC [12, 13]. Treating a standard coded video as the

base layer (or side information), a layered Wyner-Ziv bitstream of the original video

sequence is generated to enhance the base layer such that it is still decodable with

commensurate qualities at rates corresponding to layer boundaries. Thus our pro-

posed layered WZC scheme is very much like MPEG-4/H.26L FGS (Fine Granularity

Scalable) coding [14, 15] in “spirit” in terms of having an embedded enhancement

layer with good R-D performance. However, the key difference is that the enhance-

ment layer is generated “blindly” without knowing the base layer in WZC. This avoids

the problems (e.g., error drifting/propagation) associated with encoder-decoder mis-

match in standard DPCM-based coders.

Using the H.26L coded version as the base layer, the proposed layered Wyner-Ziv

video coding system over noiseless channel has roughly the same R-D performance

as that of H.26L FGS [15] coding, with about 0.3 dB Peak Signal-to-Noise Ratio

(PSNR) loss at high rate. In addition, we use a wireless channel simulator [16]

from Qualcomm Inc. that conforms to the CDMA2000 1X standard to test the

robustness of our layered Wyner-Ziv coder under wireless environments for both the

base and enhancement layers. Extensive simulations show that layered WZC is more

robust against channel errors than H.26L FGS coding, offering 0.3-1.5 dB gain in

average PSNR. The advantage of layered WZC is more pronounced for high motion

sequences, when error drifting with H.26L FGS becomes more severe. Our results

clearly demonstrate that layered Wyner-Ziv video coding is a promising new technique

for video streaming over wireless networks.

For video streaming applications that distribute data to a large number of clients,

we propose a video multicast system based on layered Wyner-Ziv video coding and

digital fountain coding. Layered Wyner-Ziv video coding improves robustness to

packet loss compared to current scalable video coders, such as MPEG-4 FGS coder,
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while generating a scalable output bitstream. To reduce the decoding time and the

computational complexity (the latter being crucial for power limited wireless devices),

we choose digital fountain codes [17] over RS codes for error control [18]; the latter are

maximum distance separable codes with order n log n encoding time and quadratic

decoding time [19]. Fountain codes are sparse-graph codes that are ideally suited

for multicast applications, because they are rateless in the sense of allowing a poten-

tially limitless stream of output symbols to be generated for a given input vector. By

combining an error-resilient Wyner-Ziv video coder and rateless fountain codes, our

system allows reliable multicast of high-quality video to an arbitrary number of het-

erogeneous receivers without the requirement of feedback channels. Our simulation

results show significant performance improvements over a previously reported scheme

that exploits multiple description and layered coding.

Extending the separate source-channel coding scheme proposed above, we further

consider distributed source-channel coding and targets at the important application

of scalable video transmission over wireless networks. The idea is to use a single

channel code for both video compression (via Slepian-Wolf coding) and packet loss

protection. First, we provide a theoretical code design framework for distributed joint

source-channel coding over erasure channels and then apply it to the targeted video

application. The resulting video coder is based on a cross-layer design where video

compression and protection are performed jointly. We choose Raptor codes – the

best approximation to a digital fountain – and address in detail both encoder and

decoder designs. Using the received packets together with a correlated video available

at the decoder as side information, we devise a new iterative soft-decision decoder

for joint Raptor decoding. Simulation results show that, compared to one separate

design using Slepian-Wolf compression plus erasure protection and another based on

FGS coding plus erasure protection, the proposed joint design provides better video
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quality at the same number of transmitted packets. Our work represents the first

in capitalizing the latest in DSC and near-capacity channel coding for robust video

transmission over erasure channels.

The rest of the dissertation is organized as follows: In Chapter II, we present

our practical layered Wyner-Ziv video coding scheme with low-density parity-check

(LDPC) code based bit plane coding for Slepian-Wolf coding (SWC). The theoretical

background on WZC and Wyner-Ziv code design for jointly Gaussian sources will be

provided before we put forth the layered Wyner-Ziv video coding framework. The R-D

performance of our system is compared both to monolithic H.26L coding and H.26L

FGS coding. After that, the simulation results of video transmission over wireless

networks conforming to the CDMA2000 1X standard will be presented to show its

superior error robustness over H.26L FGS coding. In Chapter III, we consider the

problem of reliable multimedia delivery over the Internet and 3G wireless networks.

We first give a brief overview of the digital fountain codes, followed by a step-by-step

description of our proposed video multicast system by combining layered Wyner-

Ziv video coding and digital fountain coding. In the end, the simulation results are

presented to show significant performance improvements by our proposed system over

a previously reported scheme that exploits multiple description and layered coding. A

distributed source-channel coding scheme that used a single channel coding for both

video compression and packet loss protection is discussed in Chapter IV. We first give

theoretical background on source-channel coding with decoder side information and

erasure protection coding techniques and then point out advantages of a joint source-

channel code design over a separate one. The details of our proposed video coder

based on Raptor codes are explained and the experimental comparisons between the

proposed joint design and other separate designs are also presented. Final conclusions

are drawn in Chapter V. We summarize the dissertation on the accomplished works
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and provide a perspective for the future research in distributed video coding.
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CHAPTER II

LAYERED WYNER-ZIV VIDEO CODING ∗

In this chapter, we present a novel layered video coder [20] based on standard video

coding and successive WZC [12, 13]. Treating a standard coded video as the base layer

and decoder side information, our layered Wyner-Ziv encoder consists of DCT, nested

scalar quantization (NSQ), and irregular LDPC code based SWC [21]. The DCT is

applied as an approximation to the conditional Karhunen-Loeve transform (cKLT)

[22], which makes the components of the transformed block conditionally independent

given the decoder side information. NSQ is a binning scheme that facilitates layered

bit plane coding of the bin indices while reducing the bit rate. SWC plays the

role of conditional entropy coding (with side information at the decoder) for further

compression. Our Wyner-Ziv decoder performs joint decoding by combining the base

layer and the Wyner-Ziv bitstream for enhanced video quality

We aim to generate a layered Wyner-Ziv bitstream from the original video se-

quence such that it is still decodable with commensurate qualities at rates correspond-

ing to layer boundaries. Thus our proposed layered WZC scheme is very much like

MPEG-4/H.26L FGS [14, 15] and H.263+ coding [23] in “spirit” in terms of having

an embedded enhancement layer with good R-D performance. However, the key dif-

ference is that the enhancement layer is generated “blindly” without using the base

layer in WZC. This alleviates the problem of error drifting/propagation associated

with encoder-decoder mismatch in standard DPCM-based coders because, as we shall

see later in Section E, a corrupted base layer (with errors within a certain range) can

∗ c©[2006] IEEE. Reprinted, with permission, from “Layered Wyner-Ziv video cod-
ing” by Q. Xu and Z. Xiong, 2006. IEEE Transactions on Image Processing, vol. 15,
pp. 3791-3803.
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still be combined with the enhancement layer for Wyner-Ziv decoding. This inherent

error-resilience in the base layer is the main advantage of our proposed Wyner-Ziv

coder over standard FGS coding.

Our layered WZC scheme has the attractive feature that encoding is done only

once but decoding allowed at many lower bit rates with commensurate qualities,

i.e., there is no performance difference between layered and monolithic WZC for the

enhancement layer. This is because our work is underpinned by recent theoretical

results [12, 13] that extend the successive refinability of Gaussian sources from classic

source coding to WZC and because our design is based on scalar quantization and

bit plane coding. While the code design in [13] assumes ideal Gaussian sources with

MSE distortion, results here are the first reported on practical layered WZC of video

that do not suffer performance loss due to layering in WZC. The conference version

of this chapter appeared in [24]. Other groups’ works on scalable Wyner-Ziv video

coding are [25, 26, 27].

Relying on the H.26L coded version as the base layer1, our Wyner-Ziv video coder

is capable of achieving roughly the same R-D performance as the H.26L FGS coder

in [15]. For example, using irregular LDPC codes of lengths in the order of 8 × 104

bits for SWC, the former performs 0.3 dB worse in average PSNR than the latter at

high rate. The performance of our layered Wyner-Ziv coder only degrades slightly

when the LDPC code lengths are decreased by a factor of four to reduce latency.

Besides the thrust of applying the theory of successive WZC to practical video

compression and showing the competitiveness of layered Wyner-Ziv video coding with

standard FGS coding, this chapter also aims to highlight error robustness of the base

layer due to Wyner-Ziv enhancement layer coding via simulations, where a fixed

1H.26L refers to the video codec of the now well-known H.264 standard [2], which
is the result of the combined efforts of ITU and ISO MPEG.
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amount of macroblock loss is introduced to the H.26L coded base layer. After com-

bining the corrupted base layer with enhancement layers generated from WZC instead

of FGS coding, we observe an improvement of 0.6-2.71 dB in video quality measured

in average PSNR. This means that in video streaming applications, error-free delivery

of the base layer is less critical with our layered Wyner-Ziv video coder than with

standard scalable coders (e.g., MPEG-4/H.26L FGS).

Finally, we use a wireless channel simulator [16] from Qualcomm Inc. that con-

forms to the CDMA2000 1X standard to test the robustness of our layered Wyner-Ziv

coder under wireless environments for both the base and enhancement layers. Exten-

sive simulations show that layered WZC is more robust against channel errors than

H.26L FGS coding, offering 0.3-1.5 dB gain in average PSNR. In addition, the ad-

vantage of layered WZC is more pronounced for high motion sequences, when error

drifting with H.26L FGS becomes more severe. Our results clearly demonstrate that

layered Wyner-Ziv video coding is a promising new technique for video streaming

over wireless networks.

The rest of the chapter is organized as follows. Section A gives the theoretical

background on WZC. Section B covers Wyner-Ziv code design for jointly Gaussian

sources. Section C puts forth our layered Wyner-Ziv video coding framework. Section

D presents our video compression results, while Section E focuses on error robustness

of our layered Wyner-Ziv video coder.

A. Theoretical Background

1. WZC

Consider {(Xi, Yi)}∞i=1 as a sequence of independent drawings of a pair of correlated

discrete random variables X and Y . The problem of separate lossless encoding and
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joint decoding of X and Y was first considered by Slepian and Wolf [3], who gave the

achievable rate region as

RX ≥ H(X|Y ), RY ≥ H(Y |X), RX + RY ≥ H(X, Y ).

This surprising result indicates that the joint entropy H(X,Y ) is still achievable.

Hence there is no performance loss with SWC when compared to joint encoding. But

the caveat is that SWC is only lossless asymptotically with respect to the code length.

Lossless source coding with side information at the decoder is a special case of

the SWC problem. Assume Y is encoded with H(Y ) bits so that it can be perfectly

decoded at the decoder, then according to (1), SWC of X boils down to compressing

it to the rate limit H(X|Y ). We henceforth limit ourselves to equating SWC with

lossless source coding with side information in this chapter.

Encoder
Lossy source Joint decoder

R ≥ R∗
WZ(D)X

Y

X̂

Fig. 1. Lossy source coding with side information at the decoder, i.e., WZC.

WZC [4] generalizes the setup of SWC in that coding of X is with respect to a

fidelity criterion rather than lossless (as depicted in Fig. 1). In addition, the source

X could be either discrete or continuous. The work of [4] examines the question

of how many bits are needed to encode the source X under the constraint that the

average distortion between X and decoded version X̂ satisfies E{d(X, X̂)} ≤ D,

assuming that the side information Y (discrete or continuous) is available only at

the decoder. Denote R∗
WZ(D) as the achievable lower bound of the bit rate for an

expected distortion D for WZC, and R∗
X|Y (D) as the R-D function of coding X with
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side information Y available also at the encoder.

In general there is a rate loss associated with WZC, that is: R∗
WZ(D) ≥ R∗

X|Y (D).

However, R∗
WZ(D) = R∗

X|Y (D) when X and Y are zero-mean and jointly Gaussian and

the distortion measure is MSE [4] 2. We restrict ourselves to this jointly Gaussian

case in WZC because there is no rate loss and it is of special interest in practice,

where many image and video sources can be modeled as jointly Gaussian after mean

subtraction.

2. Successive WZC

A successive refinement code for the Wyner-Ziv problem consists of multi-stage en-

coders and decoders where each decoder uses all the information generated from

decoders of its earlier stages [12]. Fig. 2 depicts a special case of two-stage successive

coding for the Wyner-Ziv problem with the side information at each stage being the

same.

Encoder 2

Decoder 1

Decoder 2

Encoder 1

E{d(X, X̂2)} ≤ D2

R1

∆R2

E{d(X, X̂1)} ≤ D1

Y

X̂1

X̂2

X

Fig. 2. Two-stage successive refinement with identical side information at the de-

coders.

Let Y be the side information available to the decoder at both the coarse stage

and the refinement stage, and the corresponding coding rates (distortions) are R1(D1)

2Recently Pradhan et al. [28] extended this no rate loss result to the more general
case with X = Y + Z, where Y and Z are independent and only Z is i.i.d. Gaussian
(Y can follow arbitrary distribution).
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and R2(D2), respectively. A source X is said to be successively refinable from D1 to

D2 (D1 > D2) with side information Y if

R1 = R∗
WZ(D1) and R1 + ∆R1 = R∗

WZ(D2). (2.1)

The notion of successive coding can be naturally extended to any finite number

of stages [12]. Consider the case when the side information fed into the K decoders

at each level is the same, the source X is multi-stage successively refinable with side

information Y if

R1 = R∗
X|Y (D1) and Ri + ∆Ri = R∗

X|Y (Di+1), (2.2)

for i = 1, 2, . . . k − 1.

Necessary and sufficient conditions for successive refinability are given in [12] and

the jointly Gaussian source (with MSE measure) shown to be multi-stage successively

refinable in the Wyner-Ziv setting. Extending the successive refinement result of [12]

on jointly Gaussian sources, Cheng and Xiong [13] proved that the jointly Gaussian

condition can be relaxed to the case that only the difference X−Y between the source

X and the side information Y is Gaussian and independent of the side information

Y , i.e., the more general class of sources without rate loss in WZC defined in [28] is

also successively refinable.

B. Wyner-Ziv Code Design for Jointly Gaussian Sources

Wyner-Ziv code design involves both source coding (quantization) and channel coding

[7]. The simplest Wyner-Ziv coder involves a 1-D nested lattice/uniform quantizer

[5] with a coarse coset code nested in a fine coset code, i.e., the coarse code is a

subcode of the fine code. The fine code does source coding while each coarse coset
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code performs channel coding. This coset coding scheme amounts to binning, which

refers to dividing the space of all possible outcomes of a source into disjoint subsets (or

bins). To encode, X is first quantized by the fine source code, resulting in quantization

errors, then only the index of the bin that the quantized X belongs to is coded to

save the rate. Using this coded index, the decoder finds in the bin (or coset code)

the codeword closest to the side information Y as the best estimate of X. There is

quantization error due to source coding and binning loss due to channel coding.

Usually, there is still correlation remaining in the quantized version of X and the

side information Y , and SWC can be employed to exploit this correlation to reduce

rate. Thus SWC is an integral part of WZC, much like the way entropy coding is

used in classic lossy source coding to achieve further compression after quantization.

The connection between SWC and channel coding was first made in [29] and

an explicit syndrome-based binning scheme was outlined there based on parity-check

codes. The idea is to partition the 2n possible source inputs (assuming binary source

X with block coding of length n) into 2n−k bins, each with 2k elements, and index them

with syndromes of a binary (n, k) parity-check code. The bin with zero syndrome

corresponds to all valid codewords of the channel code, and the rest are different

shifted versions of it. This way the distance property of the channel code is preserved

among elements in each bin. Encoding only involves multiplying the (n−k)×n parity

check matrix of the channel code with the n-bit input sequence and outputting the

n − k syndrome bits that index the bin to which the input sequence belongs. The

resulting compression ratio is n : n − k. The decoder takes the bin index and finds

the element closest to the side information in the bin as the best estimate of the

input sequence. This syndrome-based binning scheme can approach the rate limit

H(X|Y ) = 1 − r of SWC if a near-capacity parity-check code with rate r = k
n

is

designed for the channel that characterizes the correlation between X and Y . The
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first practical design that follows this scheme using LDPC codes [30] was reported in

[21], showing performance very close to the Slepian-Wolf limit H(X|Y ).

For WZC of jointly Gaussian sources, the limit-approaching Slepian-Wolf code

design in [21] can be combined with strong source codes (e.g., TCQ [31]) to approach

the theoretical limit. This forms the base of the Slepian-Wolf coded quantization

paradigm [7] for WZC that generalizes entropy-coded quantization for classic source

coding. The role of SWC is to approach the rate limit H(Q(X)|Y ), where Q(X) is the

quantized version of the input Gaussian source X. This requires a simple extension

of the syndrome-based binning scheme [29] from SWC of binary sources to M -ary

sources with multi-level LDPC codes.

According to [7], the performance gap of high-rate Slepian-Wolf coded quantiza-

tion to the Wyner-Ziv distortion-rate (D-R) function is exactly the same as that of

high-rate classic source coding to the D-R function. A practical layered Wyner-Ziv

code design based on NSQ and multi-level LDPC codes for SWC was presented in

[13], yielding results that are 2.9 to 1.65 dB away from the Wyner-Ziv D-R function

for rates ranging from 0.48 to 6.0 b/s.

C. Layered Wyner-Ziv Video Coding

Successive or scalable image/video coding made popular by EZW [32] and 3-D SPIHT

[33] is attractive in practical applications such as networked multimedia. By produc-

ing a video stream that can be decoded at more than one quality levels, scalable

video coding achieves graceful quality degradation as the available bandwidth for

data transmission decreases. This is very desirable in video streaming applications.

When decoder side information is available, it is also important and rewarding

to explore successive Wyner-Ziv video coding in practice. Although practical code
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designs in [7, 13] for WZC of jointly Gaussian sources perform close to the theoret-

ical limit, it is not straightforward to apply these designs directly to video sources.

The first issue in Wyner-Ziv video coding is the identification of the decoder side

information. Our novelty is to use a standard decoded low-quality video as the side

information, which is highly correlated with the original video source. In addition,

there are several other issues involved in Wyner-Ziv video coding.

Transform design: Unlike i.i.d. Gaussian sources, the neighboring pixels in a video

frame are highly correlated with each other. In standard video coding, the DCT

has been widely used to decorrelate the image pixels to facilitate compression. For

Wyner-Ziv video coding, ideally the cKLT [22] should be applied to both the video

source and the side information to make the former conditionally independent given

the latter before performing WZC. But the cKLT is signal-dependent, in practice a

signal-independent approximation has to be used.

Correlation modeling: In WZC of jointly Gaussian sources, the joint statistics of

the sources is assumed to be known a priori. In Wyner-Ziv video coding, the source

correlation depends on the video quality of the side information. In practice it has to

be estimated via correlation modeling, which is a critical step as it directly determines

the performance limit of WZC.

Quantization: To approach the Wyner-Ziv limit, strong quantizers such as TCQ

have to be employed in conjunction with limit-approaching Slepian-Wolf codes. How-

ever, TCQ does not facilitate successive refinement (although it can lead to progres-

sive coding). Thus we are confined to NSQ that allows bit plane coding for successive

refinement. Fortunately, the performance loss of using NSQ for WZC of jointly Gaus-

sian sources is only 1.53 dB at high rate (assuming ideal SWC) [7].

Slepian-Wolf code design and rate control: Capacity-achieving channel codes

such as LDPC codes [30] have to be used to approach the Slepian-Wolf limit. However,
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to achieve high performance with these advanced channel codes requires long block

length, which is not a problem with jointly Gaussian sources but introduces long

delay in video coding. In addition, the code rate for SWC and convergence at the

Slepian-Wolf decoder heavily rely on the correlation between the source and the side

information. Our main contribution here lies in the design of efficient multi-level

LDPC codes to realize layered Wyner-Ziv video coding via SWC of successive bit

planes after NSQ, starting from the most significant bit plane.

1. Proposed Code Design

We now present our layered Wyner-Ziv video coder using LDPC code based SWC.

Treating a standard H.26L decoded video as the base layer (and side information), a

layered Wyner-Ziv bitstream of the original video sequence is generated to enhance

the base layer such that it is still decodable with commensurate qualities at rates

corresponding to layer boundaries. Denote the current frame of the original video as

x, which is encoded with H.26L to obtain the base layer (or side information) y. Fig.

3 depicts the block diagram of our layered Wyner-Ziv coder, whose encoder consists

of three components: the DCT, NSQ, and SWC based on irregular LDPC codes.

SWCcKLT

DCT
NSQ Estimation

H.26L

Video Encoder Video Decoder

  
  

  
  

C
h

an
n

el

      Decoder

Wyner−Ziv Decoder

   Joint

Wyner−Ziv Encoder

H.26Lx y

Fig. 3. Block diagram of the proposed layered Wyner-Ziv video coder.

We use the DCT as an approximation to the cKLT [22], which makes the coeffi-
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cients of the transformed block of the original video x conditionally independent given

the same transformed block of the side information y. NSQ is a binning scheme that

assigns the input DCT coefficients X to cosets and outputs only the coset indices.

The DCT coefficients are split into several bit planes with their binary representa-

tions. The upper significant bit planes of the DCT coefficients are skipped in NSQ

since they are highly correlated to those in the side information. There will be a

significant loss in quality if the side information cannot be used to correctly recover

these bit planes at the joint Wyner-Ziv decoder. The lower significant bit planes are

less important and hence quantized to zero by NSQ to save rate. Therefore, both

the upper and lower significant bit planes are thrown away in NSQ depending on the

nesting ratio N and quantization stepsize q, respectively, and only those in between

are coded (see Fig. 4).

Skipped

Due to NSQ

With SWC

Thrown away

by NSQ

MSB

LSB

D
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e 
C
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Coded 

XY

Fig. 4. NSQ throws away both the upper significant bit planes (with nesting) and the

lower significant bit planes (with quantization). The number of thrown away

bit planes depends on the nesting ratio N (quantization stepsize q).

NSQ introduces both a binning loss, which should be kept small with strong

channel coding, and a quantization loss that should be optimally traded off with rate

in source coding. In addition, there is still correlation between the quantized version

(bit planes in the middle) of the source X and the side information Y, and SWC can
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be employed to exploit this correlation and achieve further compression. We employ

multi-level LDPC codes for SWC in the third component of the encoder and output

one layer of compressed bitstream for each bit plane after NSQ. In doing so, we note

that the correlation decreases as we move from the most significant bit (MSB) to the

least significant bit (LSB). Thus higher rate LDPC codes are designed for higher bit

planes to achieve more compression; while lower rate LDPC codes are given to lower

bit planes for less compression. Furthermore, although theoretically the overall rate

required is the same with different orders of bit plane coding, to facilitate layered

coding, the order of encoding proceeds from the MSB to the LSB after NSQ. In the

following, we will explain each component in details.

Transform: For WZC of x, we first apply the cKLT (approximated by the DCT)

to every 4 × 4 block of x so that the components of the transformed block X = Tx

are conditionally independent given the side information y, which is also transformed

into Y = Ty. Each frequency component of Y (denoted by Y ) acts as the side

information for the corresponding component of X (denoted by X). We assume that

X and Y are jointly Gaussian with X = Y + Z, where Z is zero-mean Gaussian and

independent of Y (although DCT coefficients of images/video are better modeled as

Laplacian distributed [34]).

Quantization: The next step is NSQ (see Fig. 5), which consists of a coarse coset

channel code with minimum distance dmin = Nq nested in a fine uniform scalar

quantizer with stepsize q. To encode, X is first quantized by the fine source code

(uniform quantizer), resulting the “good” distortion, which is the average quantization

error of q2/12 at high rate. However, only the index B (0 ≤ B ≤ N − 1) of the coset

in the coarse channel code that the quantized X belongs to is coded to save rate.

Using the decoded coset index B, the decoder finds in the coset the codeword closest

to the side information Y as the best estimate of X. Due to the coset channel code
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employed in nesting process, the Wyner-Ziv decoder suffers a small probability of

“bad” distortion that is inversely proportional to dmin = Nq. It is desirable to choose

a small quantization stepsize q to minimize the “good” distortion due to source coding.

On the other hand, dmin should be maximized to minimize the “bad” distortion due

to channel coding. Thus for a fixed N , there exists an optimal q that minimizes the

total distortion, which is the sum of the “good” distortion and the “bad” distortion.

pdf of X

q x̂

mind     =4q
0 021 3 0 1 2 3 0 1 2 3

x y
D

Fig. 5. NSQ with nesting ratio N = 4.

SWC: Due to the correlation between X and Y , there still remains correlation be-

tween the coset index B and the side information Y . SWC can be used to com-

press B to the rate of R = H(B|Y ). Express B in its binary representation as

B = B0B1 . . . Bm−1, where B0 is the MSB, Bm−1 is the LSB, and m = dlog2 Ne. We

employ multi-level LDPC codes to compress B0B1 . . . Bm−1 based on the syndrome-

based approach [21, 29]. The rate of the LDPC code for Bi (0 ≤ i ≤ m− 1) depends

on the conditional entropy H(Bi|B0, . . . , Bi−1, Y ) [13], which denotes the minimum

rate needed for lossless recovery of Bi given B0 . . . Bi−1 and Y at the decoder.

We initially assume ideal SWC in the sense that the rate R = H(B|Y ) can be

achieved. Then for each fixed N (number of cosets in the channel code), we vary

the uniform quantization step size q to generate a set of R-D points (R, D) and

pick the optimal q∗ corresponding to the point with the steepest R-D slope from

the zero-rate point in WZC. Note that the distortion for the zero-rate point is just

||X − Y ||2, which is the average distortion of base layer coding due to H.26L. After
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identifying the optimal R-D points for different N , the lower convex hull of these

points forms the operational R-D curve of WZC. Due to the fact that quadratic

Gaussian sources are successively refinable [12, 13], the same operational R-D curve

should be traversed3 by starting with a large N (with its corresponding q∗) first and

then sequentially dropping bit planes of B. In other words, by setting different low

bit plane levels of B to zero, the resulting R-D points after Wyner-Ziv decoding

should all lie on the operational R-D curve. Our simulations verify this property of

successive refinement and justify our approach of coding Bi into the i-th layer with

rate H(Bi|B0, . . . , Bi−1, Y ) (see Fig. 6). By the chain rule H(B|Y ) = H(B0|Y ) +

H(B1|B0, Y ) + . . . + H(Bm−1|B0, . . . Bm−2, Y ). So layered coding suffers no rate loss

when compared with monolithic coding.
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Fig. 6. Bit plane based multi-stage SWC using multi-level LDPC codes for layered

WZC after the DCT and NSQ.

In our irregular LDPC code designs, the code degree distribution polynomials

λ(x) and ρ(x) of the LDPC codes are optimized using density evolution based on the

Gaussian approximation [35]. The bipartite graph for the irregular LDPC code is then

randomly constructed based on the optimized code degree distribution polynomials

3Here we assume that X and Y are jointly Gaussian, even though this is only
approximately true.
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λ(x) and ρ(x). To compress bit plane Bi, only the corresponding syndrome deter-

mined by the sparse parity check matrix of the irregular LDPC code is transmitted to

the decoder. At the decoder, each additional bitstream/syndrome layer is combined

with previously decoded bit planes to decode a new bit plane before joint estimation

of the output video. Let B̂i represent the reconstruction of Bi. The message-passing

algorithm [36] is used for iterative LDPC decoding, in which the received syndrome

bits correspond to the check nodes on the bipartite graph, the side information and

the previously decoded bit planes provide the a priori information as to how much is

the probability that the current bit is “1” or “0”, i.e., LLR = log p(Bi=0|B̂0,...,B̂i−1,Y )

p(Bi=1|B̂0,...,B̂i−1,Y )
.

After decoding B0 as B̂0, both B̂0 and Y will be fed into the decoder for decoding

of B1. Since the allocated bit rate for coding B1 is H(B1|B0, Y ), B1 can be correctly

decoded as long as B̂0 = B0. By multi-stage decoding, Bi can be correctly recovered

with the help of Y and the previously decoded bit planes B0, B1, · · · , Bi−1, which

are already available at the decoder. The more syndrome layers the decoder receives

(or the higher the bit rate), the more bit planes of B will be recovered to better

reconstruct X. Therefore, successive WZC provides the flexibility to accommodate a

wide range of bit rates. Progressive decoding is desirable for applications where only

a coarse description of the source suffices at the first stage with low bit rate, and fine

details are needed at some later stage with higher bit rate.

We perform optimal estimation at the joint decoder. The decoded coset index

B̂0B̂1 . . . B̂i specifies the uncertainty region of X. The side information essentially

supplies the conditional pdf of X given Y , which is a Gaussian with mean Y and

variance proportional to the correlation between Y and X. The optimal estimate of

X is computed as the conditional centroid X̂ = E(X|B̂0B̂1 . . . B̂i, Y ). Finally, the

inverse DCT is applied to X̂ to obtain x̂ in the pixel domain.
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D. Compression Results

1. Successive Refinement

Due to the approximation of the cKLT by the DCT and the Gaussian assumption of

X and Y in our practical Wyner-Ziv video coder, experiments are carried out on the

CIF Foreman sequence to verify the validity of our practice and illustrate successive

refinement by assuming ideal SWC, that is the rate R = H(B|Y ).

The input video is first encoded with H.26L to obtain base layer (and the side

information). Then the proposed Wyner-Ziv video coding scheme which consists of

the DCT, NSQ and ideal bit plane based SWC (with rate R = H(B|Y )) is used

to generate a Wyner-Ziv bitstream to enhance the base layer. The rate-PSNR per-

formance for four different values of N ∈ {2, 4, 8, 16} with different q’s for each N ,

starting from two different zero-rate points on the base layer rate-PSNR performance,

is plotted in Fig. 7 (a). After that, the operational rate-PSNR function of WZC is

formed as the upper concave hull of different rate-PSNR points. Then starting at

a high rate point on the operational rate-PSNR function in Fig. 7 (a) (e.g. with

N = 16 and its corresponding q∗), we perform layered coding by dropping more and

more lower bit planes of the coset index B to achieve lower rates. Fig. 7 (b) shows

good match between the performance of monolithic WZC and that of layered WZC.

2. Layered Coding

We implement SWC based on irregular LDPC codes and investigate the layered WZC

performance for Football (352× 240) and CIF Foreman and Mother daughter, since

these sequences represent different amount of motion. Standard H.26L encoded video

is treated as side information at the decoder. One hundred frames are compressed

with a frame rate of 30 Hz. For each of these sequences, the first frame is coded as
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I frame, and all the subsequent frames as P frames by H.26L. Different quantization

stepsizes are used in the H.26L coder to generate different “zero-rate” points for

WZC. After DCT of the original video, different transform coefficients are encoded

independently, and we only code the first three DCT coefficients.

a. Correlation Modeling

We assume that X = Y + Z in the DCT domain, where the side information

Y ∼ N(0, σ2
Y ) and the quantization noise Z ∼ N(0, σ2

Z) due to H.26L coding are

independent. We estimate σ2
Z separately for different DCT coefficients by computing

the MSE between X and Y . Fig. 8 shows our empirically estimated correlation coef-

ficient
√

1− σ2
Z/σ2

X between the DC component of the original video X and that of

the side information Y for Foreman.

b. LDPC Code Design for SWC

Recall that we only apply NSQ to the first three DCT coefficients and compress them

with SWC. For each transform coefficient, we use a four-bit nested scalar quantizer

to generate four bit planes. The 12 bit planes are then encoded by 12 different

LDPC codes (of different rates). The LDPC code rate for the i-th bit plane Bi

is maximized to approach the conditional entropy H(Bi|B0, . . . , Bi−1, Y ), meaning

LDPC code design has to be tailored to the specific sequence or group of frames

(GOF). We note that this code rate only depends on the joint statistics between B

and Y (or more specifically between Bi and {B0, . . . , Bi−1, Y }) − the reason why we

can encode X without using the actual value of Y .

The degree distribution polynomials of the LDPC codes are optimized using

the Gaussian approximation [35] and the bipartite graphs of them are generated

randomly. As an example, for CIF Foreman with 530 Kbps for the base layer, the



25

optimal quantization stepsize for the NSQ is q = 32.0 with nesting ratio N = 16. For

the first GOF, the conditional entropy (or rate limit of SWC), LDPC code rate4 and

the corresponding degree distribution polynomials λ(x) and ρ(x) for each bit plane

after the NSQ of the DC component and the first two AC components of the DCT

coefficients are listed in Table I, which indicates more loss at lower bit planes due to

practical LDPC coding when the conditional entropy is higher.

c. Coding Performance

Starting with the largest N = 16 and its corresponding optimal q∗, we quantize X

into B and sequentially decode B0, B1, B2 and B3. When the LDPC code lengths

are in the order of 8 × 104 bits, we group 20 frames together in WZC. One hundred

iterations are used for LDPC iterative decoding to achieve the bit error probability

of 5 × 10−5. The same pseudo-random seed is used at both the encoder and the

decoder such that the same codebooks are used. The joint decoder performs optimal

estimation based on the side information Y and the decoded coset index. Compared

to ideal SWC with R = H(B|Y ), the loss due to practical LDPC coding is 0.05 b/s.

Layered WZC results in terms of rate-PSNR performance is shown in Fig. 9. We

see that as more bit planes are decoded, the video quality improves. We also observe

that the performance loss due to WZC rather than FGS coding decreases as the bit

rate for H.26L base layer (or “zero-rate” for WZC) increases, with a maximum PSNR

loss of 0.3 dB at the same rate. This is partially because the correlation between X

and Y is higher when the base layer is coded at higher rate with better quality (see

also Table I).

To cut the latency introduced by SWC, we reduce the LDPC code lengths to the

4The actual compression rate is one minus the LDPC code rate.
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order of 2× 104 bits (while using the same degree profiles as before). This way only

five frames are grouped together in WZC. The rate loss in SWC is increased slightly

from 0.05 to 0.09 b/s, which is translated into a maximum PSNR loss of 0.5 dB. As

seen from Fig. 9, the PSNR performance loss for Foreman is small when the code

length for SWC is scaled down from 8× 104 to 2× 104 bits.

E. Error Robustness

1. Against Simulated Errors in the Base Layer

Our layered Wyner-Ziv video coding framework is very similar to FGS coding [14, 15]

in the sense that both schemes treat the standard coded video as the base layer

and generate an embedded bitstream as the enhancement layer. However, the key

difference is that instead of coding the difference between the original video and the

base layer reconstruction as with FGS, the enhancement layer is generated “blindly”

without knowing the base layer in Wyner-Ziv video coding. Therefore, the stringent

requirement of FGS coding that the base layer is always available losslessly at the

decoder/receiver can be loosened somewhat because an error-concealed version of the

base layer can still be used in the joint Wyner-Ziv decoder. That the latter statement

is true can be easily seen from the NSQ depicted in Fig. 5, since any side information

y ∈ (x̂− dmin/2, x̂ + dmin/2) will result in the same decoded x̂.

In our experiments, the same video sequence is compressed by both our Wyner-

Ziv video coder and the H.26L FGS coder [15] at a frame rate of 30 Hz. The bit

rate for the base layer is the same, so is for the enhancement layers. Every 15 frames

start with one I frame, followed by 14 P frames. We introduce the same amount of

macroblock loss to the base layer for both coders and compare their error robustness.

For the Football sequence, the base layer is encoded at 1450 Kb/s and the bit
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rate for the enhancement layer of both the WZC and the FGS coding is 200 Kb/s

(for the top two bit planes). Then 1% macroblock loss in the base layer is simulated

with simple error concealment [37] performed during decoding of the base layer. The

PSNRs of the first 15 frames are shown in Fig. 10. The performance of Wyner-Ziv

video coding is 2.71 dB better on average than H.26L FGS coding. This is because

the basic assumption of error-free delivery of the base layer in FGS coding is no longer

valid in this setup while the error-concealed version of the base layer can still be used

as side information in Wyner-Ziv decoding.

Results from similar experiments with CIF Foreman and Mother daughter are

also given in Fig. 10. For Foreman, the base layer is encoded at 190 Kb/s and the

bit rate for the enhancement layer of both the WZC and the FGS coding is 60 Kb/s

(for the MSB). 5% macroblock loss is introduced to the base layer. The performance

of Wyner-Ziv video coding is 1.93 dB better on average than H.26L FGS coding.

For Mother daughter, the base layer is encoded at 146 Kb/s and the bit rate for the

enhancement layer of both the WZC and the FGS coding is 108 Kb/s (for the top

two bit planes). 5% macroblock loss is introduced to the base layer. The performance

of Wyner-Ziv video coding is 0.6 dB better on average than H.26L FGS coding.

2. Against Errors from a Qualcomm Wireless Channel Simulator

To test error robustness of the base and enhancement layer bitstream of our Wyner-

Ziv coder, a wireless channel simulator [16] is obtained from Qualcomm Inc. This

simulator adds packet errors to streams of real-time transport protocol (RTP) packets

transmitted over wireless networks conforming to the CDMA2000 1X standard. It

assumes the use of a dedicated radio channel for the RTP packet stream under a

given maximum transmission rate. Furthermore, protocol data unit (PDU) losses are

introduced in the radio link control (RLC) layer. Each RTP packet is fragmented into
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equal-size PDUs and it is considered successfully received by the decoder only when all

its PDUs are received and the arriving time of its last PDU is still within the maximum

end-to-end delay. The Qualcomm simulator also provides FEC emulation with Reed-

Solomon (RS) code, which is assumed to have ideal error correction capability. In RS

coding, source symbols are encoded into RS parity symbols to provide protection for

PDU losses.

In our experiments, each video sequence is compressed into slice RTP packets

by both our Wyner-Ziv video coder and the H.26L FGS coder [15] at a frame rate

of 30 Hz. The GOF size is now set to 20 with the structure of IP· · ·P. The bit rate

for the base layer is the same, so is for the enhancement layers. Both the base and

enhancement layers are protected with RS parity packets, whose rate is specified by

the overhead percentage as an input parameter to the channel simulator. We set the

FEC overhead percentage to 25% so that 20% of the overall bit rate is used for RS-

based FEC. The resulting RTP packet streams are transmitted over CDMA2000 1X

wireless networks simulated with the Qualcomm simulator. PDU losses are introduced

to the RLC layer for both coders for error robustness comparisons.

For Football, the H.26L base layer is encoded at 1470 Kb/s and the bit rate for

the enhancement layer of both WZC and FGS coding is 400 Kb/s. Thus the total

transmission rate is (1470+400)×(1+25%)=2337 Kb/s. PDU loss rates of up to 10%

are simulated across the entire packet stream on the RLC layer.

Despite 20% FEC, owing to the stringent latency constraint and packet fragmen-

tation during transmission, there are still residual RTP packet losses at the decoder.

For example, the residual RTP packet loss rates at 2%, 4%, 6%, 8%, and 10% PDU

loss rate are 0.15%, 0.75%, 1.76%, 3.30%, and 5.19%, respectively. Simple error

concealment is performed during decoding of the base layer. As for the enhance-

ment layer bitstream, the whole layer with the first packet error, together with all
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subsequent layers, are discarded in the Wyner-Ziv video decoder since Slepian-Wolf

decoding cannot proceed with corrupted syndromes in any layer. On the other hand,

decoding the embedded FGS bitstream only stops at the first detected lost packet for

the H.26L FGS coder.

For each PDU loss rate, 200 video transmissions are simulated, and Fig. 11

depicts the average PSNR performance vs. PDU loss rate for the two coders. When

the base layer is perfectly reconstructed (e.g., no error occurs in the base layer in

21% of our simulated transmissions when the PDU loss rate is 6%), the H.26L FGS

coder performs slightly better than the Wyner-Ziv video coder (as seen in the coding

performance of Section c). However, our Wyner-Ziv coder outperforms H.26L FGS

coding when there are packet losses in the base layer; and the higher the rate of the

uncorrupted enhancement layer, the larger the performance gap between these two

coders. The average PSNR performance gain of layered WZC increases with the PDU

loss rate first, reaching 1.5 dB when the PDU loss rate is 6%. Because the amount

of FEC is fixed (at 20%), the performance gain of layered WZC slightly decreases as

the PDU loss rate (hence the residual RTP packet loss rate) goes further up to make

the enhancement layer more corrupted.

The decoded 10th frames of Football by H.26L FGS and layered Wyner-Ziv video

coding (from the 7th simulated transmission) are shown in Fig. 12. It is easy to see

that the decoded frame in Fig. 12 (b) has higher visual quality than that in Fig. 12

(a).

Similar simulations are also run on the CIF Foreman and Mother daughter se-

quences, and results included in Fig. 11. For Foreman, the H.26L base layer is

encoded at 305 Kb/s and the bit rate for the enhancement layer of both WZC and

FGS coding is 255 Kb/s. The total transmission rate is 700 Kb/s. With 20% FEC,

the residual RTP packet loss rates at 2%, 4%, 6%, 8%, and 10% PDU loss rate are
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0.33%, 0.95%, 2.20%, 3.84%, and 5.66%, respectively. Again, 200 video transmissions

are simulated for each PDU loss rate. The average PSNR performance gains of lay-

ered WZC over H.26L FGS are 0.67 dB, 0.9 dB, and 0.77 dB when the PDU loss rate

is 6%, 8%, and 10%, respectively.

For Mother daughter, the base layer is encoded at 257 Kb/s and the bit rate for

the enhancement layer is 143 Kb/s. The total transmission rate is 500 Kb/s. With

20% FEC, the residual RTP packet loss rates at 2%, 4%, 6%, 8%, and 10% PDU loss

rate are 0.47%, 1.13%, 2.49%, 4.03%, and 5.68%, respectively. After 200 simulated

video transmissions (at each RTP packet loss rate), the average PSNR performance

gains of layered WZC over H.26L FGS are 0.25 dB, 0.29 dB, and 0.3 dB when the

PDU loss rate is 6%, 8%, and 10%, respectively.

From both Figs. 10 and 11, we see that layered WZC is more error robust

than H.26L FGS in video streaming applications. In addition, we see that more

performance gain in terms of average PSNR is obtained for high motion sequences

like Football. This is because the error-drifting problem becomes worse for high

motion sequences in standard DPCM-based video coding; on the other hand, the

distributed nature of WZC makes it a promising and viable technique for alleviating

the effect of error drifting associated with standard coders.
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Fig. 7. Illustration of successive refinement in our layered Wyner-Ziv video coder, as-

suming ideal SWC. (a) The operational rate-PSNR function of WZC is formed

as the upper concave hull of different rate-PSNR points. (b) There is almost

no performance loss between monolithic WZC and layered WZC.
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(bottom), starting from different “zero-rate” points. The sum of the rates for
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Table I. The conditional entropy, LDPC code rate, and the corresponding degree

distribution polynomials λ(x) and ρ(x) for each bit plane after NSQ of the

DC (a) and the first two AC coefficients (b) and (c) after the DCT.

Bit Conditional LDPC Degree polynomials
plane entropy code rate λ(x) ρ(x)

0 0.03433 0.94 0.1827x + 0.2609x2 + 0.0805x3 0.5x65 + 0.5x66

+0.3954x8 + 0.0806x9

1 0.03884 0.94 - -
2 0.10157 0.85 0.2137x + 0.2482x2 + 0.0795x3 0.5x24 + 0.5x25

+0.0695x7 + 0.3889x8

3 0.19593 0.73 0.2103x + 0.2062x2 + 0.0615x4 0.5x14 + 0.5x15

+0.1667x5 + 0.3002x13 + 0.0551x14

(a)

Bit Conditional LDPC Degree polynomials
plane entropy code rate λ(x) ρ(x)

0 0.00178 0.99 0.2530x + 0.3067x2 + 0.4403x3 0.5x194 + 0.5x195

1 0.03768 0.94 0.1827x + 0.2609x2 + 0.0805x3 0.5x65 + 0.5x66

+0.3954x8 + 0.0806x9

2 0.02532 0.96 0.1703x + 0.2714x2 + 0.0136x3 0.5x99 + 0.5x100

+0.1046x4 + 0.4400x9

3 0.16754 0.77 0.2313x + 0.2201x2 + 0.1092x3 0.5x15 + 0.5x16

+0.3477x8 + 0.0917x9

(b)

Bit Conditional LDPC Degree polynomials
plane entropy code rate λ(x) ρ(x)

0 0.02785 0.95 0.1779x + 0.2605x2 + 0.0843x3 0.5x79 + 0.5x80

+0.3452x8 + 0.1322x9

1 0.00488 0.98 0.2695x + 0.3885x2 + 0.3420x3 0.5x134 + 0.5x135

2 0.03240 0.94 0.1827x + 0.2609x2 + 0.0805x3 0.5x65 + 0.5x66

+0.3954x8 + 0.0806x9

3 0.44291 0.49 0.2330x + 0.1589x2 + 0.0361x3 + 0.0785x5 0.5x7 + 0.5x8

+0.1672x6 + 0.0709x19 + 0.2554x20

(c)
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Fig. 10. Compared to FGS coding, Wyner-Ziv video coding offers substantial improve-

ment in decoded video quality when the base layer (or decoder side informa-

tion) suffers 1% macroblock loss for Football (top), 5% macroblock loss for

Foreman (middle), and 5% macroblock loss for Mother daughter (bottom).
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Fig. 11. Comparison of the Wyner-Ziv video coder and H.26L FGS coder when

both are protected with RS-based FEC codes and transmitted over a sim-

ulated CDMA2000 1X channel for Football (top), CIF Foreman (middle) and

Mother daughter (bottom).
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(a)

(b)

Fig. 12. Error robustness performance of Wyner-Ziv video coding compared with

H.26L FGS for Football when both the base layer and enhancement layer

bitstreams are protected with 20% RS-based FEC and transmitted over a

simulated CDMA2000 1X channel with 6% PDU loss rate. The 10th decoded

frame by (a) H.26L FGS and (b) Wyner-Ziv video coding in the 7th simulated

transmission.
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CHAPTER III

WYNER-ZIV VIDEO COMPRESSION AND FOUNTAIN CODES FOR

RECEIVER-DRIVEN LAYERED MULTICAST ∗

A. Introduction

The increasing demand for video streaming over the Internet and third generation

(3G) wireless networks has generated a lot of research interests in developing efficient

and reliable multimedia delivery systems. In multicasting applications, live or pre-

stored audio and video are simultaneously broadcast to potentially millions of clients

over a network, where the communication channels between the sender and the clients

are extremely diverse in available bandwidths and packet loss rates.

To efficiently address this heterogeneity, receiver-driven layered multicast (RLM)

was proposed in [38] and further developed in [18]. In RLM, the encoded bitstream

consists of a number of quality layers. Depending on the available bandwidth and

packet loss rate, a client chooses the number of layers to subscribe to. Thus, RLM

shifts rate control to the receiver side and avoids frequent asynchronous acknowledge-

ments that cause packet collision and congestion. RLM is based on layered source

and channel coding. For example, Chou et al. [18] combined embedded wavelet video

coding and systematic RS codes. More recently, multiple description source coding

based on RS coding [39], which offers effective packet loss protection, was combined

with layered coding in [40] to multicast MPEG-4 FGS video over heterogeneous net-

works. However, there are two main problems in the schemes of [18, 40]. First, the

∗ c©[2007] IEEE. Reprinted, with permission, from “Wyner-Ziv video compression
and fountain codes for receiver-driven layered multicast” by Q. Xu, V. Stanković, and
Z. Xiong, 2007. IEEE Transactions on Circuits and Systems for Video Technology,
to appear.
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standard MPEG-4 FGS coder [14] is very sensitive to packet loss in the base layer.

Indeed, due to error drifting/propagation, a single packet loss can cause encoder-

decoder mismatch and result in poor video reconstruction. Second, systematic RS

codes, albeit being maximum distance separable, have high decoding complexity [19].

Therefore, they are not practical for time-constrained streaming and power-limited

wireless applications.

Aiming at resolving the above problems, we propose a system for pre-stored video

multicast over heterogeneous error-prone networks [41]. Instead of using MPEG-4

FGS [14], to reduce sensitivity to packet loss, we resort to Wyner-Ziv video coding

[9]. Specifically, we employ the layered Wyner-Ziv video coder [20] discussed in the

previous chapter, which forms a base layer using a standard video coder and treats

it as decoder side information for generating an enhancement layer based on WZC.

Since the enhancement layer is decodable with commensurate qualities at rates cor-

responding to layer boundaries, the coder of [20] resembles MPEG-4 FGS in terms of

generating a base layer plus a scalable enhancement layer; however, the enhancement

layer is formed “blindly” without the use of the base layer (the decoder side informa-

tion), which alleviates problems such as error drifting/propagation associated with

the DPCM-based MPEG-4 FGS and makes the Wyner-Ziv coder robust to packet loss

in the base layer. However, the enhancement layer is a scalable bitstream sensitive

to channel failures, which must be protected.

To reduce the decoding time and the computational complexity (the latter being

crucial for power limited wireless devices), we choose digital fountain codes [17] over

RS codes for error control [18]; the latter are maximum distance separable codes with

order n log n encoding time and quadratic decoding time [19]. Fountain codes are

sparse-graph codes that are ideally suited for multicast applications, because they

are rateless in the sense of allowing a potentially limitless stream of output symbols
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to be generated for a given input vector. In the RLM scenario, fountain codes form a

“digital fountain” so that interested receivers can join the multicast group to “drink”

from it just long enough to receive enough output symbols to recover the original

video. Discovered by Luby, LT codes [17] are one of the first classes of efficient

practical fountain codes for the erasure channel. Recently, the Raptor Type 10 (R10)

FEC has been standardized into the 3GPP multimedia broadcast/multicast services

(MBMS) and digital video broadcast-handheld (DVB-H) wireless networks.

In summary, to obtain error robustness, the system we propose combines the

latest achievements in multimedia source and channel coding: error-resilient Wyner-

Ziv video compression and rateless fountain codes. After Wyner-Ziv video coding

each output enhancement layer is independently protected by a digital fountain code;

each resulting bitstream is then packetized and sent to a separate multicast group.

A receiver can subscribe to different multicast groups to dynamically adapt to varia-

tions of the bandwidth and packet loss rate. Instead of cyclically retransmitting the

packets [42] generated with fixed rate erasure codes (e.g., RS codes), the sender keeps

generating packets on the fly. Thus, the system enjoys the advantages of both WZC

(robustness to packet loss in the base layer) and digital fountain coding (powerful

erasure protection and rateless encoded bitstream). Our simulation results show a

significant performance improvement over the scheme of [40].

The rest of the chapter is organized as follows. Section B gives a brief overview

of the digital fountain codes. Section C explains our proposed scheme for RLM over

the Internet and 3G wireless networks based on layered Wyner-Ziv video coding and

digital fountain coding. The simulation results are presented in section D.
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B. Fountain Codes

Fountain codes are rateless erasure codes that have near-capacity performance on

packet erasure channels. For a given set of input symbols (x1, . . . , xk), a fountain

code produces a potentially limitless stream of output symbols z1, z2, . . . Each output

symbol is generated independently as the exclusive-OR sum of a randomly chosen set

of input symbols. A decoding algorithm for a fountain code which can recover with

high probability the original k input symbols from any set of n output symbols has an

overhead of n/k. Fountain codes are called universal if they have fast encoding and

decoding algorithms and overhead close to one for any erasure channel with erasure

probability less than one.

The first universal fountain codes were developed by Luby, called the LT codes

[17]. The encoding and decoding process is as follows. To generate an encoded symbol

zn, the encoder first randomly chooses the degree dn from a degree distribution ρ(d);

then, it selects uniformly at random dn distinct input symbols from {x1, . . . , xk} and

sets zn as their exclusive-OR sum. The encoding operation defines a Tanner graph

connecting encoded symbols (check nodes) to source symbols (information nodes).

The information on the degree of each received symbol and which source symbol

it is connected to in the graph must be sent to the decoder. The decoder starts

decoding by finding a check node zj that is connected to only one information node

xi (i ∈ {1, . . . , k}), sets xi = zj, and then adds xi to all other check nodes that are

connected to it; finally, all edges connected to xi are removed. The above procedure

is repeated until all information symbols are determined.

The degree distribution used for generating the output symbols lies at the heart
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of LT codes. Luby proposed the ideal Soliton distribution [17] ρ(1), . . . , ρ(k), where

ρ(i) =





1
k

i = 1,

1
i(i−1)

i = 2, . . . , k.
(3.1)

Although the ideal Soliton distribution is expected to work perfectly by heuristic

analysis, it performs poorly in practice. However, it can be slightly modified to yield

the robust Soliton distribution [17] in the following way. Let R = c ln(k/δ)
√

k for

some constant c > 0. Define

τ(i) =





R
ik

i = 1, . . . , k
R
− 1,

R ln(R/δ)
k

i = k
R
,

0 i = k
R

+ 1, . . . , k,

(3.2)

then, for each i, add τ(i) to the ideal Soliton distribution ρ(i) and normalize the

sum to obtain the robust Soliton distribution: µ(i) = (ρ(i) + τ(i))/β, where β =

Σk
i=1[ρ(i) + τ(i)]. With the robust Soliton distribution, each encoded symbol can

be generated independently on average by O(ln(k/δ)) symbol operations, and the k

input symbols recovered from any k+O(
√

k ln2(k/δ)) = k(1+ε) encoded symbols with

probability 1-δ after O(k ln(k/δ)) symbol operations on average. Thus, in contrast to

the quadratic decoding complexity of RS codes, LT codes have almost linear decoding

complexity1. The price paid for this complexity reduction is ε percent extra in rate.

C. Wyner-Ziv Video Coding and Fountain Codes for RLM

In this section we describe our system, which combines the Wyner-Ziv video coder

[20] and LT fountain codes [17] for RLM. The block diagram of our proposed system

1The first class of fountain codes with linear decoding complexity are Raptor codes
[43].
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Fig. 13. Block diagram of the proposed system.

is given in Fig. 13. The system operates according to the following sequence of

numbered steps:

1. The video encoder groups fixed number of frames into a GOF and generates

for each GOF a base layer and L enhancement layers. Each enhancement layer

is independently protected by an LT code [17], and the resulting bitstream is

packetized into packets of length Q symbols each.

2. Prior to transmission of a GOF, a receiver, using its estimation of the band-

width and packet loss rate, calculates the number of layers it can receive, i.e.,

the number of multicast groups it can subscribe to, in the way explained be-

low. (We assume that a receiver has information about the statistics of the

channel, obtained, for example, using already received packets. Note that such

information is not needed at the transmitter.)

3. A sender encodes the j-th GOF into the base layer b0,j and L enhancement layers

e1,j, . . . , eL,j; each of these L+1 bitstreams is sent to a separate multicast group

(see Fig. 14).

4. After receiving enough packets to reconstruct all the layers it subscribes to (for

example, i+1 layers for GOF j, in Fig. 14), the receiver starts receiving packets



44

for the next GOF. However, if the receiver is not able to reconstruct any layer of

the GOF, it stops receiving the packets for the current GOF and, while receiving

data for the next GOF, performs error concealment (e.g., by simply repeating

the last recovered frame of the previous GOF).

time

b0,0

ei,j

eL,j

GOF j

ei,j+1

eL,j+1

ei−1,jei−1,0

ei,0

eL,0

GOF 0

b0,J

ei−1,J

ei,J

eL,J

GOF J

b0,j−1

ei,j−1

eL,j−1

b0,j b0,j+1

ei+1,j

GOF j + 1GOF j − 1

ei−1,j−1

ei+1,j−1

ei−1,j+1

ei+1,j+1

Fig. 14. Transmission of different GOFs.

Let Kq be the number of symbols in the q-th layer, 0 ≤ q ≤ L (q = 0 corresponds

to the base layer). Then, approximately Kq(1 + ε) LT encoded symbols are needed

for successful recovering of all Kq source symbols. Let Td be the acceptable delay of

a GOF; then, the maximum number of packets that the receiver can obtain for one

GOF is BTd, where B is the maximum transmission rate, or the available bandwidth

(in packets per time unit). Let p be the average packet loss rate over a GOF; then,

for each GOF, the receiver selects the multicast groups by determining maximum

number of layers l, 0 ≤ l ≤ L, that satisfies

Σl
q=0

aq

1− p
≤ BTd, (3.3)
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where aq = dKq(1+ε)

Q
e. Note that the result l < 0 corresponds to the case when, for

given B and p, the receiver cannot receive any layer.

For example, a pre-stored six-layer video sequence is to be transmitted to a large

number of clients with different channel conditions. Suppose that a0 = a1 = 80

packets, a2 = a3 = 100 packets, and a4 = a5 = 120 packets. Assume that the

acceptable delay Td is 2 sec. Suppose that before the transmission of the first GOF,

the receiver estimates the maximum available bandwidth to be B = 170 packets/sec

and packet loss probability to be p = 0.1. Then using (3.3) the receiver will decide to

subscribe to three multicast groups (to get the first three layers), i.e., l = 2 in (3.3).

Then, the expected number of packets that will be received for this GOF is BTd(1−
p) = 170× 2× (1− 0.1) = 306, and the total number of packets needed for successful

reconstruction is Σ2
q=0aq = 260. Suppose now that the receiver updates B and p to

200 packets/sec and 0.05, respectively; then using (3.3), it will decide to subscribe to

four multicast groups for the next GOF. So, the average number of packets that can

be received for the next GOF becomes BTd(1− p) = 200× 2× (1− 0.05) = 380, and

Σ3
q=0aq = 360 packets will be needed.

For real-time streaming applications, the acceptable delay Td for a GOF should

be no more than its duration TGOF ; thus, we impose the constraint Td ≤ TGOF

to ensure continuous playback. The sender buffers live video frames as they arrive

and then instantly encodes and packetizes them before transmitting to the clients,

or directly transmit the pre-encoded packets in the case of multicasting pre-stored

video. For both cases, continuous playback can begin after some initial start-up

delay, which depends on the network bandwidth and decoding latency. In the case of

synchronous multicast, all clients start to “listen” at the same time, and the sender

successively transmits information about each GOF. In the scenario where the clients

asynchronously start to “listen”, the sender keeps sending each GOF at a separate
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channel. (Finding the segmentation of a movie that minimizes starting delay is done

in [44].) This transmission scheme allows the clients to randomly access any part

of the video at any time, and video cassette recording functionalities, such as fast-

forward/backward, can be realized at the receiver (with an initial delay of Td) by

switching to a different channel where a future or past GOF is transmitted. Instead

of cyclically retransmitting the packets of a GOF generated with fixed-rate erasure

codes (e.g., RS codes), the sender keeps generating encoded packets on the fly with

the rateless LT codes. This avoids (with high probability) receiving the same LT

encoded packets in two different transmissions of one GOF. So, if the receiver fails

to reconstruct a GOF, it can stay at the current channel and collect the additional

LT encoded packets of the same GOF without getting the packets that have already

been received. If there is not enough number of channels for all the GOFs, the

sender interleaves a number of successive GOFs and sends such a bitstream over one

transmission channel. Note that this increases the initial start-up delay.

D. Experimental Results

In our simulations, we model the network as having no delay or latencies due to joining

and leaving multicast groups. H.26L Test Model 9 video coderis used to generate the

base layer (which is in the same time the side information at the Wyner-Ziv decoder

for decoding the enhancement layers). 300 frames are compressed at a frame rate of

30 frames/sec for the standard CIF “Foreman” and “Mother daughter” sequences.

20 frames are grouped and coded as one GOF each consisting of an I frame followed

by 19 P frames. H.26L coder uses different quantization stepsizes to generate base

layers at different compression ratios.

Enhancement layers are generated using WZC, where the correlation between
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source X and side information Y is modeled as jointly Gaussian (in the DCT domain).

After DCT of the original video, we only code the first three transform coefficients

(i.e., DC and the first two AC coefficients), while the rest are discarded. For each

coded transform coefficient, we use a four-bit nested scalar quantizer (with nesting

ratio 16) to generate four bitplanes. The 12 bitplanes are then encoded using 12

different irregular LDPC codes (designed via density evolution), whose code rates are

determined by the Slepian-Wolf limit [3]. This limit is computed as the conditional

entropy rate of each coded bit plane of X given the side information Y for different

GOFs (see [20] for details). For each GOF, the codeword lengths of the 12 LDPC

codes are the same, but they vary from GOF to GOF (depending on the amount of

motion), and range from 70 to 110 kilobits (kb). At the receiver, 100 iterations are

used for LDPC iterative decoding to achieve the bit error rate of 5× 10−5. The base

layer and L = 4 enhancement layers are formed for each GOF. The enhancement

layers generated with the Wyner-Ziv encoder are independently protected with LT

codes with robust Soliton distribution [17]; the resulting bitstreams are packetized

into packets of length 200 bytes, and each is sent to a different multicast group. The

receiver subscribes/unsubscribes to the multicast groups depending on the estimated

maximum available bandwidth and the average packet loss rate.

First we give the rationale behind our experimental setup. Layered/FGS cod-

ing makes the basic assumption that the base layer is always correctly recovered at

the decoder, so first we assume that the base layer is reconstructed perfectly at the

decoder, and the enhancement layers are transmitted over a memoryless packet era-

sure channel for multicast. This will show the coding efficiency of layered Wyner-Ziv

video coding and the erasure correction capability of the LT codes. Next, since we

are targeting multicast applications, we compare our scheme to the best scheme of

[40] which protects H.26L FGS video using multiple description scheme of [39] and
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layered coding with RS codes.

Fig. 15 shows PSNR averaged over all 300 frames for the standard CIF “Fore-

man” and “Mother daughter” sequences at two different packet loss rates for the

enhancement layer and two bit rates of the base layer. The theoretical bounds with

ideal SWC (in terms of achieving the Slepian-Wolf bound) and ideal (i.e., capacity-

achieving) erasure protection coding over the same channels are shown as well. Com-

pared to the theoretical limits, the loss due to our practical implementation with

LDPC and LT codes is about 0.07 bit per sample for each frequency component.

Thus the extra bit rate required for coding the first three frequency components is

about 0.07 × 3 × 80000/2
3
∼ 25 kbps, assuming the codeword length of the LDPC

code is 80,000 bits. Note that the overhead of the LT codes at code length 10,000 bits

is approximately 1.07 in the experiments [45], that is, the receiver needs to receive

about 7% more packets than with capacity-achieving maximum distance separable

RS codes.

For comparison of multicasting schemes, we find the optimal source-channel sym-

bol allocation as described in [40] assuming error-free base layer; the rates of the

LDPC codes for SWC in our scheme are also chosen under the same assumption.

We suppose that there are two sets of clients: low-bandwidth clients (LC) and high-

bandwidth clients (HC). The unprotected base layer is sent to all clients over the

same memoryless packet erasure channel. To simulate heterogeneous network, we

assume that the enhancement layers are sent over different memoryless packet era-

sure channels with different available bandwidths, whose packet loss rates are 0.005

and 0.1 for LC and HC, respectively. This might be typical for a scenario where the

clients with low packet loss rates are DSL subscribers and the clients with high packet

loss rates are Internet users with wireless connection. This way, clients in different

sets experience different channel conditions, and can therefore subscribe to different
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number of multicast groups. Fig. 16 shows the obtained PSNR averaged over 100

independent transmissions of the first GOF vs. packet erasure rate of the base layer

for the “Foreman” sequence. In each set of experiments, the available bandwidth

for LC is always less than that for HC. For example, the dashed curves correspond

to 341.6 kb/s for LC in Fig. 16 (a) and 351.2 kb/s for HC in Fig. 16 (b), while the

dotted curves correspond to 372.8 kb/s for LC in Fig. 16 (a) and 389.6 kb/s for HC in

Fig. 16 (b). If the packet loss rate in the base layer is zero, the coding performances

for the two schemes are about the same. When there are packet losses in the base

layer, besides being more suitable in practice (due to the employed rateless and low

complex fountain codes), our scheme gives significantly better performance (up to 3

dB higher) than the one of [40], as seen from the figure.

This work represents the first step towards harnessing the inherent robustness

property (to errors in the base layer) of our layered Wyner-Ziv video coder in video

multicast by combining Wyner-Ziv video coding with LT codes. It has led to our

more recent work on distributed joint source-channel coding of video [46], which will

be presented in the next chapter.
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Fig. 15. Coding performance of the proposed scheme for: (a) the “Foreman” sequence,

(b) the “Mother daughter” sequence for two bit rates of the base layer and

two packet loss rates.
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Fig. 16. Average PSNR for 100 transmissions of the first GOF of the “Foreman” video

sequence vs. packet loss rate of the base layer for: (a) LC (b) HC, and three

different available bandwidths.
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CHAPTER IV

DISTRIBUTED JOINT SOURCE-CHANNEL CODING OF VIDEO USING

RAPTOR CODES ∗

A. Introduction

Multimedia communication over wireless networks has generated a lot of research

interests in the past decade. Its main challenge lies in limited network bandwidth

and the requirement of real-time playback on the one hand, and severe impairments

of wireless links on the other. The additional issue has to do with the time-varying

nature of wireless links and network heterogeneity, which make the channels between

the sender and the clients extremely diverse in their available bandwidths and packet

loss ratios. These diverse transmission conditions and bandwidth scarcity call for

efficient scalable multimedia compression. Indeed, scalable video coding is expected

to play a pivotal role in many emerging multimedia applications such as video broad-

cast/multicast over third generation (3G) wireless networks, interactive video, and

wireless video surveillance networks. However, a scalable bitstream is usually very

sensitive to channel noise as it suffers from error propagation. This is a limiting fac-

tor in their practical employment since wireless communication links are unreliable.

Therefore, a robust scalable video coder is needed. Although standard video coders

(e.g., H.264 [2]) can offer high coding efficiency in the scalable mode, they are very

sensitive to packet loss, which results in error propagation/drifting.

Motivated by its potential applications in distributed sensor networks [6], video

coding [8, 10, 9, 20], and compressing multi-spectral imagery [47], there has been a

∗ c©[2007] IEEE. Reprinted, with permission, from “Distributed joint source-
channel coding of video using raptor codes” by Q. Xu, V. Stanković, and Z. Xiong,
2007. IEEE Journal on Selected Areas in Communications, vol. 25, pp. 851-861.
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flurry of research activities on DSC [6, 7] (e.g., SWC [3], WZC [4], and multiterminal

source coding [48]) recently. For example, several efficient SWC and WZC schemes

have been developed based on advanced channel coding for distributed compression

(see [6, 7, 49, 50] and references therein). Moreover, Wyner-Ziv video coding [8, 10,

9, 20] has been proposed as a promising new technique. For example, a scalable

video coder based on successive refinement for the Wyner-Ziv problem [12, 13] was

presented in [20], where a standard decoded base layer was used as the decoder side

information, and a layered Wyner-Ziv bitstream of the original video sequence is

generated to enhance the base layer.

The main advantage of Wyner-Ziv video coding over standard video coding (e.g.,

MPEG-4 FGS [14]) lies in error robustness. Specifically, the MPEG-4 FGS encoder

generates the enhancement layer by coding the difference between the original video

and the base layer reconstruction; then the decoder reconstructs the original video

by adding an enhancement layer to the recovered base layer. This requires that the

base layer recovered at the decoder is identical to that generated at the encoder.

Thus, lost symbols in the base layer will cause the loss of synchronization between

the encoder and decoder and result in severe error propagation. On the other hand,

it is known from [4] that in WZC of quadratic Gaussian sources, separate encoding

with joint decoding is as efficient as joint encoding (with the side information being

present at both the encoder and decoder). Therefore, with Wyner-Ziv video coding,

the enhancement layer can be generated “blindly” at the encoder without using the

base layer (as side information). This way, transmission errors in the base layer

will less likely cause encoder-decoder mismatch and hence have less impact on the

reconstruction. This alleviates the problem of error drifting/propagation associated

with FGS coding and makes the Wyner-Ziv video coder robust to errors/erasures in

the base layer, as demonstrated in [20]. However, the layered enhancement bitstream
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is very sensitive to transmission failures, since the channel is assumed to be noiseless

in DSC in general and WZC in particular.

This chapter considers transporting Wyner-Ziv coded video over packet erasure

channels and addresses distributed source-channel coding. Like in classic source-

channel coding, although separation theorems [51, 11] have been shown to hold

asymptotically (e.g., with infinite code length, delay and complexity), we show that

distributed joint source-channel coding (JSCC)1 outperforms separate source-channel

coding in practice. Specifically,

1) We develop a design for distributed JSCC over packet erasure channels by

extending the works on Slepian-Wolf coded nested lattice quantization [50] for WZC

of quadratic Gaussian sources and on layered Wyner-Ziv video coding [20]. Instead

of using separate channel codes for Slepian-Wolf compression (after quantization in

WZC) and for protection, we adopt a single channel code for both SWC/compression

and erasure protection in a distributed JSCC framework.

2) We make the specific choice of Raptor codes [43, 52] for the new application of

distributed JSCC. Raptor codes are the latest addition to a family of low-complexity

digital fountain codes [53], capable of achieving near-capacity erasure protection.

They are proposed in [43] as precoded LT codes [17], and commonly used with LDPC

precoding.

3) We employ a special class of LDPC codes called irregular repeat-accumulate

(IRA) codes [54] as the precode for our Raptor code − a key factor in our successful

code design. The IRA precoder is followed by an LT code which guarantees the

rateless property of the overall Raptor code, meaning a limitless stream of packets

can be generated by the encoder; thus the decoder can always receive enough packets

1Throughout this chapter, distributed JSCC means JSCC with decoder side
information.
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(in non-delay sensitive applications) for correct decoding, regardless of the packet loss

ratio.

4) We state the design goal of our Raptor encoder, which is to minimize the

number of packets the decoder has to receive2 for correct decoding beyond the Slepian-

Wolf compression limit. To this end, we vary the rate of the IRA precode and more

importantly, introduce a bias towards selecting the IRA parity bits when making

the random connections in forming the sparse-graph of the LT code. This bias is

motivated by the fact that a correlated version of the IRA systematic bits is already

available as side information at the decoder, and its optimization is embedded in the

overall Raptor encoder design3.

5) For the decoder design, due to the presence of decoder side information, we

deviate from standard Raptor decoding and devise a new iterative soft-decision de-

coder that combines the received packets and the side information to perform joint

decoding.

6) Our extensive simulations show that, compared to a separate design using

WZC plus additional erasure protection, the proposed design provides better video

quality.

The rest of the chapter is organized as follows. In Section B we give theoretical

background on SWC, WZC, source-channel coding with decoder side information,

and summarize two prior works that lead to the current one. In Section C, we review

erasure protection coding techniques, ranging from RS codes to Tornado codes to

digital fountain codes to Raptor codes. Section D describes two practical approaches

2We consider a packet as “received” only when it reaches the decoder without any
error.

3We note that after our publication of [55], a similar idea was exploited in [56] in
the context of unequal error protection with Raptor codes.
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to SWC before focusing on distributed source-channel coding and pointing out advan-

tages of a joint source-channel code design over a separate one. Section E describes

our proposed video coder based on Raptor codes. Section F presents experimental

comparisons between the proposed joint design, one separate design that uses WZC

plus additional erasure protection, and another separate channel code design based

on FGS source coding.

B. Theoretical Background and Related Works

First, a word about notation. Random variables are denoted by capital letters, e.g.,

X, Y . Realizations of random vectors of finite length n bits are denoted by bold-face

lower-case letters, e.g., x, y. Matrices are denoted by bold-face upper-case letters; Ik

and Ok1×k2 are k × k identity matrix and k1 × k2 all-zero matrix, respectively. All

variables and channel codes are binary.

Let {Xi, Yi}∞i=1 be a sequence of independent drawings of a pair of independent,

identically distributed (i.i.d.) correlated random variables (X, Y ). It is convenient to

model the correlation between X and Y by a “virtual” correlation channel: X = Y +

N , where the random variable N is the correlation channel noise that is independent

of Y .

1. SWC

SWC is concerned with compressing discrete random variables X and Y separately

and transmitting the resulting bitstreams over a noiseless channel to the receiver for

joint decoding. The Slepian-Wolf theorem [3] asserts that if X and Y are compressed

at rates RX and RY , respectively, where RX ≥ H(X|Y ), RY ≥ H(Y |X), and RX +

RY ≥ H(X,Y ), then the joint decoder can recover them near losslessly. In the
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sequel, we only focus on the special case, known as source coding with decoder side

information, where Y is perfectly known at the decoder as side information. This

case can be viewed as approaching the corner point (RX , RY ) = (H(X|Y ), H(Y )) on

the Slepian-Wolf rate region.

2. WZC

WZC [4] generalizes the setup of SWC in that coding of X is with respect to a fidelity

criterion rather than lossless. In addition, the source X could be either discrete or

continuous. The work of [4] examines the question of how many bits are needed to

encode the source X under the constraint that the average distortion between X and

decoded version X̂ satisfies E{d(X, X̂)} ≤ D, assuming that the side information

Y (discrete or continuous) is available only at the decoder. Denote R∗
WZ(D) as the

achievable lower bound of the bit rate for an expected distortion D for WZC, and

R∗
X|Y (D) as the R-D function of coding X with side information Y available also at

the encoder.

In general there is a rate loss associated with WZC, that is: R∗
WZ(D) ≥ R∗

X|Y (D).

However, R∗
WZ(D) = R∗

X|Y (D) when X and Y are zero-mean and jointly Gaussian and

the distortion measure is MSE [4]. We restrict ourselves to this quadratic Gaussian

case in WZC because there is no rate loss and it is of special interest in practice,

where many image and video sources can be modeled as jointly Gaussian after mean

subtraction.

3. Source-channel Coding with Decoder Side Information

When the transmission channel is noisy in the SWC problems, error protection is

needed. In the noisy channel SWC case, the separation theorem is proved in [51]

where it is shown that if the receiver has side information Y of the uncoded source
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X, then the entropy of the source, H(X), in the standard separation theorem is

replaced by H(X|Y ). Equivalently, the Slepian-Wolf limit in this noisy channel case

is H(X|Y )/C, where C ≤ 1 is the channel capacity.

A separation theorem for lossy source-channel coding with decoder side informa-

tion, i.e., the noisy channel WZC case, is given in [11]. It replaces the conditional

entropy H(X|Y ) in the separation theorem for noisy channel SWC [51] by the Wyner-

Ziv R-D function R∗
WZ(D).

4. Related Works

A framework based on Slepian-Wolf coded quantization (SWCQ) is put forth in [50]

for the quadratic Gaussian Wyner-Ziv problem. It is shown that the performance

gap of high-resolution SWCQ to the Wyner-Ziv distortion-rate function D∗
WZ(R) is

exactly the same as that of high-rate classic source coding to the distortion-rate func-

tion D(R). That is: with ideal SWC (or rate computed as H(X|Y ), where X is the

quantized version of the Gaussian source), one-dimensional/two-dimensional SWCQ

performs 1.53/1.36 dB away from D∗
WZ(R) for quadratic Gaussian sources at high

resolution.4 Practical designs of one- and two-dimensional nested lattice quantizers

together with multi-level LDPC codes for SWC and non-linear MSE estimation at

the decoder give performance close to the theoretical limits of SWCQ.

Building upon the works of [13, 50] on WZC of ideal/Gaussian sources, a practical

layered Wyner-Ziv video coder is proposed in [20] using the DCT, NSQ, and irregular

LDPC codes for SWC. Denote the current frame of the original video as xc, which is

4Although the side information Y in Slepian and Wolf’s original setup [3] has to
be discrete, it can be discrete or continuous [57] in the special case of source coding
with side information.
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encoded with H.26L5 to obtain the base layer (or decoder side information) y. The

DCT is used as an approximation to the cKLT [22], which makes the coefficients of

the transformed block Xc of the original video xc conditionally independent given the

same transformed block Y of the side information y. Each frequency component of Y

(denoted by Y ) acts as the decoder side information for the corresponding component

of Xc (denoted by Xc). It is also assumed that Xc and Y are jointly Gaussian with

Xc = Y + N , where N is zero-mean Gaussian and independent of Y , so that SWCQ

is optimal for WZC (although DCT coefficients of images/video are better modeled

as Laplacian distributed [34]). NSQ is a binning scheme that assigns the input DCT

coefficients Xc to cosets and outputs only the coset indices X. Due to the correlation

between Xc and Y , there still remains correlation between the coset index X and the

side information Y . Multi-level LDPC codes are employed in SWC to compress the

bit planes of X, ideally to the Slepian-Wolf rate limit of H(X|Y ).

C. Erasure Protection Coding

In this section, we review erasure protection codes, starting from the well-known RS

codes and ending with Raptor codes – the latest in the family of digital fountain

codes.

Systematic Reed-Solomon codes: Error protection over packet erasure channels

can be realized with capacity-achieving RS codes. RS codes belong to a class of the so-

called maximum-distance separable (MDS) codes, meaning that an (n+r, n) RS code

can recover the whole information sequence from any subset of n received symbols

(provided that the erasure locations are known). However, the decoding complexity

of practical (n + r, n) RS codes is O((n + r)2) [58], making them too complex for

5H.26L refers to a dated implementation of the now well-known H.264 standard.
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real-time applications.

Tornado codes: A new class of erasure protection codes, tornado codes, was intro-

duced in [19]. By transmitting just below the channel capacity, hence sacrificing the

MDS property, tornado codes can be encoded and decoded with linear complexity.

Digital fountain LT codes: Developed from tornado codes, digital fountain codes

[53] are the latest in erasure correction coding. They are sparse-graph codes that are

ideally suited for data protection against packet loss; they are rateless, in the sense of

allowing a potentially limitless stream of output symbols to be generated for a given

input sequence. A decoding algorithm for a fountain code, which can recover with

high probability the original n input symbols from any set of n + r output symbols,

has the overhead of r
n

> 0. Note that in MDS RS coding the overhead is always zero.

A fountain code is called universal if it has fast encoding and decoding algorithms

and the overhead close to zero for any erasure channel with erasure probability less

than one. The first practical universal fountain code is the LT code [17]. LT coding is

based on a Tanner graph connecting encoded symbols (check nodes) to source sym-

bols (information nodes). The encoder generates an output symbol zi by randomly

choosing the degree di from a predetermined degree distribution and selecting uni-

formly at random di distinct source symbols from x1, . . . , xn; zi is then set as their

XOR sum. The decoder first finds a check node zj that is connected to only one

information node xi, i ∈ {1, . . . , n}, sets xi = zj, adds xi to all check nodes that are

connected to it, and removes all edges connected to node xi. This procedure is re-

peated until all information symbols are determined. For any δ > 0, an LT code with

the robust soliton distribution [17] can generate each encoded symbol independently

on average by O(ln(n
δ
)) symbol operations and recover the n input symbols from any

n+O(
√

n ln2(n
δ
)) encoded symbols with probability of error δ after O(n ln(n

δ
)) symbol

operations on average.
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Raptor codes: To decrease the encoding complexity, the average degree of the

encoded symbols, which is O(ln n) for LT codes, should be reduced to a constant.

Raptor codes [43] realize this goal by introducing a precoding step. Namely, to

protect n input symbols, the decoding graph of an LT code must have the order of

n ln(n) edges to ensure that all n input nodes are covered with high probability [17];

hence, one cannot encode at a constant cost if the number of collected output symbols

is close to n. To circumvent this, a Raptor code first precodes the n input symbols

with a fixed high-rate systematic linear code (e.g., LDPC code). Then the resulting

precoded bitstream is fed to the LT encoder. Since now only a fraction of the precoded

bitstream is needed for reconstructing the source, the O(ln n) bound on the average

degree no long applies. With an appropriate design [43], for a given integer n and any

real ε > 0, a Raptor code can produce a potentially infinite stream of symbols such

that any subset of symbols of size n(1+ε) is sufficient to recover the original n symbols

with high probability. The degree of each encoded symbol is O(− ln ε) and decoding

time is O(−n ln ε). Raptor codes currently give the best approximation of a digital

fountain [53]. A potentially limitless sequence of packets can be generated on the fly

after some small initial preprocessing with a linear encoding complexity. Decoding

can be done in linear time after receiving just a few more than n encoding packets.

Raptor codes are superior to the best LT codes not only over erasure channels, but

also over the binary symmetric and additive white Gaussian noise channels [59].

D. Separate vs. Joint Design for Distributed Source-channel Coding

Since SWC is an integral part of the SWCQ framework for WZC, in this section, we

first give an overview of practical SWC based on channel coding; we then provide

extensions to the case when the Slepian-Wolf coded bitstream (after quantization in
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WZC) has to be transmitted over a packet erasure channel − a scenario that calls for

distributed source-channel coding. We present a code design where SWC and erasure

protection are done separately and a joint design which performs SWC and erasure

protection jointly.

1. Practical SWC

The proof of the Slepian-Wolf limit H(X|Y ) [3] is based on random binning, thus

non-constructive. We review next two approaches proposed for practical SWC based

on structured (or algebraic) binning [5].

Using the idea of Slepian and Wolf, Wyner [29] outlined a constructive binning

scheme using channel codes for SWC, where each bin is a coset of a good parity-check

code indexed by its syndrome. To compress the binary source Xn, a syndrome-

based encoder employs a linear (n, k) channel code C, given by its generator matrix

Gk×n =
[
Ik P k×(n−k)

]
. (For simplicity we assume that C is systematic.) The

corresponding (n − k) × n parity matrix is given by H =
[
P T

k×(n−k) In−k

]
. Then,

the encoder forms an (n − k)-length syndrome vector s = xHT and sends it to the

decoder. The decoder generates an n-length vector t = [O1×k s] by appending k

zeros to the received syndrome. Note that c = x⊕ t is a valid codeword of C, where

⊕ denotes the XOR operator. By decoding t ⊕ y on C, a codeword ĉ is obtained,

and the source is reconstructed as x̂ = ĉ ⊕ t. To satisfy the Slepian-Wolf limit, we

must ensure n−k
n
≥ H(X|Y ). The syndrome-based approach [29] is optimal for SWC

under the additive and independent noise models, since if the code C approaches the

capacity of the “virtual” correlation channel X = Y + N , it also approaches the

Slepian-Wolf limit.

In the above approach, each bin is indexed by a syndrome of a channel code. How-

ever, one can instead use parity-check bits to index the bins. We call this approach
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parity-based binning. To compress source Xn, a parity-based encoder employs a linear

(n+r, n) systematic channel code Cp with generator matrix Gp
n×(n+r) = [In P p

n×r].

The encoder forms an r-length parity vector as p = xP p and transmits it to the de-

coder. The decoder generates an (n+r)-length vector tp =
[
y1×n p

]
, and by decod-

ing tp on Cp, it obtains ĉp = x̂Gp, whose systematic part is the source reconstruction

x̂. If the code Cp approaches the capacity of the “virtual” correlation channel, it

also approaches the Slepian-Wolf limit. The Slepian-Wolf theorem mandates that

r
n
≥ H(X|Y ). To achieve the same amount of compression with both the syndrome-

and parity-based approaches, the code rates of the employed codes C and Cp should

be such that r = n − k. Then the two approaches are equivalent and generate the

same encoder output if HT = P p. However, note that the parity-based approach

has to employ a code with longer length, resulting in increased design complexity

while not improving the compression efficiency. We thus conclude that for the SWC

problem, in which the compressed bitstream is assumed to be perfectly available at

the decoder, the syndrome-based approach is a better choice.

2. Transmission over Packet Erasure Channels

When the transmission channel for conveying the Slepian-Wolf compressed bitstream

is noisy, source-channel coding with decoder side information is needed. This gives

rise to the problem of distributed source-channel coding (see Section II-C).

The output of a syndrome-based Slepian-Wolf encoder are syndrome bits of a

channel code, which are used here purely for compression, not for error protection.

Therefore, when the transmission channel is noisy, following the separation principle

[51, 11], first one channel code should be used to perform Slepian-Wolf compression

and then the resulting syndrome bits protected by another channel code against

errors introduced by the noisy transmission channel. The syndrome-based approach



64

for SWC can only be used in separate designs of the source and channel coding

components. Such a separate design was proposed in [60] based on LDPC codes

for SWC and digital fountain LT codes [17] for erasure protection. Although the

separation approach is asymptotically optimal, joint designs are expected to perform

better in practice.

Since SWC is essentially a channel coding problem [7], it is natural to combine

the two channel codes − one for SWC and another for channel coding − into one

single channel code for distributed JSCC. This can be achieved with the parity-based

approach in SWC, because the graph structure of a channel code based on parity

bits is more efficient than that based on syndrome bits in the presence of erasures.

Indeed, if the amount of generated parity bits increases above the Slepian-Wolf limit,

the extra redundancy can be exploited for protection. We thus view the source-

channel coded bits as the parity bits of a systematic channel code and consider an

equivalent channel coding problem over two parallel channels. The first channel is

the noisy transmission channel through which the output bits of the encoder are

transmitted, and it describes the distortion experienced by the parity bits of the

code. The second channel is the “virtual” correlation channel between the source

(the systematic bits of the channel code) and the decoder side information. This idea

was previously exploited in [61, 62, 63, 64, 65] to design practical Slepian-Wolf codes

for transmission over binary symmetric, Gaussian, and fading channels.

However, when the actual transmission channel is erasure based, designing a

single channel code for joint SWC and erasure protection is difficult because a good

candidate code should perform well over parallel concatenations of the correlation

channel between X and Y and the packet erasure transmission channel. The search

for such a good candidate code leads us to Raptor codes [43]. A precode of the Raptor

code is a linear systematic (n + r, n) code given by generator matrix Gp
n×(n+r).
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The encoder first forms an (n + r)-length codeword as xs = x × Gp. Then, the

output symbols are generated as z = xs × ST , where S is an r′ × (n + r) matrix

whose rows are sampled independently from the employed LT code degree distribution

[17, 43]. Assuming that the capacity of the packet erasure channel is C, we must have

r′ ≥ nH(X|Y )/C [11], or more precisely, r′ ≥ nH(X|Y )(1 + ε)/C, where ε is the

Raptor code overhead. Note that there is not an upper bound on r′, since the encoder

can generate output symbols until the decoder receives enough to successfully decode;

that is, the encoder can extend matrix ST by generating new columns on the fly. The

encoder output vector can be expressed as z = x × (Gp × ST ), where the n × r′

matrix Gp × ST can be seen as a parity matrix of a bigger (n + r′, n) systematic

code given by the generator matrix
[
In (Gp × ST )

]
. Decoding starts when at least

nH(X|Y )(1 + ε) bits are received and is done jointly on the whole decoding graph

(see details in Section E).

We point out that a separate design based on concatenating a syndrome-based

Slepian-Wolf code C with an LT code and a joint design with a Raptor code based

on Cp precoding and an LT code are equivalent if: 1) the employed LT codes in both

designs are the same; 2) HT = P p; 3) all LT parity bits of the Raptor code are

connected to the parity bits of Cp. Since the joint design based on Raptor codes does

not have to be constrained by 3), there is obviously more freedom in the Raptor code

construction, leading to improved performance over separate designs.

E. Distributed Joint Source-channel Coding of Video Using Raptor Codes

The block diagram of the proposed system for distributed JSCC of video is shown in

Fig. 17. The video sequence is first encoded at a low bitrate with a standard video

coder (H.26L [66] in our experiments) to generate a base layer, which is transmitted
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to the receiver. At the receiver, the base layer is decoded and reconstructed; as in [20],

we denote by Y the DCT coefficients of the reconstructed base layer, which will play

the role of decoder side information. To improve the reconstruction video quality, the

encoder then generates enhancement layers using WZC, or more precisely distributed

JSCC. The rationale behind lies in correlation between the DCT coefficients Xc of

the enhancement layer and the DCT coefficients of the reconstructed base layer Y ,

which we model with a “virtual” correlation channel, that is Xc = Y + N [20],

where N is an i.i.d. Gaussian random variable independent of Y (see Section 4).

The DCT coefficients Xc of the original video sequence are first quantized to X, and

then a multi-level Raptor code with IRA precoding is employed not only to compress

further X (by exploiting remaining correlation between X and Y via the SWC binning

scheme), but also to provide erasure protection (see Section 2).

LT
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Fig. 17. Block diagram of our proposed video coder with Raptor codes. DCT denotes

Discrete Cosine Transform, and Q stands for quantization.

We note that because Raptor codes have not been employed for JSCC with

decoder side information before, there are several new issues with using them for

distributed JSCC.

• First, in conventional erasure protection coding of n-length binary source se-

quence Xn = {x1, . . . , xn} with Raptor codes, a minimum of n(1 + ε) output
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symbols are needed for successful decoding (with high probability), where ε

is the overhead percentage [43, 17]. However, in distributed JSCC, the design

goal of the encoder is to guarantee that only a minimum of nH(X|Y )(1 + ε)

symbols are required at the decoder for successful decoding, where the n-length

Y n = {y1, . . . , yn} is the decoder side information.

• Second, in contrast to hard-decision decoding6 of conventional Raptor codes

over erasure channels, the decoder side information necessitates iterative soft-

decision decoding7 in distributed JSCC to extract soft information from the

Gaussian correlation channel.

The rest of this section describes how to resolve these issues by efficiently combin-

ing the received packets with side information Y in the proposed Raptor code design.

Our key novelty lies in the choice of IRA (instead of conventional LDPC) precoding,

which facilitates soft-decision decoding. For easy exposition, we assume that X is

binary (with one-bit resolution in NSQ), although results reported in Section VI are

based on using four-bit resolution in the quantizer, in which case joint decoding and

estimation at the decoder are carried out similarly as described in detail in [20, 50].

1. Encoding

The proposed Raptor encoder with IRA precoding is depicted in Fig. 18 (a). First,

the input binary sequence Xn = {x1, . . . , xn} is encoded with a systematic (n + r, n)

IRA precode, resulting in intermediate check symbols u1, . . . , ur and parity symbols

6By hard-decision decoding, we mean message-passing decoding [67] that passes
“hard” information between iterations about whether a node is 0 or 1 and outputs
hard decisions.

7By soft-decision decoding, we mean message-passing decoding [67] that passes
“soft” information between iterations but outputs hard decisions.
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v1, . . . , vr. For j = 1, . . . , r, uj is the XOR sum of all input systematic symbols it

is connected to, and vj is computed as vj = vj−1 ⊕ uj, with v0 = 0 [54]. Then, the

potentially limitless output stream z1, . . . , zm, . . . is generated from the (n+ r)-length

sequence x1, . . . , xn, v1, . . . , vr by encoding with an LT code.

Note that the (n+ r, n) IRA precode is not employed solely for SWC, but it also

facilities protection against erasures. Therefore, it is not obvious that its code rate

n
n+r

should be related to the Slepian-Wolf limit H(X|Y ) via r
n
≥ H(X|Y ), leading to

n
n+r

≤ 1
1+H(X|Y )

as in the separate design that employs the IRA code for SWC and

an additional erasure protection code. The optimal IRA code rate now depends not

only on the Slepian-Wolf limit (i.e., the correlation between X and Y ), but also on

the particular bipartite graph of the LT code.

Each LT output symbol zi is connected randomly to di IRA systematic and parity

symbols, where di is chosen from the LT code degree distribution [17]. In conventional

Raptor encoding, systematic and parity symbols of the precode are treated equally

in this random selection for LT coding. This means that each LT output symbol is

connected with equal probability to any (systematic or parity) IRA symbol − thus all

IRA symbols have in average the same degree (the number of connections to output

LT symbols, i.e., the same number of parity-check equations involved in). Since the

degree of an LT input symbol (IRA symbol) determines how strong it is protected

against erasures, all IRA coded symbols in conventional Raptor coding are equally

protected.

However, in our system, the decoder side information Y provides a priori knowl-

edge about the IRA systematic symbols, and the decoder does not have such informa-

tion about the IRA parity symbols. Consequently, if we apply conventional Raptor

encoding with equal degrees of all IRA symbols, IRA parity symbols at the decoder

would be almost useless since the systematic symbols would be easier recovered di-
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rectly from the received LT packets due to side information. In order to take full

advantage of the IRA parity symbols, we introduce a bias towards selecting IRA par-

ity symbols versus systematic symbols in forming the bipartite graph of the LT code.

This is done by selecting IRA parity symbols with probability p > 0.5 for a given LT

output symbol. Note that in conventional Raptor encoding, p = 0.5. This way, we

balance the effective realized protection between IRA systematic and parity symbols.

The key challenge is to select the optimal p so that the improved protection of the

parity symbols compensates presence of the side information for systematic symbols

and thus maximizes performance.

The optimal p clearly depends on the IRA precode rate, and these two parameters

must be considered jointly. In our encoder design, we select p and IRA precode rate

experimentally. We start with an (n + r, n) IRA code of rate less than 1
1+H(X|Y )

,

ensuring r
n

> H(X|Y ), then p is chosen in our simulations to minimize the overhead

percentage ε, i.e., the number of bits n r
n
(1 + ε) = r(1 + ε) that the decoder has

to receive for correct decoding and quick convergence of the overall Raptor code.

Given the determined p, we adjust the rate of the IRA precode to further improve

the performance. Our experiments show that the Raptor code performance is more

sensitive to the choice of p than the IRA precode rate.

2. Soft-decision Decoding

A bipartite graph used for our joint Raptor decoder is shown in Fig. 18 (b). Let

m be the number of received symbols and uj the check sum of t systematic symbols

xj1 , . . . , xjt ; then from vj = vj−1 ⊕ uj, it follows that xj1 ⊕ · · · ⊕ xjt ⊕ vj−1 ⊕ vj = 0.

In other words, the intermediate check symbols uj’s can be set to zero and viewed

as check sums of the connected systematic symbols xj1 , . . . , xjt and IRA parity sym-

bols vj−1 and vj. Therefore, we can think of X̃n+r = {x1, . . . , xn, v1, . . . , vr} as the
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extended sequence of input symbols and Z̃r+m = {u1 = 0, . . . , ur = 0, z1, . . . , zm} as

the extended sequence of received symbols. Then decoding of Xn = {x1, . . . , xn} is

based on the iterative message-passing algorithm [67] on the created bipartite graph

in Fig. 18 (b), where variable and check nodes are associated with X̃n+r and Z̃r+m,

respectively.

The log likelihood ratios (LLR’s) for the systematic symbols are computed using

the side information Y n = {y1, . . . , yn} (assuming the “virtual” correlation channel

between Xc and Y ), and since we have no a priori knowledge of the IRA parity

symbols v1, . . . , vr, the LLR’s corresponding to them are initially set to zero. In each

decoding iteration, messages or LLRs are passed from a variable node x̃ ∈ X̃n+r to a

check node z̃ ∈ Z̃r+m as follows

msg(x̃ → z̃) =
∑

w 6=z̃

msg(w → x̃) + msg0(x̃),

where msg0(x̃) is the initial LLR of the variable node x̃. Then, messages are passed

from a check node z̃ back to a variable node x̃ as

tanh
msg(z̃ → x̃)

2
= tanh

msg0(z̃)

2

∏

w 6=x̃

tanh
msg(w → x̃)

2
,

where msg0(z̃) is the initial LLR of the check node z̃ (i.e., if z̃ = 0, then msg0(z̃) =

+∞; otherwise, msg0(z̃) = −∞).

At the end of the above soft-decision decoding process, Xn is decoded as X̂n,

and the optimal estimate of Xc given X̂ and Y at the decoder is computed as the

conditional mean X̂c = E(Xc|X̂, Y ) before X̂c is converted to the pixel domain x̂c

via the inverse DCT.
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F. Experimental Results

In this section we report our experimental results obtained with the standard CIF

Foreman and SIF Football sequences. We encode 300 frames for Foreman and 100

frames for Football at 30 f/s. The base layer (or decoder side information) is generated

with the H.26L video coder [66]. Every 20 frames are grouped and coded as one

GOF that consists of one I frame followed by 19 P frames. Enhancement layers are

generated using WZC, where the correlation between source X and side information

Y is modeled as jointly Gaussian. We assume that Xc = Y + N in the DCT domain,

where the side information Y ∼ N(0, σ2
Y ) and the quantization noise N ∼ N(0, σ2

N)

due to H.26L coding are independent.

Similar to [20, Fig. 7], we estimate σ2
N for each DCT coefficient based on the

MSE between Xc and Y within each GOF. We only code the first three DCT coeffi-

cients (i.e., the DC and the first two AC coefficients AC1 and AC2) and discard the

remaining ones in each block8. Each coded coefficient Xc is quantized to four bits

using NSQ [5], leading to X = B0B1B2B3 in its binary representation, and a total of

3× 4 = 12 Raptor codes.

Each IRA precode is designed using density evolution with Gaussian approxima-

tion [54]; the input length n of the 12 IRA codes for each GOF is the same, but it

differs from GOF to GOF (in the range of 70-110 Kb, depending on the amount of

motion in each GOF). The distribution of the LT code we use is from [43]; although

this distribution is optimal for the binary erasure channel, it provides good perfor-

mance for the Gaussian channels as well [59]. Each LT check node is connected to

the r IRA parity nodes with the bias probability p and to the n systematic nodes

8We note that more than three DCT coefficients may be required to be coded at
high bit rates.
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with probability 1 − p. The resulting output bitstreams are grouped into packets of

200 bytes each and sent over the packet erasure channel with packet loss ratio 0.1

(i.e., with capacity C = 0.9). At the receiver, 100 iterations are used in joint Raptor

decoding. We assume error-free decoding if the probability of decoding error is less

than 5× 10−5.

1. Coding Performance with Perfect Base Layer

In this subsection, we assume that the base layer is perfectly reconstructed at the re-

ceiver, and compare the proposed joint design based on Raptor codes (with IRA pre-

coding and soft-decision decoding) to a separate design scheme, which concatenates

IRA codes (for Slepian-Wolf compression) and conventional LT codes (for erasure

protection).

In the separate design, the rate n
n+r

of the (n + r, n) binary IRA code for the

most significant bit B0 of X is chosen such that the SWC rate r
n

is larger than the

corresponding precomputed Slepian-Wolf limit H(B0|Y ), which depends on the joint

statistics between B0 and Y ; and the IRA code rate for Bi (i = 1, 2, 3) is picked

so that the corresponding SWC rate r
n

is lower bounded by the Slepian-Wolf limit

H(Bi|B0, . . . , Bi−1, Y ), which is computed from the joint statistics between Bi and

{B0, . . . , Bi−1, Y } [20].

In our joint design, the best probability p and the rate of the IRA precode for

each of the 12 Raptor codes (for each GOF) are determined as described at the end

of Section 1.

Table II lists our computed Slepian-Wolf limits, the actual SWC rates (as de-

termined by r
n
) we use in the separate design, and the corresponding r

n
’s of the IRA

precodes in the joint design, for the first GOF of Foreman (with the H.26L base layer

rate being 273.41 Kb/s).
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Fig. 19 shows the obtained PSNR (averaged over all 300 frames for Foreman

and 100 frames for Football) as a function of the total transmission rate. For each

sequence, two different H.26L base layer rates are chosen, and the enhancement layers

are transmitted over the packet erasure channel (with C = 0.9). The four PSNR-

rate points on each curve correspond to results after consecutively decoding packets

generated for each of the four bit planes. The theoretical limit is nH(X|Y )(1+ ε)/C,

where H(X|Y ) = H(B0|Y ) + H(B1|B0, Y ) + H(B2|B0, B1, Y ) + H(B3|B0, B1, B2, Y )

and ε is the overhead of the LT code in erasure correction coding. In the separate

design, the minimum number of LT symbols that the encoder needs to transmit

is defined as nRX(1 + ε)/C, where RX is the actual SWC rate (third column of

Table II) achieved by IRA codes and the overhead of the LT code ε is around 7%

in our experiments. The horizontal performance gap (in rate) between the separate

design and the theoretical limit represents the loss due to practical SWC with IRA

codes. For the DC component of the first GOF of Foreman, the IRA code profiles

are λ(x) = 0.7248x2 + 0.2301x6 + 0.0451x7, ρ(x) = x25; λ(x) = x2, ρ(x) = x37;

λ(x) = 0.5936x2 +0.4064x12, ρ(x) = x23; and λ(x) = 0.4293x2 +0.2644x9 +0.3064x10,

ρ(x) = x12 for B0, B1, B2, and B3, respectively.

For our joint design based on Raptor codes, we report the best results optimized

at p = 0.8 for the bias probability. It is seen from Fig. 19 that to achieve the same

average PSNR, the number of transmitted packets with the joint Raptor code design

is 7-9% and 5-6% less than that with the separate design for the CIF Foreman and SIF

Football, respectively. For the DC component of the first GOF of Foreman, the IRA

precode profiles are λ(x) = 0.8088x2 + 0.1912x4, ρ(x) = x24; λ(x) = x2, ρ(x) = x42;

λ(x) = 0.6185x2+0.1198x11+0.2617x12, ρ(x) = x24; and λ(x) = 0.3204x2+0.1911x9+

0.2435x13 + 0.2449x22, ρ(x) = x18 for B0, B1, B2, and B3, respectively. If we denote

the minimum number of LT symbols the decoder has to receive for correct decoding
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as nR′
X(1 + ε′), where the rate R′

X is the corresponding r
n

(fourth column of Table

1) of the IRA precode, based on results in the figure, the overhead ε′ due to Raptor

coding is 5-6%.

As theoretically predicted, our proposed joint design improves the performance

of the separate design by taking the advantages of the Raptor codes over the LT codes

in conventional erasure protection coding. Indeed, in LT coding, each parity-check

symbol is connected randomly to a predetermined number of information symbols. In

separate SWC and LT coding of Xn, it is possible that an information symbol is not

connected to any of the received n(1+ ε) LT parity-check symbols. It cannot then be

recovered, although the probability of this event decreases as n increases. On the other

hand, in our proposed joint design (as in Raptor coding), the additional connections

to the information symbols (realized via precoding) reduce this probability.

2. Coding Performance with Corrupted Base Layer

In this subsection, we investigate robustness to the reconstruction errors in the base

layer. The base layer and enhancement layers are generated by encoding the first 20

frames (one GOF) of the CIF Foreman and SIF Football sequences and transmitted

over the same packet erasure channel. To illustrate improved robustness of Wyner-

Ziv video coding over classic FGS video, besides the two designs (joint and separate)

described in the previous subsection, we included another separate scheme based on

H.26L FGS [15] video coding and erasure protection. Besides LT coding for erasure

protection, we also consider MDS RS coding (RS codes are used purely to simplify

implementation, there is no conceptual difference between RS codes and LT codes for

erasure protection). To study the impact of MDS coding, the enhancement layers in

the two separate designs are protected with either LT codes or with MDS RS codes.

Thus, five different schemes are tested: 1) the proposed joint design based on Raptor
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codes (with IRA precoding and LT codes), 2) the separate IRA + LT design, 3) the

separate IRA + RS design, 4) H.26L FGS + LT, and 5) H.26L FGS + RS. Note that

schemes 2 and 3 exploit IRA codes for Slepian-Wolf compression in WZC.

The base layer is encoded at 334.2 Kb/s and 1762 Kb/s, for the CIF Foreman

and SIF Football sequence, respectively, where 10% of the rate is used for RS parity

symbols; that is, an RS code of the rate 9
10

is employed for erasure protection of the

base layer. The bitrate of the enhancement layer is fixed at 281.1 Kb/s and 492.7

Kb/s, for the CIF Foreman and SIF Football sequence, respectively. The generated

video packets are transmitted over a packet erasure channel where packet losses are

introduced randomly with probability q.

In all experiments the LT code rate in schemes 2 and 4 is chosen to be 0.82 so

that the probability of the LT decoding success is high at packet loss ratio 0.1. The

code rates of the IRA code and LT code in scheme 1 are kept the same as in schemes

2 and 4 for fair comparisons, and the bias probability p in scheme 1 is set to be 0.8

as in the previous subsection. When RS codes are used, we employed the multiple

description-based PET system of [39], which provides the most effective protection (at

the expense of increased complexity and delay). The optimal source-channel symbol

allocation (the RS code rates) is determined by using the fast unequal error protection

algorithm of [68], assuming a packet loss ratio of 0.1.

To evaluate robustness to the optimization mismatch (e.g., due to unknown chan-

nel statistics at the encoder), all five schemes are designed assuming channel packet

loss ratio 0.1 and tested at five different loss ratios q = 0.06, 0.07, 0.08, 0.09, and

0.1. The obtained average PSNR over all 20 frames and one hundred simulations as

a function of q is shown in Fig. 20. Note that after decoding, there are still resid-

ual errors in the base layer. For example, for the CIF Foreman sequence, residual

packet loss ratios in the base layer were 0.47%, 1.03%, 2.13%, 3.41%, and 5.00%,
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at q = 0.06, 0.07, 0.08, 0.09, and 0.1, respectively. (A simple error concealment is

done during decoding.) For the enhancement layers, in schemes 2 and 3, the whole

layer where the first syndrome decoding failure occurs is discarded together with all

successive layers. This is done because Slepian-Wolf decoding cannot be performed

with corrupted syndromes; therefore we must ensure that the entire bitstream fed to

the Slepian-Wolf decoder is error free.

From the figure we can see that the joint scheme performs uniformly better

than all separate design schemes (up to 1.2 dB and 1 dB, for the CIF Foreman and

SIF Football, respectively, when compared to the separate scheme in its worst). The

second conclusion from the figure is that the distributed coding schemes (schemes 1, 2,

and 3) are more robust than FGS schemes in general, showing that employed WZC is

capable of alleviating the effect of error drifting associated with standard FGS coding.

We can also observe that the schemes with LT codes give a better reconstruction

quality than the corresponding schemes based on RS codes at low packet loss ratios;

we explain this by the fact that the schemes 3 and 5 are overprotected, since they are

optimized for q = 0.1; that is, the LT code rates in schemes 2 and 4 are higher than

the RS code rates in schemes 3 and 5. On the other hand, the LT-based schemes

provide slightly worse quality at high packet loss ratios (where the optimization is

performed), due to MDS property of RS codes.
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Fig. 18. (a) The graphical representation of the proposed Raptor encoder with IRA

precoding. (b) The bipartite graph of our joint Raptor decoder.
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Table II. Our computed Slepian-Wolf limits, the actual SWC rates (given by r
n
) we

use in the separate design, and the corresponding r
n
’s of the IRA precodes

in the joint design, for the DC, AC1 and AC2 of the first GOF of Foreman.

The unit measure for all entries is bit.

Slepian-Wolf Actual SWC rate r
n

Corresponding r
n

limit (separate design) (joint design)

DC: B0 0.0942 0.14 0.12

B1 0.0458 0.08 0.07

B2 0.1173 0.17 0.16

B3 0.2717 0.38 0.34

AC1: B0 0.0837 0.12 0.11

B1 0.0013 0.02 0.02

B2 0.0131 0.03 0.03

B3 0.1070 0.16 0.14

AC2: B0 0.0027 0.02 0.02

B1 0.0547 0.09 0.08

B2 0.0329 0.06 0.06

B3 0.1901 0.27 0.25
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Fig. 19. Average PSNR (in dB) performance vs. bit rate (in Kb/s) between our

distributed JSCC design and separate IRA and LT design for (a) the CIF

Foreman and (b) the SIF Football sequences. The base layer is generated

using H.26L and the packet loss ratio of the erasure channel is 0.1. The

theoretical limited is nH(X|Y )(1+ ε)/C, with n being the input code length,

H(X|Y ) the computed Slepian-Wolf limit, ε = 0.07, and C = 0.9.
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Fig. 20. Performance comparisons of the joint Raptor code design, separate IRA +

LT design, separate IRA + RS design, H.26L FGS + LT, and H.26L + RS

for (a) the CIF Foreman and (b) the SIF Football, as a function of the packet

erasure rate. All schemes are designed for packet loss ratio 0.1.
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CHAPTER V

CONCLUSIONS

The focus of the this dissertation is layered Wyner-Ziv video coding as a new approach

to video compression and delivery. In Chapter II, we have proposed a practical layered

Wyner-Ziv video coding system using the DCT, NSQ, and irregular LDPC code

based SWC. The low-complexity DCT is used as an approximation to the cKLT.

NSQ is the simplest nested quantization scheme that corresponds to quantization

in classic source coding. LDPC code based SWC exploits the correlation between

the quantized version of the source and the side information, and can be viewed as

the counterpart of entropy coding in classic source coding. Our layered video coding

system achieves scalability as the layered Wyner-Ziv bitstream enhances the standard

base layer bitstream in such a way that it is still decodable with commensurate

qualities at rates corresponding to layer boundaries. Simulation results demonstrate

that layered WZC is more error robust than H.26L FGS coding in video streaming

applications.

Although our results are encouraging, much remains to be done to make Wyner-

Ziv video coding more viable in practice. First, more accurate statistical modeling will

improve the quantizer and the SWC design. Second, LDPC code design can be further

improved by using density evolution without the Gaussian approximation for different

source distributions. In addition, it is desirable to improve the performance of LDPC

codes with shorter block length to reduce the time delay in video coding. Our current

implementation of layered WZC only allows decoding at layer boundaries – decoding

at the middle of a layer (bit plane) will suffer a high performance loss as unavailable

bits in the layer have to be treated as erasures. The counterpart of scalable source

codes (e.g., arithmetic codes) or progressively decodable channel codes are needed for
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scalable SWC to achieve fine-grained scalability. But scalable SWC remains to be a

challenging problem.

We have relied on extensive simulations when testing error robustness of our lay-

ered Wyner-Ziv video coder, which is only designed under the assumption of noiseless

channels. When the channel for the Wyner-Ziv enhancement bitstream is noisy, we

have a problem of source channel coding, which is addressed in the following chapters.

On the other hand, if the channel for the base layer bitstream is not perfect, the side

information might be absent at the Wyner-Ziv decoder; although theoretical results

for optimal encoding in this case appeared more than 20 years ago [69], we have not

seen any corresponding practical code design even for ideal sources yet.

In Chapter III, we have proposed a system for real-time streaming of live or pre-

stored video over heterogeneous error-prone networks based on layered Wyner-Ziv

video coding and digital fountain coding. The former is employed to improve the

error robustness to packet loss, while LT code is chosen over RS code for error control

due to its rateless property and low decoding time although RS code is optimal in

terms of recovering erasures.

For real-time video streaming which requires bounded decoding delay, transmis-

sion packets must be decoded with very low decoding latency so that the video can

be played out continuously. In contrast to LT decoding, which has O(k ln(k/δ)) com-

plexity, implementing iterative LDPC decoding with codeword length of 105 bits and

50 decoding iterations is time consuming (it takes about seven seconds of CPU time

in our experiments on a PC having Pentium IV 2400 MHz processor). Reducing the

LDPC codeword length decreases decoding time, but worsens the performance. Thus,

this is currently a limiting factor in applying our system to live video streaming.

In Chapter IV, we extended the work in Chapter III to channel coding for dis-

tributed JSCC and expanded the powerful concept of digital fountain codes for erasure
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protection in the process of accommodating the decoder side information. We have

also developed a practical distributed JSCC scheme that exploits a single digital foun-

tain Raptor code for both compression and protection for transmission over erasure

channels. With this solution, we are able to reflect the advantages of Raptor codes

over LT codes to the distributed coding case. Thus, the joint design based on our

novel distributed JSCC paradigm is superior to designs where compression and pro-

tection coding are treated separately. In addition, while the separate design scheme

has to wait until enough number of LT encoded symbols are collected for decoding of

all Slepian-Wolf coded syndromes, in our proposed scheme, the decoding error grad-

ually decreases as more encoded symbols become available. Our future work is to

further optimize the IRA code as the precode using the extrinsic information transfer

(EXIT) chart [70] to improve the coding performance of the proposed joint scheme.
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