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ABSTRACT

Molecular Dynamics Simulation of Montmorillonite duMechanical and
Thermodynamic Properties Calculations. (May 2007)
Selma Atilhan, B.S., Ege University;
M.S., Ege University
Chair of Advisory Committee: Dr. Tahir Gan

Nanocomposites refer to the materials in whichdéning characteristic size of
inclusions is in the order of 10-100nm. There aeesal types of nanoparticle inclusions
with different structures: metal clusters, fullegsnparticles and molybdenum selenide,
Our research focus is on polymer nanocompositeb wibrganic clay particles as
inclusions, in particular we used sodium montmonite polymer nanocomposite.

In our study, modeling and simulations of sodiummtnworillonite (N&-MMT) is
currently being investigated as an inorganic nanguusite material. NaMMT clay
consists of platelets, one nanometer thick witlydalateral dimensions, which can be
used to achieve efficient reinforcement of polymaatrices. This nanocomposite has
different applications such as a binder of aningddf a plasticizing agent in cement,
brick and ceramic, and a thickener and stabilizéatex and rubber adhesives.

In this study, sodium montmorillonite called NSIMT structure is built with the
bulk system and the layered system which includas f1 to 12 layers by using Crystal
Builder of Ceriu§. An isothermal and isobaric ensemble is used ficutation of
thermodynamic properties such as specific heat oiiigm and isothermal expansion
coefficients of N&MMT. A canonical ensemble which holds a fixed temgture,
volume and number of molecules is used for definexdpliation kinetics of layered
structures and surface formation energies forMMT layered structures are calculated
by using a canonical ensemble. Mechanical propedie used to help characterize and
identify the Na-MMT structure. Several elastic properties suchcaspliance and
stiffness matrices, Young's, shear, and bulk ma&julolume compressibility, Poisson's
ratios, Lamé constants, and velocities of soundcalteulated in specified directions.



Another calculation method is the Vienna Ab-iniBomulation Package (VASP). VASP
is a complex package for performing ab-initio quammechanical calculations and
molecular dynamic (MD) simulations using pseudoptiéds and a plane wave basis set.
Cut off energy is optimized for the unit cell of NIMT by using different cut off
energy values. Experimental and theoretical calameters are compared by using cell
shape and volume optimization and root mean sq(RK&S) coordinate difference is
calculated for variation of cell parameters. Célhge and volume optimization are done

for calculating optimum expansion or compressiomstant.
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NOMENCLATURE

a: Lattice angle between x and y directions
[: Lattice angle between x and z directions
y . Lattice angle between y and z directions

a: Lattice parameter
b: Lattice parameter
c: Lattice parameter
&. Atomic position on x direction
w: Atomic position on y direction

¢: Atomic position on z direction
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CHAPTER|

INTRODUCTION

1.1 Definition of Nanocomposites

The material systems described as nanocompositiisggecher day by day over
a range of systems with one, two and three dimeasioanoscale composites in various
matrix materials such as metals, ceramics and petym

Inorganic-polymer nanocomposites are compositef wibrganic materials as
inclusions. The inorganic components can be a tlimensional framework systems
such as feldspar group (albite, microcline), fetdbpid group (cancrinite, leucite,
sodalite), quartz group (coesite, quartz, tridyinged zeolite group (analcime, mesolite,
phillipsite), two-dimensional layered materials Isucas clays (kaolinite,
montmorillonite/smectite, clay-mica and chloriteogps), metal oxides (@Ds xerogel
and aerogel), silicates (aluminum silicates, maigmessilicates, magnesium iron
silicates, zirconium silicates, potassium magnesialaminum silicate hydroxide
fluorides), n-silicates, metal phosphates, and ewag-dimensional such as nanowire,
nanorod, nanotube and zero-dimensional materials aa (M@Se;)’, fullerene particles
and clusters. Experiments indicate that essent#llitypes and classes of nanocomposite
materials lead to new and enhanced properties wbepared to their macrocomposite
analogues. Consequently, nanocomposites have [@btew applications in several
areas such as mechanically reinforced light-wesgimponents (Concrete, Carbon-fiber-
reinforced plastics), non-linear optics (metal aedhiconductor nanocomposites (copper,
silver nanoparticlesp-BaB,O,4, LiB3Os)), nanosensors (chemical nanosensors used on
multi wall carbon nanotubes, devices and methodsd&iection of basic gases and
thermal nanosensors used for temperature conirel,detection, engine environment
monitoring (coolant and lubricant temperatures)attdry cathodes (Ds, VgO:3),

nanowires.

This thesis follows the style of Materials Scieaoel Engineering: R: Reports.



1.2 Structure and Chemical Formula of Clay

Clay is a natural, earthy, fine-grained materiahttilevelops plasticity when
mixed with a limited amount of water. The most coomelay minerals can be classified
into five groups: smectite (montmorillonite, beide); illite (illite and glauconite);
kaolinite (kaolinite, halloysite); chlorite (chloe); sepolite (sepolite and palygorskite)
[1].

Structurally, clays are built up of layers of oadhal and tetrahedral sheets. The
primary building blocks of these sheets are themalum octahedron and the silica
tetrahedron. The Al is generally found in six fold or octahedral cdnedion while the
Si** cation takes place in four fold or tetrahedralrdimation with oxygen [1]. Layered
silicates is a member of the 2:1 phyllosilicatesitural family, in which the central
octahedral alumina sheet is sandwiched betweendirahedral silica sheets [2] (Fig. 1).
These layered crystals, which are approximately imok with lateral dimensions from
30nm to several microns, are piled parallel to eatbler and are bonded by local van der

Walls and electrostatic forces.

Octahedral Sheet

Tetrahedral Sheet

Fig. 1. Structure of 2:1 phyllosilicates [3]

Clays are naturally occurring minerals; they mustpurified before use. The
most commonly encountered layered silicates are tmmanilonite, hectorite and
saponite. The clay layers allow delocalization @&gative charges. These negative

charges are then neutralized by cations such*adNef, K*, Mg?* or C&" situated in



between the charged layers. Because of their hyglophilic nature, water molecules

generally position between the clay layers [1,2phell.

1.3 Montmorillonite
1.3.1 Montmorillonite and Its Physical Properties

Montmorillonite (MMT) is a well known clay mineral.lhe name derives from the
French town Montmorillon, where it was discovergdamour and Salvetat in 1847.
MMT is formed by weathering of eruptive rock magtijusually tuffs and volcanic ash).
In its pure form, MMT includes trace amounts ofstopalite, zeolites, biotite, quartz,
feldspar, zirconia, as well as some other mindwalad in volcanic rocks [1]. MMT has a
crystallographic structure based on pyrophyllitedelo Pyrophyllite model structure
consists of two silica tetrahedral sheets sandwglain edge-shared octahedral sheet of
either aluminum or magnesium hydroxide, known ag-ttsheets. A polyhedra

representation of MMT crystal structure is giverrig. 2.

Fig. 2. Polyhedra rendering of crystal structure of It@ntmorillonite clay



MMT has the ability to absorb certain cations amd retain them in an
exchangeable state which makes intercalated catiiobhs exchanged by other cations in
a water solution. Naand C&" are the most common exchangeable cations. Cation
exchange capacity is constant for any given cldy§IMTs can be classified into two
main parts as sodium MMT (RMMT) and calcium MMT (C&-MMT).

Montmorillonite clay properties are shown in Tablgl].

Table 1. Montmorillonite clay properties

Class Silicates

Subclass Phyllosilicates

Crystal System Monoclinic, C2/m

Member of Smectite group

Color White, yellow

Cleavage Perfect in one direction, basal

Fracture Uneven to lamellar

Luster Earthy (dull)

Specific surface 800fty

Particle dimensions From 0.1¢h in length and 0.9nm in thickness

Mohs Hardness @20°C 15-2.0

Average Specific Gravity (g/cc)| 2.3-3

Molecular Weight (g/mol.) 540.46

Average Density (g/ct 2.35

Characteristic Crystals expand to many times their volume when
added to water

Field Indicators Softness, and soapy feel

1.3.2 Sodium Montmorillonite and Its Applications

Na'-MMT or with its commonly known name bentonite iscammonly and
highly utilized industrial clay; which was firststiovered in Fort Benton, Wyoming USA
[5]. Na'-MMT has very small micron sized particles with rexnely fine-grained and



thin-layered structure. Within these thin layersdely bonded Nacations present.
Loosely bonded Nacations are bound to one another and they arly exsihangeable.
Na'-MMT is the most developed and commercialized ddg/-MMT is naturally
hydrophilic and it has pretty good water affinitipue to this property, they are
incompatible with most polymers. Consequently idifficult to get good mixing and
dispersion of N&aMMT with polymer solutions. Additionally, the higklectrostatic
forces cause clay platelets to hold together tightFor these reasons the clay must be
treated so it can be incorporated into a polymerorder to make clay surface more
compatible with a polymer, ion exchanging methodhisommon application. On the
other hand ion dipole interaction is an alternativethod to ion exchanging method. As
mentioned above, since the cations on the clayaserére loosely bound, they can be
replaced by other cations. This process makes mase hydrophobic and helps clay
platelets to separate. When clay platelets areraeguh they can be easily intercalated
and then subsequently exfoliated into the polyrér [
Na'-MMT clays have several application areas. Todfghem:
* Binder of fodder (animal feeds) in pellet form.
* Binder of insulating material containing rock waml asbestos fibers which are
used in furnaces and steam boilers.
* Plasticizing agent in cement and grout.
* Plasticizer in brick, sewer pipe, ceramic, andaetiory mixes.
* Thickener of fire retardant slurries dropped francraft.
* Thickener and stabilizer of latex and of rubberesives.
* Thickening, suspending, and adsorptive ingrediemhédicines, pharmaceuticals,
and cosmetics.

* Gelling agent in greases and lubricants.

1.4 Synthetic Methods for Polymer Layered Clay Nanocomposites

Intercalation of polymers into inorganic layeredtengls with retention of the layered
structure is an excellent way of constructing nameftganic-polymer composite systems.
Fig. 3 shows a schematic view of intercalation tieas of polymers into the interlayer

spaces. Intercalation is either done directly onedby in situ polymerization of pre-



intercalated monomers between the layers of hostrals. Since direct intercalation is
limited, preintercalated monomers becomes more ftapb However, control of
molecular weight of the polymers become more diffiecn situ polymerization method
[7].

There are four main processes in preparing thenperiytayered silicate nanocomposites
[8].

U Exfoliation-adsorption: By the assistance of a solvent in which polymer is
soluble, layered silicate is exfoliated into laye®®me layered silicates can be
easily dispersed in an adequate solvent due topteeence of weak forces
between the layers. The polymer then adsorbs dmadelaminated sheets and
when the solvent is evaporated (or the mixture ipitatded), the sheets
reassemble, sandwiching the polymer to form, in best case, an ordered
multilayer structure. In this process, nanocomgassére obtained by the emulsion
polymerization while layered silicate is dispersethe aqueous phase.

U In situ intercalative polymerizationin order to provide ground for polymer
formation in between the intercalated sheets, &g/silicate is swollen within the
liquid monomer or monomer solution. Initiation dietpolymerization process is
given by heat or by the diffusion of a suitabletiator. Often organic initiator
catalysts are used.

U Melt intercalation: Polymer is mixed with the layered silicate in reoltstate
conditions. If the chosen polymer is compatiblehwibhe layered surfaces, the
polymer can crawl into the interlayer space andnfeither an intercalated or an
exfoliated nanocomposite. Solvent presence isatpiired for this process.

U Template synthesis: Double-layer hydroxide-based nanocomposites are
synthesized by using silicate building blocks. Ehs#icates are formed in situ in
an aqueous solution containing the polymer [9, kOfhis technique, the polymer
aids the nucleation and growth of the inorganict hmgstals and gets trapped
within the layers as they grow based on self-asgefalres [11].



La‘,-“sred mate nal E

Munnmcr Pol
Olymer

Inlcu.alu:mn Intercalation

I*rc:.ums-r -mJulum

Coprecipitation

in situ polymerization

Fig. 3. Schematic view of preparation methods for polymegricalation compounds [7]

Depending on the interaction between the layerag ahd the nature of the surfactant,
different types of nanocomposites, ranging from isuible to exfoliated, can be
obtained, as shown in Fig. 4. In conventional omistible composites, the polymer
chains are unable to penetrate between the claydaiy intercalated nanocomposite, one
or more polymer chains intercalate between the leggrs, but the registry between the
clay layers is maintained; in exfoliated nanoconiteoshe registry between the clay
layers is lost, the clay layers are completely mhét@ated and the individual clay layers
can be seen [2]. Dispersing clays in polymers igpadrant to obtain complete
delamination of the clay in the matrix polymer. Itias become possible due to the
recent advances [2].



POLYMER NANOCOMPOSITES

Conventional
Composite
Intercalated
Polymer MNanocomposite
+

Exfoliated
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Fig. 4. Scheme of different types of composite arisirapifrthe interaction of polymers
and layered nanocomposites[12]



CHAPTER I
THEORY

2.1 Introduction to Molecular Simulation

After the end of 2 World War, the use of computers and associated
computational methods in solving problems in saem@nd engineering have grown
dramatically and leading to emerging fields such esmputational physics,
computational chemistry, computational fluid dynespicomputational solid mechanics,
etc. as the computational methods become feadip® [L3-15]. As the high performance
computers with increasing efficiency become avédalscientists and engineers are
handling modeling and simulations approaches tdlpms using levels of methods
ranging from quantum level calculations to chempdaht design. In this study, we shall
focus our attention only on the atomic or moleceale simulations, which covers the
time scale up to a few tens of nano-seconds andetigth scale up to a few tens of
nanometers.

Molecular simulations play a crucial role espegiafi nanoscale research due to
compatible nature of length and time scales inwihl\Ve general, one may use molecular
simulation approaches to compare the calculatecpepties of systems with the
experimental results. But even more important, ol simulations can be employed
to the systems that have not been studied via empets [13, 15] in order to aid or guide
the development of new material systems and stemtuThis, of course, requires
enhancing the predictive power of molecular simafet. In classical molecular
simulations this requires improvement of the fumadil form and parameterization of the
intermolecular and intramolecular interactions utyileg the physics and chemistry of
the materials systems. The functional forms armb@ated parameters, i.e. the force-
fields, may be improved by validating the simulatiesults against the experiments.
With reliable interaction force fields, moleculamsilations can be used to guide the
physical experiments. Furthermore, molecular satiohs served as a test method for
new theories of condensed phases of matter bydteians. That is to say, in this case
simulations may be used to screen the theories @ag the role of testing by

experiments. Therefore, we may refer to a molecsilaulation processes asmputer
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‘virtual’ experiments[13]. Molecular dynamics (MD) simulation and Mor@arlo (MC)
simulation are the two basic techniques in the mdér simulation world.

Through molecular simulations with reliable intdrac force fields, the
macroscopic thermodynamic properties such as peessaternal energy, thermal
expansion, compressibility, tensile and shear magjudpecific heats can be evaluated by
using the microscopic level information generatedigh simulations [15]. For instance,
the equilibrium macroscopic properties are caledaby taking the averages or time
averages in molecular dynamics,, and ensemble ga®ia Monte Carlo simulations. On
the other hand, transport macroscopic propertaten referred as dynamic properties-,
can be measured from molecular dynamics simulatging appropriate time correlation

functions of the relevant microscopic variablesrahe generated time series -trajectory.

2.2 Molecular Dynamics

Molecular dynamics first introduced by Alder and iWeright [16], in order to
study the condensed phase of fluids beyond theswds densities. Early simulations
utilized hard core represantation for interactions1964 Rahman [17] carried out first
simulation including long range interactions (ssffihere) by employing Lennard-Jones
potential to represent the interactions in ligaigon as opposed to hard sphere . Since
then the molecular dynamics simulations with camus potentials became a very
widely used research tool for researcher to caleulze bulk properties of materials and
to develop fundamental physical understanding stesys including complex systems
such as biological and synthetic polymers.

The theoretical basis in using molecular modelmggiating atomistic trajectories
in space to macroscopic physico-chemical propensestatistical thermodynamics.
Hence, through determining the structure and dyosuwi a system at the atomistic level
one can predict the bulk property of a system atntlacroscopic level. One approach to
establish this connection is through molecular dyica (MD). MD generates
information at the atomistic level by producingrad series of positions and momenta of
these particles through which one can determingliysical properties. The time series
for position and momenta —trajectory — is obtaia solving the Newtonian equations of

motion for an N-body system.
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The equations of motion is simply the statemerti@fvton’s second law for each
particle in N-body systems,

Force = mass * acceleration ar-Fm * g, (1)
Here the force on a given particle is a functionh& coordinates of the other particles in
the N-body system. Hence the equations of motrentaratively solved in time as the
positions and velocities of particles change. Tdred on any atom is calculated from the
derivative of energy at each configuration —foystem under no external force:

dE

E =F 2)

One may evaluate the energies and forces usingsaical force fields or a seleted level
of quantum theory. In practice, the atoms are assignitial velocities that conform to
the total kinetic energy of the system, which imfus dictated by the desired simulation
temperature. From the knowledge of the force orh edom, it is possible to determine
the acceleration of each atom in the system. Iatemgr of the equations of motion then
yields a trajectory that describes the positioefpaities and accelerations of the particles
as they vary with time. From this trajectory, thee@ge values of properties can be
determined. The method is deterministic; once th&tipns and velocities of each atom
are known, the state of the system can be predaitedy time in the future or the past.
Molecular dynamics simulations can be time consgnand computationally expensive.
However, computers are getting faster and che&emlations of solvated proteins are
calculated up to the nanosecond time scale; howesuaulations into the millisecond
regime have been reported.

Identification and evaluation of different type ioteractions between different
types of particles is expressed through what wietlealforce fields. There are many types
of force field. We will describe some of the widalged force fields below. In our
calculations we have used a force field which aataly represents the interactions
within clay and interactions with organic moleculasd polymers and within organic

polymers.
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2.2.1ForceFidds

The functional form of the potential energy expi@ssandthe entire set of
parameters needed to fit the potential energy serdanstitute the force field. The energy
expressions the specific equation that is set up for a patdr model (types of atoms,
particular connectivity, choices for attributes¢)eand including (or not) any optional
terms.

It is important to understand that the force fibtith the functional form and the
parameters themselves represents the single largggtoximation in molecular
modeling. The quality of the force field, its amalbility to the model at hand, and its
ability to predict the particular properties measlim the simulation directly determine
the validity of the results.

The force field contains the necessary buildingckdofor the calculations of
energy and force:

« A list of atom types.

% A list of atomic charges (if not included in th@mi-type information).

% Atom-typing rules.

+« Functional forms for the components of the energyession.

« Parameters for the function terms.

s For some force fields, this may include some rideggenerating parameters that
have not been explicitly defined.

+ For some force fields, this may include a specifi&y of assigning the functional
forms and associated parameters.

The force fields commonly used for describing moles, polymers, biopolymers
usually employ a combination of internal coordisatand terms (bond distances, bond
angles, torsions, etc.), to describe part of themgal energy surface due to interactions
between bonded atoms, and nonbond terms to desthibevan der Waals and
electrostatic interactions between atoms. The fonat forms range from simple
quadratic forms to Morse functions, Fourier expansj Lennard—Jones potentials, etc.

The goal of a force field is to describe entiressks of molecules with reasonable
accuracy. In a sense, the force field interpolates extrapolates from the empirical data

of the small set of models used to parameterizddiee field to a larger set of related
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models. Some force fields aim for high accuracyddimited set of element types, thus
enabling good prediction of many molecular progsttiOther force fields aim for the

broadest possible coverage of the periodic tahlé, mecessarily lower accuracy.

2.2.1.1 The Energy Expression

The actual coordinates of a model combined withftinee field data create the
energy expression (or target function) for the nhoddis energy expression is the
equation that describes the potential energy seirdd@ particular model as a function of
its atomic coordinates. The potential energy ofystesn can be expressed as a sum of
valence (or bond), and nonbonded interactions.

The energy of valence interactions is generallyoaoted for by diagonal terms,
namely, bond stretching (&g, valence angle bending {f9, dihedral angle torsion
(Etorsion, and inversion (Rersion terms, which are part of nearly all force fielfis
covalent systems.

Eval = Boond + Eangle t Eiorsion + Binv (3)

The energy of interactions between nonbonded atsrascounted for by van der

Waals (Eqw), electrostatic (Eouomy, @and (in some older force fields) hydrogen bond

(Enbong terms:
Enonbond= Evaw + Ecoulomb+ Enbond4)

2.2.1.2 Advantages of Having Several Force Fields

A broader range of systems can be treated: Sonssicdd force fields were
originally created for modeling proteins and pegsidothers for DNA and RNA. Some
have been extended to handle more general systawnsghsimilar functional groups.
The rule-based force fields have extended the raglorce field simulations to a
broader range of elements. The second-generatioce fields currently include
parameters for all functional groups appropriatepfotein simulations.

Identical calculations with two or more independimte fields can be compared
to assess the dependence of the results on the fid: For example, amino acid
parameters are defined in the AMBER, CHARMm, CVEFF, and MMFF94 force
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fields, so peptide and protein calculations witkskn force fields can be compared to
assess the effect of the force fields.

The different functional forms used in the vari@mergy expressions increase the
flexibility of molecular mechanics or molecular dynics program: You can balance the
requirements of high accuracy vs. available contprtal resources. (Highly accurate
force fields are generally more complex and theeefequire more resources.) Different
energy terms can be compared. For example, appabins such as a distance-
dependent dielectric constant or scaling of 1-4bood interactions can be assessed.
Harmonic bond terms are accurate only at bond lhengtose to the reference bond
length, but the Morse term can be used to moded Ibo@aking.

The development of new force fields and elsewhergicues to provide more
accurate and more broadly applicable force fields. experience is gained in
parameterizing the force fields and as new experatelata become available, the range

of both properties and systems fit by these neaeeffields will increase.

2.2.1.3 Typesof Force Field

Many different force fields which are suitable feystems dealt in this thesis
exists, such as CHARMM, AMBER, Dreiding, CFF, PCERjversal, CVFF. These are
some of the most frequently used force fields. Baggon need and target system it’'s a
referred practice to modify an existing force figidorder to get the best values out of it.
Sometimes on may also go to an extent to devekgparate force field to suit the needs
of the specific research.

Force fields are classified in different classesergé are second generation force
fields developed by high parameterization (exam@és, PCFF COMPASS etc), rule
based force fields like Universal and Dreiding veh@arameters are decided by some
rules (example hybridization), classical or firstngration force field like AMBER,
CHARMM and CVFF which is also based on paramet&omabut mostly from
experimental values as oppose to that of secondrggon which is based on quantum
input and special purpose force field.

CVFF forcefield is also based on parameterization but mostly feaperimental

values as oppose to that of second generation whidlased on quantum input and
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special purpose force field. CVFF includes harmdmnd stretching and bond angle
bending terms, a shifted 12-6 Lennard Jones paleioti nonbonded interactions, and a

Coulombic term for interactions between atom-cesttqrartial atomic charges [18].

Bt = zkb (b-ky)* +2k9 6-6,) +2k¢[1+ SCOSI(I@] + Zfi:{;—b\j —{Ej ] + Zﬂ (5)

ij rij L g rij

where Ik, ks, ko are force constants, is multiplicity and® is the phase angle for the
torsional angle parameters. TAeB, andq parameters are the nonbonded potentials.
AMBER force field is widely used for simulation of proteins and muclacids [19].
First term of Eq 6 (summing over bonds) represehés energy between covalently
bonded atoms. This harmonic (ideal spring) forceaigood approximation near the
equilibrium bond length, but becomes increasingigrpas atoms separate. Second term
(summing over angles): represents the energy dubket@geometry of electron orbitals
involved in covalent bonding. Third term (summingeptorsions): represents the energy
for twisting a bond due to bond order (e.g. dodlads) and neighboring bonds or lone
pairs of electrons. Note that a single bond mayehaere than one of these terms, such
that the total torsional energy is expressed awriér series. Fourth term (double
summation over andj): represents the non-bonded energy between ail ptors, which
can be decomposed into van der Waals (first termsushmation) and electrostatic
(second term of summation) energies. The form ef @lectrostatic energy used here
assumes that the charges due to the protons actdoeke in an atom can be represented
by a single point charge. (Or in the case of patansets that employ lone pairs, a small

number of point charges.)

=0 + Yk (6-8)° k¢[1+cos(w»]+2{f’*} —m ]{qu (6)

b N i Woer
i

In Eq 6, k, ks, ko are force constants,is multiplicity and® is the phase angle for the
torsional angle parameters. T¢ B, andq parameters characterize the nonbonded
potentials.

CHARMM (a general and flexible software application fardeling program for

studying the structure and behavior of moleculasteays ranging from an individual
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organic molecule to large proteins in its solvenwvinment) uses similar energy
functions as the others with parameterized extehsiusing empirical data for energy
minimization, molecular dynamics simulation, or nabonal analysis. In these

specialized force fields, there are often undezstatifferences in force constants and
geometric parameters for similar atoms in sligldifyerent environments, and it is often

not clear how to generalize for new atoms or nenddgpes.

Egond= ki (1-10)%(7)

Eangle= Ko (6-00)*(8)

Erorate = Ko [1=COSE, P)](9)

Ew =, 4€ (%] —{%) (10)

There are cases for reliable molecular modelinditeesteps to be pursued is the
development of a force field that contains paransetbaracterize the interactions more
accurately than the existing force field modelstha present work we employ this kind
of a force fields to represent the interactionsveen clay particles and polymers: In
particular we employ the Morse-Stretch Charge Huation Force Field (MSQ) for the
interactions within inorganic components [20] ang@ement it with the Dreiding Force
Field type for the interactions within the orgacmmponent [21]. The mixed non-bond
organic-inorganic interactions (electrostatic aath Wer Waals) are separately calculated
and added. One of the important features of thexe ffields is that the atomic charges
are allowed to readjust instantaneously to the mt@onfigurations. These charges are
calculated using the charge equilibration (QEQ)hod{[22].

2.2.1.3.1 Dreiding Force Field [21]

The source of the force field used for the organteractions is a widely used
force field known as Dreiding [21]. This force fielwas chosen because property
predicted for polymer systems using this forcedfiehs given good agreement with the
experimental values in the past [23, 24]. Just &kg other force fields attempting to
describe organics, Dreiding also employs differdatctions for describing the
interaction energy. The energy of a system can titéew as the sum of two components
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and each component has multiple contributions degivrom the topology of organics
molecules involved. Below, we give a summary efstterms:

E = B/aL + Eng Where(11)

EvaL =Es + Ea + Er + £(12)

Ene = Bvow + Ecoul + Eqs(13)

Eg = Energy due to Bond stretching (two body)

Ea = Energy due to angle bending (three body)

Er = Energy due to torsion (four body)

E, = Energy due to out of plane configuration (foadi)

Evow = Energy due to van der Waals interaction

Ecou = Energy due to columbic interaction

Ens = Energy due to hydrogen bonding

The first four terms are due to bonded interactiom last two terms are due to
nonbonded interactions (Fig. 5). All these term#B e discussed in little more detail in
the following sections. It is this calculation déetrostatic interaction terms takes most of
the simulation time. The simple reason being asititeraction can happen between any
two atoms, ideally this calculation should be @trout for each atom and hence it takes
time in the order of Riwhere N is the number of atoms of the system. &lsractions
are also called long range interactions as theyudtanversely with the value of ‘r and
hence contributes some value till a large valu® oflgorithms have been developed for
handling the problem in such a way so that simoatime can be decreased without
sacrificing the accuracy of the results as such.il@Vlength of simulation is one
important aspect the other one is the time stegd tmethe simulation. Ideally the time
step in a simulation should be such that it carturapthe fastest motion in the system
which is typically the vibration mode. Typicallynie step in the order of 0.1 fs to 10 fs
are used depending upon the system involved isithaelation. Sometimes in simulation
the fastest parts are treated as constant andrthldes one to take a longer time step and

hence accelerating the whole process.
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TORSION
STRETCH *©

NON-BONDED INTERACTIONS

Fig. 5. Dreiding FF bonded and nonbonded interactions

* Bond Stretch:The first term in energy expression for bonded eggion describes the
change in energy associated with the change in wogih from the equilibrium value. It
is assumed that it has the same nature for mokeafilsame kind, e.g. C — H bond length
in alkanes. This term is described either as infdine of simple harmonic oscillator or
Morse function.

The form of the bond stretching energy in the hammoscillator is described as:
1 2
Es =§ke(R— R.)"(14)

and in the Morse function as:

Eg =D (e""™ -1)? (15)

The value R does not signifies the equilibrium bond distanee ia might seem
apparently. It is the value of the bond length wirtual unperturbed state. For unstrained
molecules however this value is close to equiliorivalue. The Morse function by Morse
(1929) does a better job as it includes anharmtemims near equilibrium and also it
gives a finite value of energy when it comes toakieg bonds as oppose to harmonic
oscillator function. However if the starting struct of the system is way off than the
equilibrium one than from the energy derivative Mbrse function the calculated
restoring force will very less and hence harmonitction will do a better job in quickly
bringing the structure to near equilibrium. Theaidf form of bond stretching function in
Dreiding is the harmonic form.
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» Angle bending:For describing the relation between the energy efstem with the
different angle bending of the same Dreiding uses torms of equation. Harmonic
cosine form and harmonic angle form (Fig. 5). Thentonic form for an angle between
IJK atoms, J being the center atom is described as:

1
EIJK = ECIJK (COSHUK - COS@JO)Z (16)

where0 is the angle concerned. The equilibrium angjés believed to be independent of

atom | and K and hence is only referred by J. Tamenlonic angle form is described by:

1
EIJK = E KIJK (HIJK - 930)2 (17)

The default used is the harmonic cosine form bex#us other one does not lead to zero
slope a¥) approaches 180The force field file contains the values of trergmeters of
the equations which are used for MD.

» Torsion: The interaction energy of torsion between two bolldand KL connected

through JK is described in the form of:

Eux = 5 Vi [L= 0080, (9 550)]  (19)

where$ is the dihedral or torsional angle which is defirees the angle between IJK and

JKL planes.ny is the periodicity (how it is defined) andy is barrier to rotation. The
parameters are taken independent of | and L. Tistotwal parameters are based on the
type of hybridization and hence independent ofpidwicular type of atoms involved. The
force field file contains the values of these pagters based on the type of hybridization.
* Inversion: This term accounts for the easiness/difficulty eéging all four atoms in the
same plane when one single atom is bonded witlottiner three (Fig. 5). Both for planar
molecules and non-planar molecules this term isomamt to account for. Denoting the
angle between the JIL and KIL plane wsand n=2 (for planar centers) or n=3 (for

tetrahedral centers) the energy due to inversiexpsessed as

B ) =5 Ky dl-cosh@ ~¢o)l} (19
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* Nonbonded Interactions:There are two expressions by which nonbonded v&an d
waals interactions are described. Lennard — JdnBsl@ -6 forms and the exponential 6
form. The LJ form is described as:

- =AR“-BR® (20)
and the exponential 6 form described as:

= Ae"-BR® (21)
As can be seen the difference between the two fesmesthing but the way of describing
the repulsive part. For very low distance betweem atoms the LJ potential gives a very
big repulsive force and hence throws the atoms awhgugh the LJ potential however
requires only two parameters for the evaluatiorthef potential and faster to compute
(find out the reason) the exponential 6 form gieebetter agreement for short range
interactions. The default form used in Dreidindi@avever LJ. The parameter values are
calculated differently if the interaction concernid between two different types of
atoms. The way it is calculated can be based dhnagtic or geometric combination of
the parameters of the pure system.
* Electrostatic interactions:The interaction energy due to electrostatic intéovas is
calculated by:

gq;

f

E, =k (22)

where g and g are the charges on the atoms ant the distance between them. k is a
constant which takes care of the dielectric coniséawa unit consideration. Interactions
are not calculated for atoms bonded to each othe {nteraction) and those involved in
angle terms (1, 2, 3 interactions) as these arentalare by bond and angle stretching
interactions.

» Hydrogen Bonding:The center of charges and van der Waals interaatiast be in the
center of the atom in order to take the positiothef point charge on an atom and center
of the atom to be the same. Satisfying this comgtriais difficult to parameterize a force
field which correctly predicts the structure ane ttond energy of #D dimer, predicts
the sublimation energy and the structure of ice amsphg van der Waals parameter
correctly for non hydrogen bonded system. Dreidisgs a separate term to account for

hydrogen bonding to describe interaction involvimgdrogen atom with that of very
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electronegative atoms (N, O, F) associated withrdryein bond. In that case in addition to
van der Waals forces and electrostatic interactiansydrogen bonding potential of the

following form is included.

E, = Dhbts(%fz —6(%)“’] COS (Bo)  (23)

wherebfppa is the bond angle between hydrogen donor (D), dgein (H) and hydrogen
acceptor (A)Rpa is the distance between donor and acceptor atoththarvalues obyp
andR, depends on the convention for assigning charges.

2.2.1.3.2 Morse Charge Equilibration (M S-Q) Force Field [25]

A Morse-charge equilibration force field (MS-Q Féijiginally built up for bulk oxides
Al,O; and SiQ. MS-Q FF has been used for modeling clay mineeaid their
interactions with representative organic molecules.

The concept behind MS-Q is that for ionic or poraaterials, electrostatics is the
dominant force determining the structure and priggerof the material. However, the
charges responsible for the electrostatic effeefsedd upon the atomic configuration of
the neighboring atoms [26]. The MS-Q FF allows #temic charges to readjust as a
function of the instantaneous geometry using thergdn equilibration (QEq) procedure
[22] of Rappé and Goddard. In addition, to eledtatis interactions, MS-Q uses a two
body Morse function to describe nonelectrostatinge[27].

Morse — _ &_ — _Z &_
E| (Rj)_Do{ex;{ V(Ro 1)} 2exp{ Z(RO 1)} (24)

Thus potential energy that is the interaction betwatom i and j is given by
U, (R) =Dy [x2 -2x ]+ q 2 2
i () = Do X — X174 R 29

j

xR
where )(ij—ex;{ Z(RO 1H

where 0y is the bond strength in kcal/molgRs the bond distance iR, y;is a scale

factor, and gis the partial charge if" atom [28].
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Originally Morse-stretch potential charge equilibm force field (MS-Q FF) has
been developed to predict the phase changes in insulators such as minerals and
ceramics. The proposed MS-Q FF for silica systestees both four-fold and six-fold
coordinated systems, silica glass and pressures@ttphase changes. It has been applied
to various zeolites, silicates and alumina-silisaf28] and high pressure behavior of

geophysical materials [29].

2.2.2 Ensembles

In mathematical physics, especially as introduced statistical mechanics and
thermodynamics by J. Willard Gibbs in 1878, an emde (also statistical ensemble or
thermodynamic ensemble) is an idealization comgjsbf a large number of mental
copies (possibly infinitely many) of a system, ddesed all at once, each of which
represents a possible state that the real systejt tme in.

The ensemble formalizes the notion that a physicast imagine repeating an
experiment again and again under the same macroscopditions, but, unable to
control the microscopic details, may expect to obesa range of different outcomes.

When an ensemble has an infinite number of memiiezan be seen as defining
a probability measure on the state space (phasz)spéthe system. Even though the
dynamics of the real single system (for exampleomplete gas of molecules, or a
complete stock market) may be incalculably complex, stochastic, or even
discontinuous, theaverage(statistical) properties of the ensemble of pabksds as a
whole may remain well defined, smoothly evolving, for systems at macroscopic
equilibrium even stationary. The notional size dfet mental ensembles in
thermodynamics, statistical mechanics and quantiatisscal mechanics can be very
large indeed, to include every possible microscogtimte the system could be in,
consistent with its observed macroscopic properies for important physical cases it
can be possible, by clever mathematical manipuiatido calculate averages directly
over the whole of the thermodynamic ensemble, tainkexplicit formulas for many of
the thermodynamic quantities of interest, ofteteis of the partition functiod, which

encodes the underlying physical structure of tietesy [30].
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2.2.3 Typesof Molecular Dynamics

There are three flavors of MD in common use and g@onyms are:

U NVE—indicates that during the dynamics the numbfeparticles (N), volume
(V), and energy (E) are kept constant. Since bRHI is simply to solve the
Newton’s equation of motion, the natural MD simidat is known to be
microcanonical. This ensemble can be used to chibekcorrectness of an
algorithm. Also it can serve to test the adequaty dime step by checking
conservation of total energy [31].

O NVT—differs from standard Newtonian dynamics (NM&}hat the energy of the
system is allowed to fluctuate as if the systemeweithermodynamic equilibrium
with a bath at fixed temperature (T) by using ariestat. Several methods have
been developed to serve the purpose; stochastibodhetconstraint methods
(velocity-scaling and isokinetic method), and exieh system method. The
extended system method has been widely used betapimiuces a canonical
distribution of microstates [13].

U NPT—differs from NVT dynamics in that the volumetbe system is allowed to
change in the same way as it would for a systethenmodynamic equilibrium
with a pressure bath at fixed pressure (usuallytriogphere). It allows the
system to adopt the density determined by the FF.

UuVT—To consider theories for fluctuations in the rhen of particles we require
an ensemble that keeps V, T, and the chemical fpiakten constant, a grand
canonical ensemble. To construct the grand canloeitsemble, the system is
enclosed in a container that is permeable botheat land to the passage of
particles. The number of particles in the systemraage over all possible values.

All types of ensembles’ properties are shown inl@ &b



Table 2. Types of ensembles

Name All states of Probability distribution Schematic
Microcanonical 1 @) 5]
Given NVE T == ﬂ M
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Canonical 1 B
all energies E)==e
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Isothermal-isobaric
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Grand-canonical
(LVT)

all energies and molecule

numbers
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Thermodynamic

Partition Function

Bridge Equation

Potential
Microcanonical Entropy, S Q= Zl S/'k=InQ(EV, N
Canonical Helmholtz, A Q= Z e PE -BA=InQ(T,V, N)
Isothermal-isobaric Gibbs, G A = ze"g(Ei *PY) -BG =InA(T, P, N)
Grand-canonical -PV == Ze‘ﬂ(Ei tHN) LPV =In=(T,V,u)

ve
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2.3 Ab-Initio Calculations

Methods using the Hartree-Fock or DFT to calcuthte electronic structure and
associated properties are called ab-initio or fmstciples calculations, i.e. without the
need for empirical fitting parameters. Ab-initioladations are computationally costly.
Though theories associated with ab-initio calcaolai were developed several decades
ago, only in the last two decades ab-initio caltofes have developed into one of the
most important methods in atomistic modeling mosiie to more and more powerful
computational resources become available.

The ab-initio methods are usually used to calcuta¢éeband structure, associated
properties with the band structure, electronic amagnetic properties of systems, the
phonon dispersion and thermal properties. Combivéd MD, MC, transition state
theory (TST), such as the nudged elastic band (N&&hod, ab-initio methods are also

capable of simulating dynamic and kinetic problems.

2.3.1 Density Functional Theory
Density functional theory (DFT) is a formalism whiallows the description of a

system in terms of its electron densiyg(;j. Based on the Hohenberg-Kohn theorem,

the total electron energy can be written as a wniguctional of the electron density,

E[p(?j] [32]. The variational principle can be used tanimize the energy functional
with respect to the density [33, 34],
<]
ap[Fj

The total energy of an N-electron system contaihe kinetic energy

=0 (26)

K[ p(F)],electron-nuclei interactions eﬁuc[,O(F)],electron-electron interactions ¢ E

el p( Fj ],and the exchange-correlation energ&[l;‘o( F)],
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E[p@] = K[ p@] + Ecpnucl p@] + Eapel p(;j] +Ed p@] 27)

p(r)p( :j . .
where, Bl p(Fj] = [Voup(r)dr and Bel p(;j] = %H—ng’( r jd:“[ r'j

—

- I

r r

andV

ext

is the external potential.

Since the functional dependence of the kinetic ggnemn the charge density is
unknown, practical calculations need to use bo# ¢harge density and the wave
functions, for which the kinetic energy can be lgasalculated. Since the true many-
electron wave function is computationally too dediag, the wave function is
approximated by a linear combination of product®mé-electron wave functions within
an effective potential, consisting of the nucled ahe other electrons. Since such a one-
electron approximation ignores the crucial electetettron interactions, exchange and
correlation, an approximation is needed to cortb error. The two most common
approximations used today are called the local ide@pproximation (LDA) and the

generalized gradient approximation (GGA) [32].
LDA assumes that at each poiﬁt the exchange-correlation energy equals that of

a system with constamt = ,0(;) GGA, however, has an explicit dependence of the

exchange-correlation functional on the gradienthaf electron density. Both LDA and
GGA are generally successful in a large varietyapplications. However, LDA has a
general tendency to overbinding. GGA has been shtavie quite successful in
correcting some of the deficiencies of LDA. Howewvirere are cases where the GGA
may over-correct the deficiencies and lead to usiddimng.

No matter if it is LDA or GGA, the total exchangertelation energy of a system

is the sum of the exchange-correlation energiesppéicle, exd| ,0(;)] (in the integral

form):
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SOOI

Combining Eq. 26 to Eq. 28, variation of the taaérgy functional is
OE[p[?j} OK{p(?H
A o)

P(? . .\ 9Exc P(? }
1 d® "'Vext[ J"' J (9)

)

— —

is defined as the effective

el

potential for the one-electron approximation. Astiened earlier, the exact 5([?)] in

whereVeﬁ[ r J =]

- I

r r

Eq. 29 is unknown. However, it can be calculatednfthe wave functions. To minimize

the energy in Eq. 29, we guess initial wave furrﬁia:alculatq{?j from them and plug

them into the Schrddinger equation to obtain a m&we function set, electron density

—

and Veﬁ(rj, and then solve the Schrddinger equation agaih thi¢é newly generated

Veﬁ[fjand wave functions until it is converged. Thesesalf-consistent cycles known

as the Kohn-Sham equations (Fig. 6).
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Fig. 6. Schematic illustration of the self-consist cydlesb initio calculations
In the Kohn-Sham equations, the wave functionsexjganded into a basis for
computational efficiency. The most common wave fiamc basis for periodic systems

consists of plane waves, a 3-D Fourier series

wk@ =Y a..e“?"  (30)

where @.¢ IS a constant, k is a wave vector in the Brillomone, G represents a lattice
vector in reciprocal space.

However, calculations involving all electrons atdl §me-consuming. Since the
valence electrons (electrons located in incompfefédled shells, e.g. 3sand 3p
electrons for Si) dominate bonding, calculations asually restricted to the valence
electrons. All the effects of the core electrorledions in completely filled shell, such as
1<, 2¢, and 2P electrons for Si) and nuclei are incorporated amceffective potential, a
so-called pseudopotential [35]. The computers tat@ycapable of conducting ab-initio
calculations using pseudopentials and a plane wases set on systems with 3000 atoms.
The ab-initio calculations within this dissertatiare primarily performed by using the
Vienna Ab-initio Simulation Package (VASP) [36, 3YJASP is a complex package for
performing ab-initio quantum-mechanical calculasioand molecular dynamic (MD)

simulations using pseudopotentials and a plane Wwasges set. Due to its completeness,
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efficiency, and open-source distribution, it is lpably the most widely used code of its
kind today. The detailed algorithms and performanic® ASP are well documented on

its website cms.mpi.univie.ac.at/vasp/vasp/vasg.hWASP calculations are known to

obtain accurate bonding energies, structural candiions, system energies, phonon
dispersions [38, 39], band structures (apart froentiand gap, which is predicted smaller
than experiments due to neglecting the true exahaeftects), and density of states
(DOS) of systems.

2.3.2 Advantages and Limitations of Ab-Initio Calculations

The ab-initio methods are based on solving thetreeic Schrédinger equation.
Compared with empirical pair potentials and sempigital methods, it has the following
advantages:

a) No experimental bias;

b) Prediction of novel structures (no experimedtth are required);
c) Calculating more accurate data and

d) Providing electronic states.

Ab-initio calculations are computationally expermsivEven today's fastest
supercomputers can only conduct ab-initio calcoiatising pseudopotentials and a plane
wave basis set on systems with no more than alfeusand atoms. More practically, the
system is constrained to several hundred atomsioQ#ly, it is thus impossible to use
ab-initio calculations to exactly simulate a dopgdtem with dopant concentrations less
than 1/3000 [32]. A possible solution is extrapolgtthe data obtained from highly
doped systems to the range one is interested ioth&n problem associated with the size
limit of ab-initio calculations is a much higherriace/bulk ratio than in real situations.
Periodic boundary conditions (PBC) are often useddive this problem. However, the
artificially added PBC may be inconsistent with fheriodicity of the real systems and
lead to other problems, such as extra strain dirRBt0. Moreover, due to length and time
scale of ab-initio calculations and the present pater speed, ab-initio calculations are
more limited than a method using the empirical patential to simulate dynamic and
kinetic problems, such as the chemical reactiontheddiffusion process. A number of

approaches based on transition state theory (T&J]) fuch as the nudged elastic band
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(NEB) method[41, 42], have been developed to acatddhe process and make ab-initio

calculations more applicable to the simulationtaicural evolution.

2.4 Propertiesfrom Simulation

First-order properties such as internal pressumernal energy, density are
directly obtainable by ensemble/time averaging & tcorresponding microscopic
guantities. Second-order properties, i.e. thermadyo and mechanical response
functions such as specific heat capacity, isotheromempressibility factor, thermal
expansion coefficient etc., may be obtained eitlséng the finite difference approach or
by using the appropriate statistical fluctuatiomialae corresponding to these properties.
To illustrate these two different approaches, adersifour commonly used response
functions in the isothermal isobaric ensemble (NRpecific heat capacity at constant
pressure @), isothermal compressibility factorx)( volumetric thermal expansion
coefficient ¢) and bulk modulusp). The finite difference method of estimation oéske
properties is based on their thermodynamic defingishown in Eq. 31 — 34.

The specific heat capacity at constant pressuteeismount of system energy per
unit mass required to raise the temperature bydageee Celsius at the same pressure.
The relationship between energy and temperatunegehs usually expressed in the form
shown below where (s the specific heat at constant pressure.

C, = [a—Ej (31)

aT ),
whereE is the system energy.

Isothermal compressibility, is the fractional change in volume of a system as
the pressure changes at constant temperatureeiswh compressibilities are derived
from the slopes of P-V diagram by using Eq. 32.

S

Thermal expansion coefficient is the fractional @ in the volume of a system
with temperature at constant pressure. Thermalresipa coefficient is derived from the
slopes of V-T diagram by using Eq. 33. When volwswrpands sharply, this temperature

is called melting temperature. Thermal expansioeffments are usually positive
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because increasing temperature causes a loosemiofjthe intermolecular bonds in the
material.

V{aT /),
Bulk modulus is defined by;

- _y[9P) - 9P
F= V(ava P (apl o9

where V stands for volume, P for pressure, T fongerature ando for density. Bulk

modulus is related to the change in volume of tleenmal when an external force is
applied uniformly in all direction. If there is omirectional compression or tensile strain
occurs on one surface of a body, there some anujwsitain is also developed in other
directions.

The statistical fluctuation formulas for estimatitigese properties are given by
[43]:

Co= oy (35)
V2)-(v)®

N
VE) - (V)(E

N e

2
5= NkT+V<azu>_V5[g\ﬂ (38)
\Y ov? KT

where the angular brackets represent a time aveodgie corresponding system
property. Eq. 30 — 33 are rigorously valid in thermodynamic limit of an infinite size
system. Derivations for the finitdN case have been made and the exact and
thermodynamic limit formulae were compared to Ef.-3 38 [44]; differences were
found to be less significant than the other systemand random errors for systems of

sizeN as low as 200-300 particles [43].
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We aim at predicting properties of the materiale #argeted via molecular
simulations. These include anisotropic mechanicapgrties such as elastic constants
[24, 45]. A Taylor expansion of the energy of atwell around the minimum energy

structure can be expressed as;

2
5}*’%26: 0°E

EE +..... 39
82 e0e | 5 (39)

0

E@)=E+Y o

where E, refers to energy in the equilibrium configuratidime third term on the RHS of

the equation are the second derivative of enerdly veispect to strains, hence related to
second order elastic constants of the materiaitsiimost general form, a material can
have 21 independent elastic constants (due to caativity in the second derivative,
resulting 6x6 matrix is symmetric). For higher syetries, such as in cubic crystals one
has only 3 independent (9 non-zero elastic corstant

In order to calculate the mechanical propertiestltg pure MMT system
concerned, the method in [24] was applied. To dateuhe elements;®f the stiffness

matrix straing; was applied to the system in a systematic formraatecular simulation
was done in NVT ensemble and the stregswas calculated in Eq 40. Both tensile and
compressive strains are applied. The elastic cohstain other words stiffness constant
is calculated as;

— (Ji+ — 0, )

(£j+ _‘9]—)

C.

]

(40)
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Elements of stiffness matrix then may be calculdtgdalculating the elements of above
equation for j =1 to 6.
For elastic deformation, the constant of proposdildy between stress and strain is called

Young’'s modulus or elastic modulus, given by Eq 41.

O
E, =~ (41
&

whereg; is tensile stress ang is tensile strain.

Poisson's ratioy, is the ratio of transverse contraction straify, to longitudinal
extension straingy, in the direction of stretching force (Eq. 42).nse deformation is
considered positive and compressive deformatiaorsidered negative. The definition
of Poisson's ratio contains a minus sign so thahabmaterials have a positive ratio.

transverse strain £
V=- =% (42)

longitudimal strain Ex

Lame's constants are derived from modulus of elastind Poisson's ratio, given

by Eq. 43 - 44.
-k
@+v)Q-2v)

E
2(1+v)

(43)

H= (44)
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2.5 A Survey of Earlier Work on Clay-Polymer Composites Literature Survey

Pospisilet. al. used molecular mechanics and moleculaamyes simulations
combined with X-ray powder diffraction to investigathe structure and energy
characteristics of Namontmorillonite intercalated with neutral molecilef ODAMIN.
The exfoliation is easier for the bilayer arrangatre the guests and that the exfoliation
energy decreases with the increase in ODAMIN comagan. The main aim of their
study was to prepare intercalate that will be usefs a precursor for subsequent
intercalation of further polar organic moleculed antercalate with a low energy of
exfoliation for potential use in polymer/clay nanagosites technology.

Pruissen and coworkers analyzed the charge distibun di- and trioctahedral
smectites intercalated with the Keggin cation:§@®h(OH),4(H,0)12] * (further denoted

as [Ahs ™). The structure of this cation is the fragmenta$alt structure with rigidly
bound hydroxyl groups and water molecules. The erggbelonging to the hydroxyl
groups and the water molecules are all bondedagtratoms in the Keggin ion (Al

octahedra). This Keggin ion can be ion exchangedsorectite clays with the
preservation of its structure.

Klika and coworkers focused on montmorillonite (@osntercalation by
rhodamine B (guest). This dye is utilized as arlgsgment, as a sensitizer in various
photochemical reactions, or as a source for singkggen formation [46]. In water
solutions, rhodamine B aggregates, forming diméne proportion of the dimers to the
monomers increases with increasing concentrationdyd. Except for interaction
strengths between dye monomers, the formation mwied is also influenced by the
surrounding environment properties, e.g., dye cotmagon, pH, and ionic strength. The
intercalation of dye (guest) into montmorilloniteoét) runs on the principle of the ion-
exchange reaction. This process was controlled buldnbic and van der Waals
strengths, H-bonds, and also nonbond energy caititils between guest and host and
between guest and guest [46].

Zeng and coworker investigated organic-inorganesocomposites. Molecular

dynamics (MD) simulation is used to probe the laygbehavior and interlayer structure
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of quaternary alkylammonium modified montmorill@stat a molecular level. They
chose specifically the quaternary alkylammoniumsthres guests because there is a
wealth of experimental XRD data on these organaclkayd they are widely used as
precursors in the preparation of polymer nanocomg®§i7]. Comparison will be made
between the simulated and experimental results lynainterms of the basal spacings.
These results will be used to examine the validitgur MD approach to the organoclay
systems. The atomic density profiles and arrangéméralkyl chains will also be
produced and discussed [47].
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CHAPTER 111
RESULTSAND DISCUSSIONS

3.1 Computational Details

In other words to produce nanocomposite mateegledding on knowledge of
structure-property relationship with preferred miatestrength, mechanical and other
properties tailored to application requires andneceically allowable. We conducted
our computational experiments using molecular dynamethods with reliable force
fields for Na-MMT, molecular mechanics and ab-mibDFT calculations. We employed
crystal builder utilities, molecular mechanics amdlecular dynamics utilities of the
software package of CerfugAccelrys, San Diego, CA, USA) with force fieldsr fclays
[Demiralp, Cagin, Goddard]. These computations pegformed on SGI Octane2
systems in Cagin Computer Laboratory. Ab-initio coddtions are performed with
Vienna Ab-initio Simulation Package (VASP). Thes&TDcalculations are done by
using Apple 2.3 GHz Xserve G5 cluster (CAT) of tbepartment of Chemical
Engineering or SGI Altix 3700 (COSMOS) at Texas A&Wmiversity Supercomputing
Facility using multiple cpus, typically 8 to 16 cpu

3.1.1 Interaction Force Field: Functional Forms and Parameters Used in
Simulations

General force constants and geometry parametethdddreiding force field are
based on simple hybridization rules rather tharspecific combinations of atoms. The
Dreiding force field does not generate parametetsmaatically. The Dreiding force
field has good coverage for organic, biological amin-group inorganic molecules. It is
only moderately accurate for geometries, conforomati energies, intermolecular
binding energies, and crystal packing.

The van der Waals interactions are described byL#mard—Jones potential.
Electrostatic interactions are described by atomamopoles and a screened Coulombic

term. Hydrogen bonding is described by an explieiinard—Jones 12—-10 potential [21].
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Morse Charge Equilibration (MS-Q) Force Field [25]

We choose the MS-Q force field (FF) developed lynibalp et al for the bulk
oxides SiQ and AbOj; [25] to model clay minerals for the study of tikeractions with
inorganic molecules. A unique aspect of the MS-Qi$Fhat the atomic charges are
allowed to change self-consistently during the $ation. The MS-Q FF reproduces the
structural parameters for these minerals and gaeesrate enthalpies of immersions in
water, organic solvents and hydrocarbons. Somearmeas have shown in Table 3 and
Table 4. Whole MSQ-Clay FF parameteres have showiPPENDIX B.

Table 3. Diagonal Morse type van der Waals potential

Mass Do
Atom types| Atom names (g/mol) Ro (A) (kcal/mol) Y

HC Hydrogen 1.000800 3.3472 0.3796%10 12.0000

0 3c |Owgen(hydrogen g q9940 | 37835 0.5363|  10.4112
bonding donor)

o Ac | Qwgen(hydrogen 5 g994q | 37835 05363 |  10.4112
bonding acceptor

Al3C Aluminum 26.98150 3.8915 0.3321 11.9071

Si3C Silicon 28.08600 3.4103 0.2956 11.7139
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Table 4. Off-diagonal Morse type van der Waals potential

Atom types R (A) D, (kcal/mol) Y
O AC...0 3C 3.7835 0.5363 10.4112
Al3C ... 0 _3C 1.7775 26.03 9.7830
AlI3C ... O_AC 1.7775 26.03 9.7830
Si3C...0_3C 1.6248 46.00 8.3022
Si3C ... 0O_AC 1.6248 46.00 8.3022
O 3C..HZC 1.0770 19.55 8.4394
OAC..HC 2.1768 0.1753 16.0000
Si3C ... AI3C 4.0949 0.0000 8.7732

3.1.2 Model Construction and Molecular Dynamicsof MMT

The chemical structure of MMT is built from a 2:ayéred mineral pyrophyllite
structure. MMT is an aluminosilicate made up ofemtcal aluminate octahedral sheet
sandwiched between two silicate tetrahedral sh€&#temical structure is built by using
crystallographic atomic coordinates [48, 49] whiale shown in Table 6. In our
research, we built the crystal of N®MIMT using the Crystal Builder of Cerifis
(Accelrys, San Diego, CA, USA). The lattice struetis monoclinic with space group
C2/m. It is characterized by lattice parameterswshin Table 5 [49].§, n, { atomic
coordinates calculation is explained in APPENDIXThe model system for molecular
mechanics and dynamics system was chosen as a 8xggre lattice of the unit cell.

Tableb. Lattice parameters of Na-montmorillonjt]
a 5.20A o 9¢°
b 9.20 A B 99
c 10.13A y o
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We particularly modeled the bulk, surface and lag®ucture, energetics and
thermodynamics using variable charge model foradddi (MSQ-Clay force field
developed by Demiralp et al.). The calculation®lbdain the optimum structures have
used the Minimizer module in CerfusAn energy calculation is essentially just a zero-
iteration minimization. Minimization is used to calate the energy of the current model
structure without changing any atom positions. lealcthg with macromolecular
optimization calculations, it is important to keipmind the theoretical significance of
the minimum- energy structure and its calculatedrgyn The calculated energy of a
fully minimized structure gives the classical efplysat absolute zero.

While minimization computes the forces on the aoand changes their
positions to minimize the interaction energies, alyics computes forces and moves
atoms in response to the forces. Molecular dynammidges the classical equations of
motion for a system dfl atoms interacting according to a potential eneaygd field as
described in Section 2.2.1. Dynamics simulations aseful in studies of the time
evolution of a variety of systems at nonzero terapges.

NPT dynamics is used to determine bulk propertiesamstant atmospheric
pressure and temperature is varied between 100dK680 K using the Nosé-Hoover
thermostat. We used the results of the NPT simaratin isothermal—isochoric (NVT)
molecular dynamics experiments to determine lageeimhalpy also between 100 K and
600 K. Because large time step causes instabihty imaccuracy in the integration
process, whereas too small time step does not aauyséarm, except for the waste of
computer time, integration time step for MMT systsnehosen 0.002ps. All simulations
used same integration time step, and the lengtheo§imulation was adjusted to ensure
equilibration and proper sampling. In MD, relaxatibme was taken 0.05ps and this
procedure led to 25 ps for montmorillonite (125@s).
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Table 6. Na'-montmorillonite atomic coordinates [48, 49]

Fractional coordinates
Atom
4 n ¢
Al 0.000 0.333 0.000
Na 0.500 0.000 0.500
Mg 0.000 0.000 0.000
01 0.481 0.500 0.320
02 0.172 0.728 0.335
03 0.348 0.691 0.110
OH 0.419 0.000 0.105
H 0.320 0.000 0.170
Si 0.417 0.329 0.270

In our research, bulk structure was two layeredcstire and for exfoliation kinetics
MMT-alkyl amine structure and different layeredustures as 1, 2, 4, 6, 8 and 12 layers
are built in Ceriusshown in Fig. 7, Fig. 8, Fig. 9. After calculatirgergy change value
for bulk structure, we compared energy changesditferent layered structures with
bulk structure and we calculated required enerdyegafor breaking off layers from the
Na-MMT structure as a function of one layer at rotamperature and also calculated

thermodynamic properties such as specific heatlaeminal expansion coefficient.



Fig. 7. Na-MMT bulk structure

Fig. 9. Models of layered structures of N®IMT

Fig. 8. MMT-NH3CH;s

41
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3.2Na’-MMT Bulk Structure (3x2x2) by Using NPT Molecular Dynamics

In this part, thermodynamic properties of 'MAMT bulk structure have been
calculated by using MD method. We used NPT ensemablbulk structure. For various
temperature and pressure, we determined speciicdagacities at constant pressure by
using the total energy changes with respect to ¢éeatpre (Fig. 10) and calculated
specific heat capacity from Fig. 10 is shown in [€ah On the other hand, increasing of

total energy and enthalpy with increasing presgishown in Fig. 10 and Fig. 11.

-74500
——0.0001 GPa
-74900 A —=-0.1GPa
= —+—0.2 GPa
& 0.4 GPa
= 0.8 GPa
£ —e—1 GPa
~ ——1.6 GPa
L,'_J -e-3GPa
-75300 A —%-6 GPa
—-9GPa
4
-75700 - ‘ ‘
200 300 400 500

T(K)

Fig. 10. Total energy changes with respect to temperaturdl&-MMT bulk structure
(3x2x2) by using NPT molecular dynamics
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Fig. 11. Enthalpy changes with respect to pressure forMBIT bulk structure (3x2x2)

by using NPT molecular dynamics
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Fig. 12. Pressure changes with respect to volume forMBIT bulk structure (3x2x2)

by using NPT molecular dynamics (compressibiliticakation)
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Volume of bulk structure changes with applied puessare shown in Fig. 12.
Pressure and volume changes with respect to tetnperare also figured out in Fig. 12.
From this figure, we can easily calculate isothdramenpressibility factor by using Eq.
31. Calculated isothermal compressibility factorsieown in Table 7 and temperature
effect is plotted in Fig. 13. We have also lookest@ume and lattice parameter changes
with respect to temperature. After plotting Fig. 4dd Fig. 15, we calculated thermal
expansion coefficient and linear thermal expansmefficient by using their slopes.

0.0092

0.0090 -

0.0088 -

Compressibility (1/GPa)

0.0086 -

0.0084 ‘ ‘ ‘
200 300 400 500 600
T(K)

Fig. 13. Compressibility changes with respect to temperatiore Na'-MMT bulk
structure (3x2x2) by using NPT molecular dynamics
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Fig. 14. Volume changes with respect to temperature fof-MMT bulk structure

(3x2x2) by using NPT molecular dynamics (thermalansion coefficient calculation)
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Fig. 15. Cell parameters changes with respect to temperdior Na-MMT bulk
structure (3x2x2) by using NPT molecular dynamidmeér thermal expansion

coefficient calculation)



Table 7. Thermodynamic properties of NMMT
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Bulk (3x2x2)

Different Layered structure

Unit cell (1x1x1)

Cp (kcal/molK) 3.18 2.82 NA
o (UK) 3.7%10° 3.8*10° NA
Ginear (UK) 0.00002 NA NA
Kk (Y/GPa) 0.0086 NA 0.0086
o0E 1( 0a
Cp = ﬁj Qinear :_(a__l_j
where p a b
o :i(a_vj =_i(6_Vj
ACIDA v, P ),
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3.3 Different Layered Na'™-MMT Structures

We have calculated required energies for peeliniglafers from different
layered structures at different temperatures betwa@0 and 500K. Break off energy
was determined by converting all total energiesagéred structures to 2 layered 'Na

MMT total energies by using formula

|:AEnIayered structure 4 2

n

} (45)

where n is number of layer because of comparing wiir bulk structure. After that, we
compared bulk and converted structures’ energidstlaen calculated required energies
for each layered structures and each temperaflinese relationships are shown in Fig.
16. On the other hand, we obtained that thin layeteucture needs more energy than
thick layered structure. Required energy for exfodn becomes harder when
temperature decreases because entropic contribaftittre system increases. In Fig. 16,
8 layered structure has the maximum number of layreexfoliation at low temperatures
and 4 layered structure has the maximum numberapérl for exfoliation at high

temperatures.

2200

1800 +

—=- 200K
—— 300K
—— 400K
—*= 500K

A E (kcal/mol)

1400

1000 \ T \ \ \
0 2 4 6 8 10 12

# of layer
Fig. 16. Calculated required energy values for breakinglaférs from the NaMMT
structure as a function of one layer at differembperature
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Fig. 17. Volume change with respect to temperature for oéfie layered NaMMT

structure (thermal expansion coefficient)
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Fig. 18. Total energy changes with respect to temperaturaiferent layered Na

MMT structure (Cp calculation)
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In Fig. 17, we analyzed that when system tempezatoecreases, thermal expansion
occurs for each different layered structure. Whemgared the results with bulk
structure (Fig. 14), our results are comparablé Vaiyered structures shown Table 7 and
also they are very similar with experimental reswhich is equal to 3.6*I8K™
calculated by Yang et al [50].

In Fig. 18, we calculated specific heat capacityatdo 2.82 kcal/molK for layered

structure at constant pressure by using finiteedgfice method (Eq. 31).

3.4 Na'-MMT Unit Cell (1x1x1) by Using NVT Molecular Dynamics

Since the experimental elastic constant calculasaxtremely difficult to obtain
for clay structures, we aimed to fill this lacklafowledge by using simulation methods.
In Fig. 19, Fig. 20, Fig. 21, Fig. 22 and Fig. 2@ tried to validate bulk moduli,
stiffness constants, Young’'s moduli and lame canistawvhich are related with pressure
changes. Results are taken directly fromi-N8MT unit cell NVT calculations by using
Ceriug.

150

130 A

110

Bulk modulus(GPa)

90 T T T T
0 2 4 6 8 10
P(GPa)

Fig. 19. Bulk modulus changes with respect to pressurd&fMMT unit cell (1x1x1)
by using NVT molecular dynamics at 300K
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Young modulus in y direction is given as 178GParéference [51]. We
calculated young modulus in y direction equal t®.6GPa which is comparable with
reference [51]. In Fig. 21 and Table 8, we showeding’s moduli changes for MMT

with respect to various pressures.

300
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Fig. 20. Elastic constants changes with respect to presurda-MMT unit cell
(1x1x1) by using NVT molecular dynamics at 300K
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Fig. 21. Young's moduli changes with respect to pressure Nal-MMT unit cell

(1x1x1) by using NVT molecular dynamics at 300K
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Fig. 22. Lame constants changes with respect to pressuiafeMT unit cell (1x1x1)
by using NVT molecular dynamics at 300K
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Fig. 23. Pressure changes with respect to volume forMIT unit cell (1x1x1) by

using NVT molecular dynamics at 300K



Table 8. Mechanical properties calculated by using CénfidNa’-MMT unit cell (1x1x1) at 300K

pGPa) | Compressibility Young Modulus Poisson Ratios
X Y Z Exy Eyx Ezx Exz Eyz Ezy
0.0001 0.0118 155.3149 170.627 84.0388 0.2028 0.2228 0.4245 48.410.3833| 0.188§

P
0.2 0.0114 160.26 170.710p 87.692p 0.22p3 0.2442 0.20176 0.3976368 0.189
0.4 0.0113 152.4851] 175.436Pp 88.601)1 0.1994 0.2294 0.4339 20.£00.3854| 0.1947
0.8 0.0110 161.1767 177.460B 94.5516 0.2246 0.2472 0.4146 5D.B60.3644| 0.1941
1
b

1 0.0107 161.9164 172.057 93.624 0.2493 0.2649 0.4192 9D.870.3598( 0.1958
1.6 0.0102 161.3069 176.227 95.389% 0.2281 0.2437 0.2377 0J4@23875| 0.2097

3 0.0091 180.5427  190.95¢ 105.6186 0.2449 0.259 0.2324 B.B90.3868| 0.2139
6 0.0076 194.4969 208.31] 129.0092 0.2717 0.291 0.2473 8.872.3579| 0.2217
9 0.0067 204.6693 213.277 133.0092 0.215 0.2866 0.2538 ©.890.4174| 0.2603

12°]



Table 9. Mechanical properties calculated by using CémfidNa’-MMT unit cell (1x1x1) at 300K (continued)

P(GPa) Veocity of sound L ame constants
X1 Y1 Z1 X2 Y2 Z2 X3 Y3 Z3 A n
00001 | 3.1553| 3.1369] 3.1929 45669 4.6146 3.2545 7.9289 7.9878598.f 81.3431 44.67
0.2 3.2134| 3.2419] 3.2943 45909 4.6318 3.3163 8.0f64 8.0345 5 H.883.234| 46.128
0.4 3.1835| 3.2728| 3.2804 45754 4.6309 3.3523 7.8f54 8.1123128.p82.1139 46.247p
08 3.138 | 3.3565| 3.270§ 45680 4.6107 3.4206 8.1259 8.1724 88.988.2057 46.787f
1 3.3365| 3.2844| 3.3452 45764 4.6143 3413 8.0895 8.1155 3B.0B6.0224 47.388[
16 3.3713| 3.3848| 3.4357 45522 45909 3.4452 8.0697 8.193562B.] 88.0649 48.327B
35351 | 3565| 3.6083 4.636f 4678 3.62p5 8.5313 8.5612 B.4301.287 52.5549
3.7769 | 3.7898| 3.8252 4.6988 4.7416 3.8503 8.814 89343 77Z.07.17.448 58.204f
3.9613| 3.9795 3.994% 47896 4.838 4.0965 9.0963 9.4331 9@.p527.821 63.752Pp

GS
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3.5 Exfoliation Studies on Organically Modified-MMT

We displaced Nawith alkyl amine. Dreiding FF for alkyl amine (AAprganic)
[21], MSQ-Clay FF for MMT (inorganic) [22, 25] werehosen for exfoliation study.
NH3CH2n+-MMT models, where n is between 1 and 18, have Ibedhto analyze the
mechanism of the increase of the gallery heighthef organically modified MMT as
function of n (in AA tail).

After the first energy minimization, the quencheghamics was started in an
NVT ensemble at temperatures between 300K and 6@0&nhneal dynamics; periods of
dynamic simulations are followed by a quench perindwhich the structure is
minimized. A dynamic time step was 0.001 ps. THeae layers were kept fixed
(frozen) during dynamic simulations. Thenneal dynamicsallowing relaxation of
parameter ¢ run for 75 ps (5 cycles of 15ps eadotwa in Fig. 24.

N
600°C
AT
> anneal

procedure

300C

Ops 115 ps 30 ps 45 ps 60 ps 75 ps
Quench/minimization at 0K J

Fig. 24. Annealing procedure for alkyl amine-MMT moleculamadmics

As a result, when the number of carbon atoms ofmth&n chains of the alkyl-
amines (ammoniums) increases, the gallery heighiefalkyl amine-MMTs increases.
In our calculations, we confirmed increasing ofertdyer distance between the MMT
clay sheets, when it is intercalated with methybpyl, butyl, and dodecyl ammonium.

This argument is shown with numbers in Fig. 25 @alle 10.
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Table 10. Gallery height changes with respect to various remd$ carbon atoms and

various anneal cycles

n 1 3 4 6 8 10 11 12 14 16 | 18
5 anneal
11.36) 13.18| 12.91| 13.2313.88 14.28| 17.02| 16.99| 17.86| 17.8818.15
cycles
2:4 anneal
11.27) 13.29| 12.91| 13.2913.27/13.81| 17.18| 17.03| 18.07 | 18.0918.27
cycles
experimental
(52] 12.88 13.88| 13.99 15.89¢

*This experimental result is for bilayered AA-MMTave n=12

16 7 372
151 ®  5annealing cycles
14 A 20 F © annealing cycles 2:4
13 1
a 127 8¢
< il ;
5 107 16}
E g' 314- %
-
5 71 ° 03 & ¢
T 61 12 F
> g 5
g‘ 10 Te ———= NamT
2- 8 ' ' ' ' ) ' ' ) '

0 2 4 6 8 10 12 14 16 18 20

# of carbons, n

Fig. 25. Gallery height versus number of carbons n in thetdifaverage at 360G



58

3.6 VASP Calculations

The calculation was carried out using projector naeigted wave (PAW)
potentials. The Monkhorst-Pack scheme was used #x2 mesh specifications to
sample out the Brillouin zone.

For plane wave density functional theory codesrgneut-off value must be
chosen for the desired accuracy. We performed daule calculations with different
energy cut-off to find out the energy cut-off. lulk calculations,the energy cutoff
convergence for the plane wave expansion of theevivwction chosen as 1000 eMd.
26). After choosing the cut-off energy for NBIMT unit cell (1x1x1), the cut-off
energy for the plane waves was calculated as 100@red 2x2x2 k-mesh was used for

all calculations.

-296.1

-296.2 1

-296.3

-296.4 -

Total Energy(eV)

-296.5

-296.6

-296.7 \ \ \ \ \ \ \
500 600 700 800 900 1000 1100 1200 1300

ECUT

Fig. 26. Determination of cut off energy value for N&IMT unit cell (1x1x1) by using
VASP

The stress tensor and the force are always cédcufar various options. In our
experimental structure data calculations, we usedeti parameter and volume changes

in Option 1. In Option 2, cell parameters and vaduchanges are allowed during
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calculations. Cell parameters and ion movementalaved at constant volume in
Option 3. After that, we compared the other thecaktcalculations with experimental
results. In Table 11, RMS coordinate differenceqgsial to “0” because Option 4 does
not include relaxation ion. root mean square (REI®)rdinate differences are calculated
by using difference between calculated theoreticabrdinates and experimental

coordinates from X-ray diffraction shown in Eq.. 46

N
Z(xexp - Xtheo)i2 + (Yexp _Ytheo)i2 + (Zexp - Ztheo)i2

RMScoordinat@ifference |1 (46)
N-1

Table 11. Na'-MMT unit cell shape and volume optimization

Option # RMScoordinate %error %error
difference for cell parameters for volume
1 0.203 0 0
2 0.197 3.11 8.8
3 0.202 1.15 0
4 0 0.21 0

Experimental and theoretical cell parameters arapared by using cell shape
and volume optimization and RMS coordinate diffeems calculated for variation of
cell parameters. In our calculations, we calcul&®&dS is around 0.2 A. This means that

our theoretical calculations give very close restdt comparing of experimental data.
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-298 \ \ \ \
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Fig. 27. Total energy changes for NMMT unit cell (1x1x1) by using volume
optimization method in VASP

Cell parameters and volume changes are allowedgwolume optimization.
We tried to compress and expand the system fomigihig our structure. We used a
scale that is equal to proportion of assumed voltorniaitial volume. When we plot the
results, 1.03* \ gives the lowest energy that system needs (Fig.R2d. 28 shows that
system energy changes with respect to pressure.pf@ssion of the structure will
increase the cost of energy and nonetheless tlesséts explain the strength of Na
MMT structure.
When we optimized the cell parameter ¢, we havehed -0.5*¢ gives us the optimum
theoretical result which is similar with X-ray difiction data shown in Table 12. For

minimum cost of energy, we can compress paramaiprto 0.5*g,
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Table 12. Optimization of cell parameter ¢ and RMS results K& -MMT unit cell
(1x1x1) by using volume optimization method in VASP

scalefor ¢ parameter RMS
-0.5 0.264
0.5 0.401
1 0.396
1.5 0.3962
350
300 4
250 +
é\ 200 +
g 150 -
g 100
50
0
-50 \ T
-298 -295 -292 -289
TE(eV)

Fig. 28. Pressure and total energy changes fof-MBIT unit cell (1x1x1) during
volume optimization in VASP



62

CHAPTER IV

CONCLUSION

In this molecular dynamics study, we have started/orked on calculations of
thermodynamic and mechanical properties of-NMT. One of the first steps to be
pursued in molecular modeling is the defining aéofield that contains parameters that
proper characterize the physical interactions betwbe component atoms that form the
model. We selected the Morse-Stretch Charge Egailin Force Field (MSQ) for the
inorganic clay structure [20] and the Dreiding Fofeeld for the organic alkyl amine
component [21] to model nanocomposites during ocesearch studies. We have
compared our calculated thermodynamic propertiest @re very favorably with
experimental data.

In second part of this study, we have defined tkiliation energetics for
entropic contribution of NaMMT layered structures. Required energy in various
layered structures for exfoliation depends on teuadpee changes because of entropic
contribution of the system changes. We have radhlitteat there is more entropic
contribution for thinner nanolayers to exist.

In third part of our molecular dynamics study, weestigate the effect of a
variable number of carbon atoms (n) in the alkyl@mium tail on the interlayer
distance. We realized that the gallery height betwthe alkyl amine and MMT sheets
increased with increasing number of carbon atomhenalkyl-amine for intercalation.
Our calculations point out that there is a transitrom monolayer to bi-layer of the
confined alkyl-amine chains when n increases fr@mol12.

In the last part of our simulation calculations, have investigated structural
properties of N&MMT with density functional theory (DFT) at gap/k. We compared
crystal XRD data with our results favorably by @siRMS calculation method. We
optimized the cell shape and volume for"M&MT crystal structure by using VASP

simulation program.
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We did all our computational experiments in nantescafter all these
calculations, we need to adapt our clay nanocongpasiaterial to macroscale for
industrial applications and compare its mechanaa physical properties with other
optimization techniques.

In future work, we are planning to optimize nanoposite systems for
producing minimal weight productions and primashtisfying the specified stress, and
displacement criteria. Yet, these are sorted ieetlmain groups [53].

1. Sizing OptimizationDesign parameters are the sizing parameters assdavith the
finite-element model such as the cross-sectioredsaof the nanocomposites [54]. These
areas might be considered to be continuous oretesarariables. There are quite few
works have been done on continuous members anthaouos search domains by using
the means of traditional optimizations techniquekembers having distinct shapes,
independent values of area and inertia relativetteer members are called discrete
members. With the assistance of modern heuristicnigues, it is possible to perform
optimization investigations on discrete members.

2. Geometry OptimizatiorBy changing the loads and displacement betweetatess
another design parameter shape is characterized.

3. Topology OptimizationThis refers to the placement of the different aadi or
polymer and distance between layers. Along witls,thopology optimization also
governs the number of layers that actually exigheastructure along with their support
conditions.

Finally, in future, we are planning to develop avmmaodel for exfoliation kinetics. We
want to construct a new nanocomposite material wiiigned properties by using
experimental and theoretical molecular dynamic w@s$h Our aim is modeling and
production of a new nanocomposite material which & a cheap, lightweight and

widely used material.
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APPENDIX A

X

,ab ¢

The cell vectors , and coincide with Cartesian axes x, y, z and atonositpns are

,ab ¢
and are

- - -

given in XYZ direction so they are converted to arection asé,n,¢. ,

- - -

given in Table 5 and atomic position&,{, ¢ ) are shown Table 6.

-~ H _ab.c
H= = (’ , )
a 0 0 a,=a sing siny
H=|a, b, 0 |where a, =a sing cosy*; b, =b sina
a, b, c a, =a cosf : b, =b cosa
wherecosy’ = (cosy ~cosa cosp)
sinasing
R

R= = €1,6)



- P -
p= =
R=Hp
aX
X
yi=1ay
VA
aZ
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APPENDIX B

VERSION

CERIUS?2

END

#

HEADER

END

#

PREFERENCES

BONDS

ANGLES

COULOMB

INVERSIONS

TORSIONS

UREY_BRADLEY
STRETCH_STRETCH
SEPARATED _STRETCH_STRETCH
STRETCH_BEND_STRETCH
BEND_BEND
TORSION_STRETCH
TORSION_BEND_BEND
BEND_TORSION_BEND
STRETCH_TORSION_STRETCH
HYDROGEN_BONDS
DIAGONAL_VAN_DER_WAALS
OFF_DIAGONAL_VAN_DER_WAALS
IGNORE_UNDEFINED_TERMS
NON-BONDED_3-BODY
SHRINK_CH_BONDS
SHRINK_CH_H_ATOM
SHRINK_CH_FACTOR
SINGLE_TORSION

SCALE_TORSIONS_ABOUT_COMMON_BOND

SCALE_BY_N_DEFINED_TORSIONS
EXOCYCLIC_TORSIONS_SCALE_FACTOR
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-



SINGLE_INVERSION
H-BOND_METHOD
H-BOND_LIST
H-BOND_DIRECT_RCUT
H-BOND_SPLINE_DISTANCE_ON
H-BOND_SPLINE_DISTANCE_OFF
H-BOND_SPLINE_ANGLE_ON
H-BOND_SPLINE_ANGLE_OFF
H-BOND_LIST DISTANCE_OFF
H-BOND_LIST ANGLE_OFF
NB_NEIGHBOUR_SEARCH_METHOD
NON_BOND_BUFFER_DISTANCE
H-BOND_BUFFER_DISTANCE
COU_DIELETRIC_CONSTANT
COU_INTER_CUT_OFF
COU_SPLINE_OFF
COU_SPLINE_ON
EWALD_SUM_COU_ACCURACY
EWALD_SUM_COU_ETA
EWALD_SUM_COU_KCUT
EWALD_SUM_COU _RCUT
EWALD_SUM_COU_OPTIMIZE
COU_EXCLUDE_1-2
COU_EXCLUDE_1-3
COU_EXCLUDE_1-4

COU_1-4 SCALE_FACTOR
COU_METHOD
COU_DIRECT_CUT-OFF
VDW_COMBINATION_RULE
VDW_INTER_CUT_OFF
VDW_EXCLUDE_1-2
VDW_EXCLUDE_1-3
VDW_EXCLUDE_1-4

VDW_1-4 SCALE_FACTOR
VDW_METHOD
VDW_SPLINE_ON
VDW_SPLINE_OFF

F
SPLINE

T

4

4

45

65

75

6.5

90
LIST

EWALD
16
GEOMETRIC
8.5
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EWALD_SUM_VDW_OPTIMIZE
EWALD_SUM_VDW_ACCURACY
EWALD _SUM_VDW_ETA
EWALD_SUM_VDW_KCUT
EWALD_SUM_VDW_RCUT
EWALD_SUM_VDW_REP_CUT
FAST _EWALD_SUM_RATIO
SLOW_EWALD_SUM_RATIO
MINIMUM_IMAGE
ASSIGN_MASS
ASSIGN_CHARGE
ASSIGN_HYBRIDIZATION
ASSIGN_VALBOND CENTER
ATOM_TYPE

ATOM_TYPE_ALL

CALCULATE_BOND_ORDER
END

#
ATOMTYPES
H C H 1.0080 O
0_3C O 159994 O
O_AC O 159994 O
Al3C Al 26.9815 0
Si3C Si 28.0860 O
H_ H 1.0080 O
C.3 C 12.0110 O
N_3 N 14.0067 O
03 O 159994 O
O w O 15.9994 -0.82
H w H 1.0080 0.41
K_C K 39.1000 1
Na_C Na 22.9900 1
Mg_C Mg 243100 O
Ca_C Ca 40.0800 O
CR C 12.0110 O
N_R N 14.0067 O
ND

#m

NNOWOONNWWWOWWWwWwWOo

cNeololooloNoNolelNelooloNolNoelNeNo

SMART
0.00100
2.86800
0.40621
8.43629
7.35834
10

_n
nE T AT AT,

RPOOOOOOONRFROOOONNO
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DIAGONAL_VDW

H C
0_3C
O_AC

0 >
W w
OO0

OO|ZOI
lgloooooo

AN I

VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
EXPO_6
EXPO_6
EXPO_6
EXPO_6
L) 6_12
L) 6_12
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE

3.8983

3.6621

ATOM_TYPING_RULES

Si3C
Al3C
O w

Si
Al

EIIOIIIO

WO O OO0 WO OO wwW

3.3472
3.7835
3.7835
3.8915
3.4103
3.1950
3.8983
3.6621
3.4046
3.5532
0.9000
2.8595
2.8595
3.9109
3.8305

0.0951

0.0774

0Co0Q 09000000 °o

3.8E-05
0.5363
0.5363
0.3321
0.2956
0.0152
0.0951
0.0774
0.0957
0.1848
1.0000
0.3440
0.3440
0.4018
0.7148

OOOOOOOI\JI—\OONOO

12
10.4112
10.4112
11.9071
11.7139
12.3820
14.0340
13.8430
13.4830

13.8000
13.8000
11.1758
14.1651

PRRPRRPPRP P
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C_R

**

**

**

**

**

C_R

**

**

C_R

**

**

Al

O_AC

Si

O_3C

0_3C

Al



H_ H 0
C 3
H_ H 0
C 2
H_ H 0
N 0
C 0
END
#
#
OFF_DIAGONAL_VDW
0_3C HC  VDW _MORSE
O_AC HC  VDW _MORSE
OAC 03C VDW _MORSE
AI3C 0 3C VDW_MORSE
AI3C O AC VDW_MORSE
Skle O 3C  VDW_MORSE
Si3C O AC VDW_MORSE
Si3C AI3C  VDW_MORSE
CaC 03C VDW MORSE
Ca C O3  VDW_MORSE
Ca C Na_ C  VDW_MORSE
Ca C AI3C  VDW_MORSE
Ca C Si3C  VDW_MORSE
CaC OAC VDW _MORSE
Ca C H_ VDW_MORSE
Ca C C 3  VDW_MORSE
Ca C N3  VDW_MORSE
Ca C Ow VDW _MORSE
CaC H_w VDW MORSE
H_ H C EXPO_6
H_ 0_3C EXPO_6
H_ O_AC EXPO_6
H_ AI3C EXPO_6
H_ Si3C EXPO_6
C 3 H C EXPO_6
C 3 0_3C EXPO_6
C 3 O_AC EXPO_6
C 3 AI3C EXPO_6
C 3 Skle EXPO_6
N_3 H C EXPO_6
N_3 0_3C EXPO_6

O O OO ooo

OFr P ORrROR

1.077019.5500
2.1768 0.1753
3.7835 0.5363
1.777526.0300
1.7775 26.0300
1.624846.0000
1.624846.0000
4.0949 0.0000
2.4562 4.8296
2.4562 4.8296
3.4703 0.5978
4.1007 0.4707
4.0443 0.4707
2.4562 4.8296
3.4983 0.1042
3.8643 0.2607
3.7454 0.2352
3.6615 0.2071
3.4983 0.0003
3.1950 0.0152
3.3043 0.0378
3.3043 0.0378
3.6245 0.0821
3.5927 0.0799
3.5392 0.0376
3.6368 0.0964
3.6368 0.0964
4.0863 0.1853
4.0447 0.1816
3.4315 0.0338
3.5298 0.0862

PP R R R R R

8.4394
16.0000
10.4112

9.7830

9.7830

8.3022

8.3022

8.7732
10.8791
10.8791
12.0000
12.0000
12.0000
10.8791
12.0000
12.0000
12.0000
12.0000
12.0000
12.3820
12.9456
12.9456
11.9769
12.0101
13.2285
13.7475
13.7475
12.9405
12.9640
13.1348
13.6609

P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
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EXPO_6
EXPO_6
EXPO_6
EXPO_6
EXPO_6
EXPO_6
EXPO_6
EXPO_6
EXPO_6
EXPO_6
EXPO_6
EXPO_6
EXPO_6
EXPO_6
EXPO_6
EXPO_6
EXPO_6
EXPO_6
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE
VDW_MORSE

3.5298 0.0862
3.9267 0.1751
3.8895 0.1709
3.3043 0.0378
3.4046 0.0957
3.4046 0.0957
3.7463 0.2059
3.7136 0.2002
3.3043 0.0378
3.4046 0.0957
3.4046 0.0957
3.7463 0.2059
3.7136 0.2002
3.1950 0.0152
3.3043 0.0378
3.3043 0.0378
3.6245 0.0821
3.5927 0.0799
2.9105 0.2604
3.0226 0.0723
3.3387 0.1809
3.2360 0.1632
2.9105 0.2604
3.1636 0.1437
3.0226 0.0002
1.981910.6250
1.981910.6250
4.0949 0.0000
4.0949 0.0000
3.5349 0.0782
3.9046 0.1955
3.7845 0.1764
1.981910.6250
3.6997 0.1553
3.5349 0.0002
3.6460 0.3093
3.5065 0.4483
3.8443 0.2258
3.8949 0.1777
3.8284 0.1299
3.3387 0.1809
3.9046 0.1955
3.7260 0.2037

13.6609
12.7884
12.8166
12.9456
13.4830
13.4830
12.5384
12.5716
12.9456
13.4830
13.4830
12.5384
12.5716
12.3820
12.9456
12.9456
11.9769
12.0101
14.7296
12.0000
12.0000
12.0000
14.7296
12.0000
12.0000
12.9104
12.9104

8.7732

8.7732
12.0000
12.0000
12.0000
12.9104
12.0000
12.0000
12.0000
12.0000
12.0000
12.0000
12.0000
12.0000
12.0000
12.0000

P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
P*
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N_R AI3C  VDW_MORSE 3.7751 0.1603 12.0000 P*
N_R Si3C  VDW_MORSE  3.7106 0.1172 12.0000 P*
N_R Na C VDW_MORSE 3.2360 0.1632 12.0000 P*
N_R Mg_C VDW_MORSE 3.7845 0.1764 12.0000 P*
END
#
BOND_STRETCH
C_3 H_ HARMONIC  700.00 1.090
C 3 C_3 HARMONIC  700.00 1.530
N_3 H_ HARMONIC  700.00 1.022
N_3 C_3 HARMONIC  700.00 1.462
0 3 H_ HARMONIC  700.00 0.980
0.3 C_3 HARMONIC  700.00 1.420
0.3 N.3 HARMONIC  700.00 1.352
H w Ow HARMONIC  500.00 1.000
H_ H_ HARMONIC  700.00 0.650
C_ R H_ HARMONIC  700.00 1.020
C_R C_3 HARMONIC  700.00 1.460
C_R C_R HARMONIC 1050.00 1.390
C R N.3 HARMONIC  700.00 1.392
N_3 N_.3 HARMONIC  700.00 1.394
N_R H_ HARMONIC  700.00 0.970
N_R C_3 HARMONIC  700.00 1.410
N_R C_R  HARMONIC 1050.00 1.340
N_R N.3 HARMONIC  700.00 1.342
N_R N.R HARMONIC 1050.00 1.290
C_R 0.3 HARMONIC  700.00 1.350
N_R O 3 HARMONIC  700.00 1.300
0_3C H C HARMONIC  700.00 0.980
END
#
ANGLE_BEND
X C 3 X THETA_HARM 100 109.47
X N_3 X THETA_HARM 100 106.70
X 0.3 X THETA_HARM 100 104.51
X C R X THETA_HARM 100 120.00
X N_R X THETA_HARM 100 120.00
H w o w Hw  THETA HARM 120 109.47



END

NDNDNODOOSWNOO WOO WWNOOOO WNWWWW

#
TORSIONS
X C 3 C 3 X  DIHEDRAL 2
X N_3 N_3 X  DIHEDRAL 2
X 0 3 C 3 X  DIHEDRAL 2
X 0.3 N_3 X  DIHEDRAL 2
X 0 3 0 3 X  DIHEDRAL 2
X C R C 3 X  DIHEDRAL 2
C R C R C 3 X  DIHEDRAL 1
N_R C R C 3 X DIHEDRAL 1
X C R C R X  DIHEDRAL 25
X N_3 C 3 X DIHEDRAL 2
X C R N_3 X  DIHEDRAL 2
C_R C R N_3 X  DIHEDRAL 1
N_R C R N_3 X  DIHEDRAL 1
X N_R C 3 X  DIHEDRAL 2
C R N_R C 3 X DIHEDRAL 1
N_R N_R C 3 X  DIHEDRAL 1
X N_R C_ R X  DIHEDRAL 25
X N_R N_3 X  DIHEDRAL 2
C R N_R N_3 X  DIHEDRAL 1
N_R N_R N_3 X  DIHEDRAL 1
X N_R N_R X  DIHEDRAL 25
X C R 0.3 X  DIHEDRAL 2
X N_R 0 3 X DIHEDRAL 2
END
#
INVERSIONS
N_3 X X X IGNORE
C R X X X UMBRELLA 40
N_R X X X UMBRELLA 40
END

N e e



HYDROGEN_BONDS

X X LJ 12 10
END
#
COULOMBIC
X X CONST-EPS

END
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