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ABSTRACT The perception of suspense in stories is affected not only by general literary aspects like
narrative structure and linguistic features, but also by anticipation and evocation of feelings like aversion,
disgust or empathy. As such, it is possible to alter the feeling of suspense by modifying components of a
story that convey these feelings to the audience. Based on a previous straightforward model of suspense
adaptation, this paper describes the design, implementation and evaluation of a computational system that
adapts narrative scenes for conveying a specific user-defined amount of suspense. The system is designed to
address the impact of different types of emotional components on the reader. The relative weighted suspense
of these components is computed with a regression model based on a sentiment analysis tool, and used as a
fitness function in an evolutionary algorithm. This new function is able to identify the different weights on
the prediction of suspense in aspects like outcome, decorative elements, or threat’s appearance. The results
indicate that this approach represents a significant improvement over the previous existing approach.

INDEX TERMS Automatic story generation, genetic programming, predictive model, sentiment analysis,

suspense.

I. INTRODUCTION

One common approach to automatic generation of stories is
to generate content and evaluate the results against a par-
ticular function. This approach is of application in several
generative schemes, namely state-space search or evolution-
ary approaches. The literature shows several examples of
this family of generation techniques, and implementations
of this method are common in Computational Creativity
and Computational Narrative. Metrics for evaluating the
effect of stories include coherence, causality, or character
affinity [1]-[4].

For instance, the automatic storytelling system BRUTUS
generates the sequence of events with a ruled-based sys-
tem that produces a set of potential consequences for the
characters [5]. TALE-SPIN [6] and Fabulist [7] tackle story
generation as a planning process, taking a collection of char-
acters with their corresponding intentions and goals, and
generate a sequence of states and actions. Other systems like
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Charade [8] perform by simulating the evolution of a rela-
tionship between two characters, using their mutual affinities.
PropperWryter creates Russian folktales following to Propp’s
formalization [9].

In particular, automatic story generation systems specifi-
cally addressing suspense usually follow the strategy of mod-
eling the reader’s expectation about the threatening outcome.
They commonly assume that adversity will evoke a set of
emotions that are related to the feeling of suspense. Broadly
speaking, the goal of common suspense-based story gener-
ators is to compute sequences of states that lead to events
that can be interpreted by readers as dangerous or difficult
to overcome for the main characters [10]-[12].

For instance, the automatic story generation system
MEXICA uses a cognitive model of the writing process that
employs abductive reasoning to guarantee the tension and
coherence of inter-character relationships [13]; [Dtension
generates “‘obstacle” states for the characters and selects
the state in which the obstacle is the most difficult one
to overcome [14]. Similarly, Suspenser generates the plot
states with all the possible plans and selects the best one

VOLUME 9, 2021


https://orcid.org/0000-0001-5685-9250
https://orcid.org/0000-0002-6768-1766
https://orcid.org/0000-0001-9221-7351
https://orcid.org/0000-0001-9186-6472

P. Delatorre et al.: Improving Fitness Function of Evolutionary Suspense Generator Through Sentiment Analysis

IEEE Access

based on the potential failures for the characters to over-
come [15]. Dramatis tries to determine escape plans that
the reader will consider most likely for the protagonist, but
avoiding any condition of the narrative arc that contemplates
a direct valid path between the current state and an undesired
outcome [16], [17].

Whereas the techniques are diverse and provide useful
insight towards their specific objectives, no story genera-
tion system explicitly addresses cognitive suspense beyond
the implementation of conflict-resolution. This is usually
done through relations, or, more commonly, the chance of
eliminating escape alternatives for the protagonist [7], [18],
[19]. Although these systems compute events according to a
goal-planning process, the emotional impact of the different
elements included in the plot are barely taken into account to
choose the best states.

This emotional impact of the elements of a scene is known
to play a fundamental role in the perception of suspense:
a knife and a mask, worn by a criminal, may evidence the
intention of a rougher murder than gunfire does; a disfigured
threat may lead the audience to predict a higher danger. Nat-
ural events during a stormy night may evoke a greater feeling
of suspense than a clear afternoon does, and the presence of
ropes on a table may lead to foretell an abduction, even if
these aspects do not finally play any role in the plot.

This kind of information influences the perceived intensity
of the potential outcome, which is linked to the perceived
suspense, as described in the literature [20]-[29]. Addition-
ally, the discourse itself, understood as the specific order
in which the events are narrated, can also trigger different
emotional and affective responses in the audience [30], [31].
These ideas support the necessity to address the complexities
of suspense taking into account the cognitive particularities
of the phenomenon. As such, the computational analysis of
suspense cannot be exclusively on the sequence of events.

This cognitive approach to the study of suspense has
been previously studied and implemented as a component-
based system [32]. This system performed text adaptation
of suspenseful scenes in which the decorative elements
(those present in the scene, but not playing any major role
in the main plot) were modified to control the conveyed
suspense.

The system is able to produce story modifications that do
not modify the plot, but produce an output text whose per-
ceived suspense is closer to a user-defined value. The original
proposal uses the ANEW corpus [33], a list of 1034 terms
along with their respective emotional values. These emotional
values, or dimensions are the valence (or pleasure, ranging
from unpleasant to pleasant), the arousal (or intensity of the
emotion, ranging from calm to excited), and the dominance
(or degree of control over the stimulus, ranging from out of
control to in control). In particular, the corpus used by the
system is a customized version: based on the original ANEW
corpus, a new corpus of affective norms contextualized in a
setting of fictional suspense was created. This corpus was
called S-ANEW [34].
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TABLE 1. Example with annotated terms of the S-ANEW corpus. As the
term “cold” illustrates, a term can be associated to different annotations.
Suspense scores range from 1 to 9.

term suspense annotation / type

cold 443 weather:personality:feeling
death 7.02 outcome

garden 3.30 place

hope 3.85 feeling

poster 2.12 decorator

pretty 2.45 appearance

shotgun 6.56 resource

sunset 5.26 daytime

Table 1 shows some examples of annotated terms of this
corpus.

The emotional impact of the terms, such as those exem-
plified in Table 1, was studied in detail, and their effects of
the final perception of suspense were quantified [35]-[39].
In [40], this information was used to compute a preliminary,
original predictive model, and to implement an evolutionary
algorithm. However, the system did not differentiate between
distinct types of elements: Despite the fact of a potential
outcome may have a different impact on suspense than a
decorative element in the scene, the original fitness function
just used the mean of suspense evoked by the different terms
regardless of their type. The reason for using the averaging
operator was that the literature does not provide quantitative
difference among types of elements.

The results from the predictive algorithm yielded a
medium-high correlation between the predicted suspense
and the evaluation with human subjects (r = 0.748,
p < 0.05). However, the possibility of a better correlation
leads to hypothesize that focusing on the specific influence
of the type of emotional components may led to a better
performance than assuming the simple average. This is the
objective of the present study.

The rest of the sections detail this study, as follows:
Section II introduces the implementation of the evolutionary
algorithm and the original fitness function to be improved;
Section III describes the method and generation of a set of
scenes by combining different narrative elements in clusters;
Section IV shows how the predictive models of the affective
values of each cluster from the automatic semantic analy-
sis of the scenes were computed; Section V describes the
implementation of the new fitness function according to the
weights of the model; and Section VI describes the evalua-
tion of the new fitness by the evaluation of human subjects.
Finally, Section VII and Section VIII respectively discuss and
summarize the results.

Il. IMPLEMENTATION OF THE ORIGINAL FITNESS
FUNCTION
Following, the implementation of the evolutionary algorithm
and the original fitness function to be improved are described.
The evolutionary algorithm was implemented with the Java
Genetic Algorithms Package (JGAP), and performs like a
Simple Genetic Algorithm (SGA) [41]. The probability of
mutation was set to 0.5, and the crossover probability was set
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to 0.4. It follows a generation scheme in which each candidate
term for the narrative is a gene to be evolved. The system
was designed to follow the aforementioned hypothesis that
the emotional effect of certain elements differs from others.
For instance, the weather conditions could have less impact in
suspense than the different descriptors of the threat’s physical
appearance.

In order to model this, genes are clustered together accord-
ing to the kind of information they convey (annotations, in the
S-ANEW corpus). Therefore, specific subsets of terms (g)
are grouped into clusters (U; = {g;,1..8i,»;}). For instance,
terms representing places are included in a unique cluster
Up = {8p.1--8p.n,}, Where any g, ;,j € [1,np] would be a
term classified as a place in the S-ANEW corpus, and n,, is
the number of places appearing in the story. Likewise, another
cluster U, = {g0,1..80,n,} could contain instances of terms
representing expected outcomes (terms annotated as outcome
in the corpus), and n, is the number of outcomes appearing
in the story (for instance, one per character).

All genes belonging to cluster U; will be assigned a par-
ticular weight (w; € [0.0, 1.0]) in the predictive model. This
way, the suspense @ for each cluster is computed as ®; =
(wi/ni) x 27’: | Gij, where n; is the number of genes of the
cluster U;, and G; j is the suspense for the narrative element
gi,j» extracted from the S-ANEW corpus. The fitness function
was computed as the absolute value of the subtraction of the
mean of all ®; and the input desired final suspense of the
generated plot.

In the original work [40], this fitness function assigned the
same weight to each cluster; that is, w; = w; = 1,V U;, U;.
This is because no previous study in the literature provides
quantitative values for these weights, as previously indicated.
Therefore, although the algorithm yielded a medium-high
correlation between predicted suspense and evaluation with
human subjects (r = 0.748, p < 0.05), the idea that
the emotional impact of the elements of each cluster U; is
different is analyzed in this study. This leads to a new design
of the fitness function that tries to improve the prediction
accuracy of the expected suspense.

lll. METHODOLOGY TO IMPROVE THE FITNESS
FUNCTION

The present research sets off to improve the performance of
the fitness function of the evolutionary algorithm described
in Section II. In the original approach, the hypothesis that
different kinds of terms have different impact on the overall
perception of suspense was not evidenced. Gaining insight on
this hypothesis can improve the suspense generation process
since the algorithms will be able to control the expected
suspense generation in more detail.

For this purpose, using humans to evaluate suspense is
not feasible because of methodological issues. First, there
could be a lack of context in which subjects do not assign
the appropriate emotional values to terms because they are
not really feeling the suspense of a real narrative, which
would invalidate the result. Second, the cost of the process
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would be extremely high: The S-ANEW set is composed
by 1034 terms, and the necessary cross-comparison together
with the number of different samples per element would be
intractable.

For this paper and in order to overcome this limitation,
the multilingual sentiment analysis tool Lexalytics’ Seman-
tria [42]-[47] was used to analyze and evaluate the quantita-
tive impact of a set of 486 suspenseful short scenes generated
from three different original texts. The terms of each scene
were obtained by combining different narrative elements in
nine different clusters.

From this set of base stories, a regression model between
the clusters’ suspense and the sentiment analysis was
computed.

A. GENERATION OF THE PRELIMINARY SET OF
TEMPLATES

The study was conducted using three different templates of
short narratives. The templates’ placeholders are used by the
evolutionary algorithm to include the elements to be evalu-
ated. Once generated, the resulting scenes were used both for
the semantic analysis and for testing against human subjects
with the new fitness function, as detailed later.

The narratives chosen for the research fulfill a number of

properties:

o All the scenes finish in a climax situation of high narra-
tive tension according to the classic Freytag’s dramatic
structure [48]. Otherwise, scenes that resolve the nar-
rative tension could potentially produce a stress relief
that could influence the assessment of the perceived
suspense [49].

« In order to provide coverage for the target set of stories,
it must be ensured that certain families of terms always
appear in the templates. Specifically, all the templates
must include the next clusters:

-- place (p) where the action unfolds

-- daytime (e) and weather (h)

-- decorative (d) elements in the scene

-- personality (s), appearance (a), resource (r), and
feeling (f) of characters

-- expected outcome (0)

Clusters a, r and f must contain two genes: one for
the main character (a,, 1, f;n) and another one for the
threat (a;, ry, f;). This means that nine clusters and total
of twelve genes will compose the chromosome and the
training features for the regression model.

A strong focus has been put on creating sufficiently dif-
ferent narrative templates. In order to get it, basic strategies
to conceive suspense scenes were studied [50]-[55]. After
the analysis, the type of scenes found which were different
in terms of narrative techniques that were considered not to
overlap were three. As a result, three templates were finally
generated:

1) “Pursued”, where a character is stalked and, later,
pursued.
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TABLE 2. Number of words, number of sentences and Flesch readability index (RI) per narrative template.

scene words  sentences RI order

Pursued 126 14 33.34 h e p am fm Tm d ar Tt ft )
The call 145 12 4521 v d  p  ar  am s It fm 7t o h e
Wake up 232 24 60.64 p d h fm o Tm s ft Tt am a:

TABLE 3. Placeholders for template substitution in the short narrative scenes. The placeholders describe term family and syntactic concordance.

code

description

examples

{:feature$variable}

Replaces the placeholder by a narrative
element annotated in the corpus as feature
which will be internally referred as variable.
The transformation can happen anywhere in
the template scene, and it is needed for the
rest of the transformations using this variable.

{:outcomeSo}

{:daytimeS$e}

Replaces this code by an outcome,
internally called o; for instance,
“tortured”.

Replaces this code by a daytime,
internally called e; for instance,
“sunset”.

{?genderS$variable}

Replaces this code by the name of a person
with the specified gender (or random

if it is not provided), which be internally
referred as variable. The transformation
can happen anywhere in the template scene,
and it is needed the rest of the
transformations using this variable.

{?femaleSmain}

{?male$partner}

{?$threat}

Replaces this code by a female name,
internally called main; for instance,
“Sarah”.

Replaces this code by a male name,
internally called partner; for instance,
“Peter”.

Replaces this code by a random name,
either male or female, internally called
threat; for instance, “Helen” or “John”.

{$variable}

Replaces this code by the term internally
referred as variable.

{So}

{$partner}

Replaces this code by the value of o;
in the previous examples, “tortured”.
Replaces this code by the value of
partner; in the previous examples,
“Peter”.

{Svariable->hesheit}

Replaces this code by the corresponding
personal pronoun of the value of variable,
when applicable.

{Spartner—>hesheit}

Replaces this code by the personal
pronoun of partner; in the previous
examples, “he”.

{$variable->himherit}

Replaces this code by the corresponding
object pronoun of the value of variable,
when applicable.

{$main->himherit}

Replaces this code by the object
pronoun of main; in the previous
examples, “her”.

{$variable—>hisherits}

Replaces this code by the corresponding
possessive adjective of the value of variable,
when applicable.

{$main->hisherits}

Replaces this code by the possessive
adjective of main; in the previous
examples, “her”.

{$variable->hishers}

Replaces this code by the corresponding
possessive pronoun of the value of variable,

{Spartner->hishers}

Replaces this code by the possessive
pronoun of partner; in the previous

when applicable.

examples, “his”.

2) “The call”’, where a character is involved in a
“countdown’ situation, in which has to take a decision.

3) “Wake up”, where a character is confined in an
unknown place.

Likewise, while templates were conceived as short scenes
the number of words, number of sentences and Flesch read-
ability index (RI) [56], and order of the elements were
different. These differences are shown in Table 2.

B. GENERATION OF THE SCENES

Variable replacement in the templates was carried out with
a simple parser. The evolutionary algorithm replaces the
placeholders in the templates by term values belonging to
the specific family defined by such placeholders (places or
outcomes, for example) [40].

Table 3 details the placeholder variables used in the tem-
plates. It can be seen in the table that the placeholders include
not only the family of suitable emotional terms, but also
specific replacement properties.

The texts to be evaluated were generated for each narrative
template. In order to do this, two different scenes per desired
suspense value in the range [1.0, 1.1, 1.2, - - - , 9.0] were gen-
erated per template (that is, all values from 1.0 to 9.0, with
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a step of 0.1). In total, 162 different instances per template.
For the first generation, population size and offspring were
set to 100, and the maximum number of iterations was set to
200. For the second generation, population size and offspring
were set to 20, and the maximum number of iterations was
set to 30. Two iterations were performed because a high
value produces less variability on the terms (and a slower
generation), but a higher accuracy with respect to the input
suspense. On the other hand, a lower number of iterations tend
to produce results that are less similar to the input suspense,
but present a higher variability between the gene values (and,
therefore, between scenes). From the 162 instances for each
three templates, 486 short scenes were produced. These were
individually analyzed by the sentiment analysis tool.

Three examples of scenes are shown in Listings 1, 2 and 3.
Each example corresponds to one of the three input templates.
The instantiation of the placeholders related to suspense
terms are underlined in the texts for facilitating their identi-
fication. Input (desired) suspense (®g), suspense computed
using the baseline fitness function (&), sentiment analysis
evaluation (S), and the suspense value of each underlined
term of these examples (along with its order in the text) are
shown in Table 4.
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TABLE 4. Parameter values for the example scenes 1, 2 and 3: input (desired) suspense (®,), computed suspense using the baseline fitness function (@),
sentiment analysis evaluation (S), suspense value (susp) of each included term (term), and order in the story (ord). Additionally, population size and

offspring (Pg), and maximum iterations (/max) are included.

Pursued

The call

Wake up

Pp=100, Iya:=200
P=4.60, ®=4.57

Pp=100, Ia2=200
$(=3.70, $=3.70

Pp=20, Ima2=30
$0=6.10, =5.61

S=-0.111 (neg.) S$=-0.113 (neg.) S=-0.336 (neg.)

g ord term susp ord term susp ord term susp
d 8 lamp 2.88 2 crown 2.01 2 scissors 5.28
e 2 twilight 5.05 12 daylight 2.57 4 sunset 5.26
h 1 frigid 5.04 11 breezy 2.46 3 cold 443
0 12 killed 7.52 10 punished 5.85 6 tortured 7.20
D 3 alley 5.24 3 windmill 3.19 1 jail 5.87
s 4 timid 3.35 6 curious 3.97 8 hostile 3.63
A 5 muscular  3.32 5 blond 2.10 11 sickness 5.80
m 6 hopeful 3.69 8 ridiculous  4.21 5 helpless 7.10
Tm 7 grenade 5.50 1 hammer 471 7 rifle 6.32
at 9 sick 4.92 4 strong 3.31 12 deformed 541
ft 11 enjoying  4.01 7 happy 4.72 9 traumatized ~ 6.94
Tt 10 dagger 4.47 9 rock 3.76 10 pistol 6.27

It was a frigid twilight. Charles walked through the
alley. He was timid and physically muscular. Lately,
he felt hopeful. Suddenly, Charles had the feeling that
something was following him. He reached into his back-
pack, from which he took a grenade. Charles kept it in
his pocket, thinking it could serve as a deterrent, just in
case. He hadn’t finished thinking about it, when a figure
appeared out of nowhere, next to a lamp. It seemed like
a man. His appearance was sick. He carried a dagger,
and Charles realized. Then, enjoying, the man shouted
to Charles: “You deserve to be killed!”. Charles started
to run through the alley, but he stumbled and fell down.
His pursuer was closer and closer.

LISTING 1. Example scene automatically adapted from the “Pursued”
template.

“Drop that and raise your hands”. Robert said these
words as he pointed to the man with his hammer. The
man was called Michael, and he sat next at a table
on which there was a crown. Under the light, in that
windmill, he looked strong, but Robert didn’t care.
Robert was blond, and he was also curious. He stared
at Michael, who seemed to be happy. Robert took the
opportunity to check his own feelings, and concluded
he felt ridiculous. Be that as it may, Michael still had
that mobile phone in his hands, his finger ready to press
the screen. The fact that, in another place, a rock hit a
person depended on that call. Even if the call did not
come, the person would still be punished by one of the
Michael’s henchmen. On that breezy daylight, Robert
wondered how he should act.

LISTING 2. Example scene automatically adapted from the “The call”
template.

IV. COMPUTING THE PREDICTIVE MODELS

All the scenes were analyzed by the sentiment tool. Accord-
ing to the output value, all of them yielded a negative sen-
timent value. Additionally and as expected, the correlation
found between the input suspense ($g) and the suspense
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When Paul opened his eyes, he noticed that he was
tied to a rickety chair in the center of a jail. Some
scissors were in the walls. In front of them, there was
what must have been a small window. It was a cold
sunset. Paul felt helpless. He wondered how long he
had been unconscious. Suddenly, Paul realized he was
not alone. There was another person there, right behind
his back, and just at that moment, a female’s voice
spoke close to his ear: “Time to pay off old debts”.
Paul recognized that voice. Meredith! It could not be
possible. After so long... “Time to be tortured, Paul!”.
From behind, her captor passed her hand before his eyes
to show him a rifle. Paul took advantage of the moment
to move quickly. He threw his head back and hit the
other. Then, he jumped aside as high as he could and
turned to fall backwards, breaking the old chair and
being free. Quickly, he approached Meredith, who was
still dazed, and pulled the rifle out of her hands. Paul
wasn’t sure how he had done it so fast, but he felt that he
was returning to his personality: just hostile. Recovered,
Meredith looked at him, traumatized. She put her hand
in her pocket and pulled out a pistol. There they were,
facing each other. Paul was sickness, Meredith was
deformed.

LISTING 3. Example scene automatically adapted from the “Wake up”
template.

after computing the terms based on the original fitness (®)
is almost total (r = 0.997, p < 0.000).

However, the correlation between the computed suspense
@ and the evaluation of the semantic analysis (S) was r
—0.721, p < 0.000. Again, this medium correlation leads
to hypothesize that focusing on the specific influence of
clusters separately, with different weights, can led to a better
performance than assuming the simple average.

In order to do this, a regression between the sentiment
analysis score S (dependent variable) and each one of the nine
cluster independently (independent variables) was calculated.
The goal was to find the values of o and g for each cluster U;
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that maximizes the fit described in Equation 1.
S=po+ Y BU", €l pieR,
i

ie{d,e,h,o,p,s,amt,fomts tmsi} (1)

To check that the clusters had a different influence depend-
ing on the plot and the way in which the information is
presented to the reader, three different models were com-
puted, one for each template. The best accuracy was obtained
with «; = 1, Vi. Other non-linear options were tried for the
three scene templates, but none gave a significantly better
result. The three models were different and produced a higher
signification and weight in distinct clusters.

Additionally, an ANOVA test between the models was
carried out. In all cases, p was less than 0.05. This led
to hypothesize that a specific predictive model must be
considered for each type of scene in order to improve the
effectiveness of the fitness function.

V. IMPLEMENTATION OF THE NEW FITNESS FUNCTION
Considering the impact of the genes of each cluster in the
model of each scene, the implementation of the new fitness
function was based on penalty criteria. The general idea is that
the more suspense weight an element has, the more penalizes
the fitness function if it is far from the desired suspense.
That is, each variable penalized the fitness value according
to its weight (w;) and the distance with the desired suspense
(®o). Thus, for a set of genes g;; € U; with mean value G;
in the cluster and a weight w; € [0, 1] C R, the penalty
criteria follows the formula P(i) = w; x |®g — G;|. Thus,
the fitness value (Z) would follow Equation 2, where @, is
the maximum value of suspense in the range.

Z = ®par — Y _ Pli) 2

The impact factor of each variable in the model was com-
puted under the general assumption that the value of the
independent constant By was related with the effect of both
the structure and the fixed elements of the scene, not with the
added terms. This hypothesis makes it possible to partially
avoid the impact of the independent variable in the fitness
function, which in any case would only provide a constant
linear value not related to any variable. In order to get the
factors, the weight w; is proportional to the impact of the
variable in its respective model, so the lower this impact
is, the less the effect in the penalization P(i) and, hence,
proportionally the less impact in the fitness value Z.

Table 5 shows the values of g, their signification in the
model, and the penalty weight w; per each type of scene. Each
weight w; is computed by interpolating the corresponding
model’s parameter f; to a normalized [0.0, 1.0] scale.

Figure 1 shows how the regression models distribute the
weights of the narrative elements for each scene. For example
and according to this distribution, most suspense weights in
the scene ““The call” fall on the personality of the protagonist.
In fact, the feelings of the characters seem to determine
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TABLE 5. Values of g;, signification, and computed weight w; € [0, 1] c R
in the regression models, one per type of scene.

Pursued The call Wake up
gene B w B w B w
d -.007 .026 .007 .034 .008* .066
e .034 * 111 -.003 013 -.011%* .096
h .006 .021 .001 .005  -.002 .017
o -.001 004 -016% .082  -.005 .043
p -.045 * 148 -.007 .036 .006 .051
s -.004 014 -.061%% 319  -.025% 217
am  -.049 * 161 -.018* 092 -.007 .057
fm  -.054 ** 178  -.036* 183 -.006 .051
rm 019 .064 .005 023 -.004 .036
ar -.044 * 144 -.025* 130 -.021%*% (182
ft -.035 * 114 -.015% 076 -.019* 163

re  -.004 .015 .002 .008  -.003 .022
*: p-value < 0.05, ¥F: p-value < 0.01, ¥¥*: p-value < 0.005

an important part of the level of suspense in all the sto-
ries. Regarding the empathy [57], this effect is consistent
with relevant literature [58]-[61]. Similarly, the appearance
of the characters (the threat, mainly) seems to significantly
influence the suspense generated. However, other expected
aspects, such as the outcome or the resources of the threat,
do not seem to have had an important impact on the scenes.

VI. EVALUATING THE RESULTS WITH THE NEW FITNESS
FUNCTION

A. METHOD

A total of N = 72 participants, 43 males (59.72%) and
29 females (40.27%), voluntary participated in this study.
Subjects ranged in age from 19 to 32 years old (M = 21.62,
SD = 2.01). The evaluation was carried out online.

N = 72 scenes per each type of scene (“Pursued”, “The
call”, and “Wake up’’) were generated. For each template,
half the stories were generation with the baseline fitness
function and, the other half, with the new fitness function.
They were randomly assigned to the participants so that they
would receive one story per template (3 stories in total).
In total, 216 stories were evaluated.

Each registered participant was contacted by e-mail with
an Excel spreadsheet containing four sheets. The first sheet
contained the instructions. The other three sheets contained,
each one, one of the three scenes assigned to the participant.
The sheets were randomly shuffled for avoiding the sequence
effect. The scene text was located on the leftmost, topmost
cell (1, A). The cell was dimensioned so that the whole con-
tent would visibly fit in the cell. The next cell to the right
(1, B) contained a fully visible drop-down list with values
from 1 to 9 for rating the story. The rest of the sheet was
empty.

According to the instructions, the participants had to rate
the amount of suspense they felt, reporting the correspond-
ing value in the drop-down list. Participants were asked to
fill in and send the completed file in within two weeks.
These instructions and the use of non-presential surveys were
similar to those provided in related studies [34], [62]-[64].
After the time period for sending back the questionnaires
expired, all participants had submitted a completely filled-in
spreadsheet.
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FIGURE 1. Distribution of the weight (w) of different genes per scene.

B. RESULTS OF THE NEW FITNESS FUNCTION

After the data was processed, the analysis of the correlation
between reported and computed suspense were conducted.
The objective was to compare the performances of the base-
line and new fitness functions for each type of scene. The
correlation results are described next.

o For “Pursued”, the computed suspense using the mean
as the basis for the baseline fitness function reported
a correlation of r = 0.686,p < 0.000 with the
suspense reported by the subjects. Instead, the new
weighted fitness function based on the semantic analysis
reported a significantly higher correlation of r = 0.898,
p < 0.000. No significant differences between genders
or age ranges were found.

For the scene “The call”’, the computed suspense using
the baseline fitness function reported a correlation of
r = 0.801, p < 0.000 with the suspense reported by the
subjects, and the new fitness function reported a similar
but higher correlation of r = 0.872, p < 0.000. No sig-
nificant differences between genders or age ranges were
found.
Finally, for the scene ‘“Wake up”, the computed sus-
pense using the baseline fitness function reported a cor-
relation of r = 0.755,p < 0.000 with the suspense
reported by the subject, and the new fitness reported also
a higher correlation of r = 0.824, p < 0.000. No sig-
nificant differences between genders or age ranges were
found.

Results show that the new fitness function, which addresses
the differences in relative weight between clusters in the
prediction, performs better than the baseline fitness function.
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The performance improvement can be observed in the three
scene templates. Additionally, it supports the initial hypothe-
sis that the emotional impact of the elements of each cluster
U, influences suspense differently, although the way in which
it does depend on the particular semantic affection of each

type of story.

VII. DISCUSSION
This section discusses some design decisions and potential

limitations of this study.

Firstly, the design and the textual realization of the narra-
tive templates have been carried out by the authors. Whereas
it can be argued that this might add a certain amount of bias
in the research, the granularity of the research methodology
forces a strict control on the content. The text of the narrative
templates and the values for the placeholders must match,
which means that it is necessary to provide coverage for the
whole list of possible values. This control is virtually impossi-
ble to obtain without designing the narrative templates with it
in mind. Although using existing suspenseful narratives could
have been an option, finding the right passages would have
been a very costly task, and it would have also introduced
potential human assessment bias. It is therefore assumed that
the chosen option is currently the most reasonable alternative.

Secondly, not all parameters §; in the model were statis-
tically significant for computing the weights w. Although
all clusters were included without taking significance into
account, it would have been reasonably to consider that the
value of a gene that has no significance in the regression
model would also have no significance in the fitness penalty.
However, the exclusion of some genes would have implied
that they were not used by the fitness function, meaning that
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the had no impact on the overall interpretation of the scene
and could have been simply randomized. Although this situa-
tion may initially seem appropriate for the generative system,
two potential drawbacks are highlighted: a) as reported below,
the accuracy of the semantic analysis tools is good, but still
not perfect, which means that the results could be hiding the
effect of some elements that actually have impact in the plot;
and b) in any case, and as aforementioned, weights w; are pro-
portional to the effect of the variable, so the lower this impact
is, the less the effect in the penalization P(i) and, hence,
proportionally the less impact in the resulting fitness value
Z. In this respect, the risk of excluding any gene is avoided:
the lack of significance of some variables in the model does
not indicate that they cannot be included, but that they will
not significantly change the result in the regression model.

Thirdly, the research methodology includes the use of a
semantic parser, Lexalytics’ Semantria. The parsing process
has an analysis accuracy that is relatively slow and not perfect
(as it is the case with any currently available sentiment anal-
ysis tool), so it is not possible to assume that the extraction of
the emotional effect is fully correct in all contexts [65]-[67].
Additionally, the context is known to affect the emotional
interpretation of terms, as previously studied [34], [37]. There
exist initiatives that try to schematize or represent semantic
and lexematic analysis of suspense-related genres, but the
results are inconclusive and are not available as implementa-
tions [68], [69]. This does not mean that relying on semantic
analysis tools implies a lack of precision (in fact, it has been
observed that it increases precision). It must however be
consider that the parsing does not fully cover all scenarios,
and that the reader’s interpretation of the context also plays an
important role. Consequently, the present study may not rule
out additional effects of specific instances of certain suspense
texts. An in-depth, exhaustive analysis of a broader set of
narratives is part of the future work.

On a separate issue, Section VI describes a research
methodology in which participants, after having enrolled in
the experiment, were contacted and queried by e-mail. The
absence of a face-to-face supervision makes it difficult to con-
trol the sessions or duration of the task per participant, which
may affect the task performance [70]. However, a number of
experiments gathering affective ratings obtained the answers
through similar techniques such as remote web surveys or
spreadsheets [63], [64], [71], [72]. These methods are used
by several authors due to the advantages in terms of resources
and time [73]-[75], and, nowadays, because of the current
pandemic situation. In any case, relevant literature points
out very small differences between face-to-face and remote
questionnaires [75]-[79]. The improvement on availability
of the chosen approach makes up for the small potential
differences.

Finally, the generative algorithm used for selecting the
narrative elements is effective but simple. In this regard,
a study of alternatives different from the current SGA strategy
must be addressed. This topic will also be carried out in future
contributions.
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VIil. CONCLUSIONS AND FUTURE WORK
This paper has described an evolutionary algorithm which,

given a narrative template, adapts the placeholders for pro-
ducing a version that generates a suspense close to a desired
suspense. In particular, one of the main contributions of the
paper is the methodology for the improvement of the fitness
function. This improvement has been achieved by refining the
calculation of the specific families of terms (clusters) instead
of assuming a simple average, and the use of a semantic parser
to train the predictive model. Based on the same plot, differ-
ent values for the placeholders produce different perceived
amounts of suspense. The empirical results evidence a signif-
icant improvement over the baseline fitness function, shown
as a higher correlation between the input and the perceived
suspense than with the original, simpler fitness function.

Moreover, an analysis of the results shows that there are
elements that seem to have an impact on several stories,
such as the personality and emotions of the characters, and
the appearance of the threat. Other aspects that could be
determined as important, such as the outcome, do not seem
to have much influence in the scenes used. Likewise, it is
observed that the importance of each narrative element varies
according to the scene and, consequently, these require an
independent semantic analysis and weighting. Thus, it seems
that there is no universal formula that can equally compute
the impact of the terms for the whole spectrum of suspense
scenes. This issue, on the other hand, is common in natural
language processing and sentiment analysis given the mental
processes, the representation and meaning, and the context
itself [80]. The cognitive effects of any text are variable
depending on how the text is structured and the context in
which it is presented. In fact and in addition to the elements
of the story, different affective responses can be evoked sim-
ply by manipulating the order in which a story’s events are
narrated [30], [31].

In any case, this study has been carried out with three
scenes and with a maximum of two genes per cluster. A study
with more scenes and, particularly, with a greater number of
elements and not restricted to the use of a certain number of
types of narrative elements, and the use of other semantic
tools could help to observe additional patterns. The current
results lead to hypothesize that a general simple formula does
not provide coverage for all the cases of narrative and sus-
pense. Instead, a range of family-specific models for different
aspects of suspense and plot seems to be the approach that
could yield the best overall performance.
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