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Abstract

EXPLOITING SEMANTIC SIMILARITY MODELS TO AUTOMATE TRANSFER

CREDIT ASSESSMENT IN ACADEMIC MOBILITY

Student mobility or academic mobility involves students moving between institutions during

their post-secondary education, and one of the challenging tasks in this process is to assess

the transfer credits to be offered to the incoming student. In general, this process involves

domain experts comparing the learning outcomes (LOs) of the courses, and based on their

similarity deciding on offering transfer credits to the incoming students. This manual im-

plementation of the task is not only labor-intensive but also influenced by undue bias and

administrative complexity. This research work focuses on identifying an algorithm that ex-

ploits the advancements in the field of Natural Language Processing (NLP) to effectively

automate this process. A survey tracing the evolution of semantic similarity helps under-

stand the various methods available to calculate the semantic similarity between text data.

The basic units of comparison namely, learning outcomes are made up of two components

namely the descriptor part which provides the contents covered, and the action word which

provides the competency achieved. Bloom’s taxonomy provides six different levels of com-

petency to which the action words fall into. Given the unique structure, domain specificity,

and complexity of learning outcomes, a need for designing a tailor-made algorithm arises.

The proposed algorithm uses a clustering-inspired methodology based on knowledge-based

semantic similarity measures to assess the taxonomic similarity of learning outcomes and a

transformer-based semantic similarity model to assess the semantic similarity of the learning

outcomes. The cumulative similarity between the learning outcomes is further aggregated
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to form course to course similarity. Due to the lack of quality benchmark datasets, a new

benchmark dataset is built by conducting a survey among domain experts with knowledge

in both academia and computer science. The dataset contains 7 course-to-course similarity

values annotated by 5 domain experts. Understanding the inherent need for flexibility in

the decision-making process the aggregation part of the algorithm offers tunable parame-

ters to accommodate different scenarios. Being one of the early research works in the field

of automating articulation, this thesis establishes the imminent challenges that need to be

addressed in the field namely, the significant decrease in performance by state-of-the-art se-

mantic similarity models with an increase in complexity of sentences, lack of large datasets

to train/fine-tune existing models, lack of quality in available learning outcomes, and reluc-

tance to share learning outcomes publicly. While providing an efficient algorithm to assess

the similarity between courses with existing resources, this research work steers future re-

search attempts to apply NLP in the field of articulation in an ideal direction by highlighting

the persisting research gaps.
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Chapter 1

Introduction

Natural language processing (NLP) has seen significant breakthroughs in recent years with

the introduction of transformer-based language models which use attention mechanisms to

build contextual embeddings. One of the most researched tasks in natural language process-

ing is semantic textual similarity, which attempts to assess the similarity between two text

snippets. This thesis work explores extensively the existing semantic similarity methods by

conducting a survey of more than a hundred research articles published in reputed venues over

the last three decades. The semantic similarity models are classified into knowledge-based,

corpus-based, deep neural network based, and hybrid methods based on the underlying prin-

ciple used to measure the similarity. While the proposed models achieve near-perfect results

in existing datasets, this research work explores one of the major shortcomings of these

models where the performance of the recent transformer models significantly decreases with

the increase in complexity of the sentences. The complexity of the sentences in the existing

popular benchmark datasets are analyzed and owing to their simplicity, a new benchmark

dataset comprising of complex, domain-specific sentences is proposed and the performance

of the popular BERT-variants is analyzed. Understanding the advantages of the semantic
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similarity models and their limitations, this research work explores the application of these

models in a real world task - student mobility. The proposed model uses a transformer-

based language model to assess the semantic similarity between learning outcomes and a

clustering-inspired algorithm to assess their taxonomic similarity. Finally, the model uses a

straightforward and transparent aggregation process to determine the course level similarity

and hence assess the transfer credit for the incoming students. The final chapter concludes

by highlighting the shortcomings of the semantic similarity models and the challenges in the

domain of articulation.

1.1 Thesis organization

This thesis is further organized as follows. Chapter 2 discusses in detail the various semantic

similarity methods classifying them as knowledge-based (Chapter 2.2), corpus-based (Chap-

ter 2.3), deep neural network-based (Chapter 2.4), and hybrid (Chapter 2.5), also discussing

their advantages and disadvantages. Chapter 3 proposes a new Domain Specific Complex

Sentence (DSCS) dataset which highlights one of the drawback of the existing semantic sim-

ilarity models. Chapter 4 presents an algorithm to measure the transfer credit for courses

based on the semantic and taxonomic similarity of learning outcomes. Chapter 5 provides a

comprehensive conclusion of the research work.
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Chapter 2

Literature review - Semantic

Similarity

This chapter contains excerpts from the article published in the following peer reviewed
journal:
• Chandrasekaran D. & Mago, V. (2021).Text Evolution of Semantic Similarity—A

Survey. ACM Computing Surveys (CSUR), 54(2), 1-37.

In order to effectively understand the existing semantic similarity methods and their
classifications, an extensive survey was conducted and compiled to form the survey arti-
cle mentioned above. In this chapter content from the article has been added, removed,
or summarized, where appropriate.
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2.1 Introduction

With the exponential increase in text data generated over time, Natural Language Processing

(NLP) has gained significant attention from Artificial Intelligence (AI) experts. Measuring

the semantic similarity between various text components like words, sentences, or docu-

ments plays a significant role in a wide range of NLP tasks like information retrieval [57],

text summarization [94], text classification [58], essay evaluation [50], text simplification

[142], machine translation [166], question answering [22, 79], among others. In the early

days, two text snippets were considered similar if they contain the same words/characters.

The techniques like Bag of Words (BoW), Term Frequency - Inverse Document Frequency

(TF-IDF) were used to represent text, as real value vectors to aid calculation of semantic

similarity. However, these techniques did not attribute to the fact that words have different

meanings and different words can be used to represent a similar concept. For example, con-

sider two sentences “John and David studied Maths and Science.” and “John studied Maths

and David studied Science.” Though these two sentences have exactly the same words they

do not convey the same meaning. Similarly, the sentences “Mary is allergic to dairy prod-

ucts.” and “Mary is lactose intolerant.” convey the same meaning; however, they do not

have the same set of words. These methods captured the lexical feature of the text and were

simple to implement, however, they ignored the semantic and syntactic properties of text.

To address these drawbacks of the lexical measures various semantic similarity techniques

were proposed over the past three decades.

Semantic Textual Similarity (STS) is defined as the measure of semantic equivalence be-

tween two blocks of text. Semantic similarity methods usually give a ranking or percentage

of similarity between texts, rather than a binary decision as similar or not similar. Semantic

similarity is often used synonymously with semantic relatedness. However, semantic related-
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ness not only accounts for the semantic similarity between texts but also considers a broader

perspective analyzing the shared semantic properties of two words. For example, the words

‘coffee’ and ‘mug’ may be related to one another closely, but they are not considered seman-

tically similar whereas the words ‘coffee’ and ‘tea’ are semantically similar. Thus, semantic

similarity may be considered, as one of the aspects of semantic relatedness. The semantic

relationship including similarity is measured in terms of semantic distance, which is inversely

proportional to the relationship [44].

Semantic Similarity

Knowledge-based methods Corpus-based Methods Hybrid MethodsDeep Neural Network-based
Methods

Edge-counting
methods

Feature-based
methods

Information-Content
based methods

Combined knowledge-
based methods

Latent Semantic
Analysis (LSA)

Hyperspace Analogue
to Language (HAL)

Explicit Semantic
Analysis (ESA)

Word-alignment
models

Latent Dirichlet
Allocation(LDA)

Normalized Google
Distance (NGD)

Dependency-based
models

Kernel-based models

CNN-based model 

LSTM-based model

Bi-LSTM based
model

Combined NN model

Transformer-based
model

NASARI

MSSA

UESTS

Word-attention
models

Figure 2.1: Classification of Semantic similarity methods.
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Chapter Organization

Most of the survey articles published recently related to semantic similarity, provide in-

depth knowledge of one particular semantic similarity technique or a single application of

semantic similarity. Lastra-Dı́az et al. survey various knowledge-based methods [63] and

IC-based methods [64], Camacho-Colladas et al. [23] discuss various vector representation

methods of words, Taieb et al. [44], on the other hand, describe various semantic relatedness

methods and Berna Altınel et al. [9] summarise various semantic similarity methods used for

text classification. However, this chapter provides a comprehensive account of the various

semantic similarity techniques including the most recent advancements using deep neural

network-based methods.

This chapter traces the evolution of Semantic Similarity Techniques over the past decades,

distinguishing them based on the underlying methods used in them. Figure 2.1 shows the

structure of the chapter. Sections 2.2 to 2.5 provide a detailed description of semantic simi-

larity methods broadly classified as 1) Knowledge-based methods, 2) Corpus-based methods,

3) Deep neural network-based methods, and 4) Hybrid methods. The various datasets men-

tioned in this chapter are discussed in detail in Appendix B. This chapter provides a deep

and wide knowledge of existing techniques for new researchers who venture to explore one

of the most challenging NLP tasks, Semantic Textual Similarity.

2.2 Knowledge-based methods

Knowledge-based semantic similarity methods calculate semantic similarity between two

terms based on the information derived from one or more underlying knowledge sources

like ontologies/lexical databases, thesauri, dictionaries, etc. The underlying knowledge-base
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offers these methods a structured representation of terms or concepts connected by semantic

relations, further offering an ambiguity free semantic measure, as the actual meaning of the

terms, is taken into consideration [132]. In this section, we discuss four lexical databases

widely employed in knowledge-based semantic similarity methods and further discuss in

brief, different methodologies adopted by some of the knowledge-based semantic similarity

methods.

Lexical Databases

• WordNet [91] is a widely used lexical database for knowledge-based semantic similarity

methods that accounts for more than 100,000 English concepts [132]. WordNet can be

visualized as a graph, where the nodes represent the meaning of the words (concepts),

and the edges define the relationship between the words [164]. WordNet’s structure is

primarily based on synonyms, where each word has different synsets attributed to their

different meanings. The similarity between two words depends on the path distance

between them [108].

• Wiktionary1 is an open-source lexical database that encompasses approximately 6.2

million words from 4,000 different languages. Each entry has an article page associated

with it, and it accounts for a different sense of each entry. Wiktionary does not have

a well-established taxonomic lexical relationship within the entries, unlike WordNet,

which makes it difficult to be used in semantic similarity algorithms [114].

• With the advent of Wikipedia2, most techniques for semantic similarity exploit the

abundant text data freely available to train the models [88]. Wikipedia has the text

1https://en.wiktionary.org
2http://www.wikipedia.org
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data organized as Articles. Each article has a title (concept), neighbors, description,

and categories. It is used as both structured taxonomic data and/or as a corpus for

training corpus-based methods [115]. The complex category structure of Wikipedia is

used as a graph to determine the Information Content of concepts, which in turn aids

in calculating the semantic similarity [53].

• BabelNet [102] is a lexical resource that combines WordNet with data available on

Wikipedia for each synset. It is the largest multilingual semantic ontology available

with nearly over 13 million synsets and 380 million semantic relations in 271 languages.

It includes over four million synsets with at least one associated Wikipedia page for

the English language [25].

Types of Knowledge-based semantic similarity methods

Based on the underlying principle of how the semantic similarity between words is assessed,

knowledge-based semantic similarity methods can be further categorized as edge-counting

methods, feature-based methods, and information content-based methods.

Edge-counting methods:

The most straight forward edge counting method is to consider the underlying ontology as

a graph connecting words taxonomically and count the edges between two terms to measure

the similarity between them. The greater the distance between the terms the less similar

they are. This measure called path was proposed by Rada et al. [118] where the similarity is

inversely proportional to the shortest path length between two terms. In this edge-counting

method, the fact that the words deeper down the hierarchy have a more specific meaning,

and that, they may be more similar to each other even though they have the same distance
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as two words that represent a more generic concept was not taken into consideration. Wu

and Palmer [161] proposed wup measure, where the depth of the words in the ontology was

considered an important attribute. The wup measure counts the number of edges between

each term and their Least Common Subsumer (LCS). LCS is the common ancestor shared by

both terms in the given ontology. Consider, two terms denoted as t1, t2, their LCS denoted

as tlcs, and the shortest path length between them denoted as min len(t1, t2),

path is measured as,

simpath(t1, t2) =
1

1 +min len(t1, t2)
(2.1)

and wup is measured as,

simwup(t1, t2) =
2depth(tlcs)

depth(t1) + depth(t2)
(2.2)

Li et al. [74] proposed a measure that takes into account both the minimum path distance

and depth. li is measured as,

simli = e−αmin len(t1,t2).
eβdepth(tlcs) − e−βdepth(tlcs)

eβdepth(tlcs) + e−βdepth(tlcs)
(2.3)

However, the edge-counting methods ignore the fact that the edges in the ontologies

need not be of equal length. To overcome this shortcoming of simple edge-counting methods

feature-based semantic similarity methods were proposed.

Feature-based methods:

The feature-based methods calculate similarity as a function of properties of the words, like

gloss, neighboring concepts, etc. [132]. Gloss is defined as the meaning of a word in a

dictionary; a collection of glosses is called a glossary. There are various semantic similarity

methods proposed based on the gloss of words. Gloss-based semantic similarity measures

exploit the knowledge that words with similar meanings have more common words in their
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gloss. The semantic similarity is measured as the extent of overlap between the gloss of the

words in consideration. The Lesk measure [13], assigns a value of relatedness between two

words based on the overlap of words in their gloss and the glosses of the concepts they are

related to in an ontology like WordNet [63]. Jiang et al. [52] proposed a feature-based method

where semantic similarity is measured using the glosses of concepts present in Wikipedia.

Most feature-based methods take into account common and non-common features between

two words/terms. The common features contribute to the increase of the similarity value

and the non-common features decrease the similarity value. The major limitation of feature-

based methods is its dependency on ontologies with semantic features, and most ontologies

rarely incorporate any semantic features other than taxonomic relationships [132].

Information Content-based methods:

Information content (IC) of a concept is defined as the information derived from the concept

when it appears in context [130]. A high IC value indicates that the word is more specific

and clearly describes a concept with less ambiguity, while lower IC values indicate that the

words are more abstract in meaning [164]. The specificity of the word is determined using

Inverse Document Frequency (IDF), which relies on the principle that the more specific a

word is, the less it occurs in a document. Information content-based methods measure the

similarity between terms using the IC value associated with them. Resnik and Philip [124]

proposed a semantic similarity measure called res which measures the similarity based on

the idea that if two concepts share a common subsumer they share more information since

the IC value of the LCS is higher. Considering IC represents the Information Content of

the given term, res is measured as,

simres(t1, t2) = ICtlcs (2.4)
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D. Lin [76] proposed an extension of the res measure taking into consideration the IC value

of both the terms that attribute to the individual information or description of the terms

and the IC value of their LCS that provides the shared commonality between the terms. lin

is measured as,

simlin(t1, t2) =
2ICtlcs

ICt1 + ICt2
(2.5)

Jiang and Conrath [51] calculate a distance measure based on the difference between the

sum of the individual IC values of the terms and the IC value of their LCS using the below

equation,

disjcn(t1, t2) = ICt1 + ICt2 − 2ICtlcs (2.6)

The distance measure replaces the shortest path length in equation (1), and the similarity

is inversely proportional to the above distance. Hence jcn is measured as,

simjcn(t1, t2) =
1

1 + disjcn(t1, t2)
(2.7)

IC can be measured using an underlying corpora or from the intrinsic structure of the

ontology itself [131] based on the assumption that the ontologies are structured in a mean-

ingful way. Some of the terms may not be included in one ontology, which provides a scope

to use multiple ontologies to calculate their relationship [125]. Based on whether the given

terms are both present in a single ontology or not, IC-based methods can be classified as

mono-ontological methods or multi-ontological methods. When multiple ontologies are in-

volved the IC of the Least Common Subsumer from both the ontologies are accessed to

estimate the semantic similarity values. Jiang et al. [53] proposed IC-based semantic sim-

ilarity measures based on Wikipedia pages, concepts and neighbors. Wikipedia was both

used as a structured taxonomy as well as a corpus to provide IC values.
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Combined knowledge-based methods:

Various similarity measures were proposed combining the various knowledge-based methods.

Goa et al. [39] proposed a semantic similarity method based on WordNet ontology where

three different strategies are used to add weights to the edges and the shortest weighted path

is used to measure the semantic similarity. According to the first strategy, the depths of all

the terms in WordNet along the path between the two terms in consideration is added as a

weight to the shortest path. In the second strategy, only the depth of the LCS of the terms

was added as the weight, and in strategy three, the IC value of the terms is added as weight.

The shortest weighted path length is now calculated and then non-linearly transformed

to produce semantic similarity measures. In comparison, it is shown that strategy three

achieved a better correlation to the gold standards in comparison with traditional methods

and the two other strategies proposed. Zhu and Iglesias [164] proposed another weighted

path measure called wpath that adds the IC value of the Least Common Subsumer as a

weight to the shortest path length. wpath is calculated as

simwpath(t1, t2) =
1

1 +min len(t1, t2) ∗ kICtlcs
(2.8)

This method was proposed to be used in various knowledge graphs (KG) like WordNet

[91], DBPedia [19], YAGO [49], etc. and the parameter k is a hyperparameter which has to be

tuned for different KGs and different domains as different KGs have a different distribution of

terms in each domain. Both corpus-based IC and intrinsic IC values were experimented and

corpus IC-based wpath measure achieved greater correlation in most of the gold standard

datasets.

Knowledge-based semantic similarity methods are computationally simple, and the un-

derlying knowledge-base acts as a strong backbone for the models, and the most common

problem of ambiguity like synonyms, idioms, and phrases are handled efficiently. Knowledge-
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based methods can easily be extended to calculate sentence to sentence similarity measure

by defining rules for aggregation [70]. Lastra-Dı́az et al. [65] developed a software Half-Edge

Semantic Measures Library (HESML) to implement various ontology-based semantic simi-

larity measures proposed and have shown an increase in performance time and scalability of

the models.

However, knowledge-based systems are highly dependent on the underlying source re-

sulting in the need to update them frequently which requires time and high computational

resources. Although strong ontologies like WordNet, exist for the English language, similar

resources are not available for other languages that results in the need for the building of

strong and structured knowledge bases to implement knowledge-based methods in different

languages and across different domains. Various research works were conducted on extend-

ing semantic similarity measures in the biomedical domain [109, 145]. McInnes et al. [85]

built a domain-specific model called UMLS to measure the similarity between words in the

biomedical domain. With nearly 6,500 world languages and numerous domains, this becomes

a serious drawback for knowledge-based systems.

2.3 Corpus-based methods

Corpus-based semantic similarity methods measure semantic similarity between terms using

the information retrieved from large corpora. The underlying principle called ‘distributional

hypothesis’ [42] exploits the idea that “similar words occur together, frequently”; however,

the actual meaning of the words is not taken into consideration. While various techniques

were used to construct the vector representation of the text data, several semantic distance

measures based on the distributional hypothesis were proposed to estimate the similarity

between the vectors. A comprehensive survey of various distributional semantic measures
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was carried out by Mohammad and Hurst [95], and the different measure and their respective

formula are provided in Table C.1 in Appendix C. However, among all these measures, the

cosine similarity gained significance and has been widely used among NLP researchers to date

[95]. In this section, we discuss in detail some of the widely used word-embeddings built

using distributional hypothesis and some of the significant corpus-based semantic similarity

methods.

Word Embeddings

Word embeddings provide vector representations of words wherein these vectors retain the

underlying linguistic relationship between the words [135]. These vectors are computed

using different approaches like neural networks [89], word co-occurrence matrix [110], or

representations in terms of the context in which the word appears [71]. Some of the most

widely used pre-trained word embeddings include:

• word2vec [89]: Developed from Google News dataset, containing approximately 3

million vector representations of words and phrases, word2vec is a neural network

model used to produce distributed vector representation of words based on an under-

lying corpus. There are two different models of word2vec proposed: the Continuous

Bag of Words (CBOW) and the Skip-gram model. The architecture of the network is

rather simple and contains an input layer, one hidden layer, and an output layer. The

network is fed with a large text corpus as the input, and the output of the model is the

vector representations of words. The CBOW model predicts the current word using

the neighboring context words, while the Skip-gram model predicts the neighboring

context words given a target word. word2vec models are efficient in representing the

words as vectors that retain the contextual similarity between words. The word vec-
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tor calculations yielded good results in predicting the semantic similarity [90]. Many

researchers extended the word2vec model to propose context vectors [87], dictionary

vectors [156], sentence vectors [106] and paragraph vectors [66].

• GloVe [110]: GloV e developed by Stanford University relies on a global word co-

occurrence matrix formed based on the underlying corpus. It estimates similarity based

on the principle that words similar to each other occur together. The co-occurrence

matrix is populated with occurrence values by doing a single pass over the underlying

large corpora. GloV e model was trained using five different corpora mostly Wikipedia

dumps. While forming vectors, words are chosen within a specified context window

owing to the fact that words far away have less relevance to the context word in

consideration. The GloV e loss function minimizes the least-square distance between

the context window co-occurrence values and the global co-occurrence values [63].

GloV e vectors were extended to form contextualized word vectors to differentiate words

based on context [84].

• fastText [21]: Facebook AI researchers developed a word embedding model that builds

word vectors based on Skip-gram models where each word is represented as a collection

of character n-grams. fastText learns word embeddings as the average of its character

embeddings thus accounting for the morphological structure of the word which proves

efficient in various languages like Finnish and Turkish. Even out-of-the-vocabulary

words are assigned word vectors based on their characters or subunits.

• Bidirectional Encoder Representations from Transformers(BERT) [35]:

Devlin et al. [35] proposed a pretrained transformer-based word embeddings which can

be fine-tuned by adding a final output layer to accommodate the embeddings to dif-

ferent NLP tasks. BERT uses the transformer architecture proposed by Vaswani et al.
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[157], which produces attention-based word vectors using a bi-directional transformer

encoder. The BERT framework involves two important processes namely ‘pre-training’

and ‘fine-tuning’. The model is pretrained using a corpus of nearly 3,300M words from

both the Book corpus and English Wikipedia. Since the model is bidirectional in or-

der to avoid the possibility of the model knowing the token itself when training from

both directions the pretraining process is carried out in two different ways. In the first

task, random words in the corpus are masked and the model is trained to predict these

words. In the second task, the model is presented with sentence pairs from the corpus,

in which 50 percent of the sentences are actually consecutive while the remaining are

random pairs. The model is trained to predict if the given sentence pair are consecutive

or not. In the ‘fine-tuning’ process, the model is trained for the specific down-stream

NLP task at hand. The model is structured to take as input both single sentences

and multiple sentences to accommodate a variety of NLP tasks. To train the model

to perform a question answering task, the model is provided with various question-

answer pairs and all the parameters are fine-tuned in accordance with the task. BERT

embeddings provided state-of-the-art results in the STS-B data set with a Spearman’s

correlation of 86.5% outperforming other BiLSTM models including ELMo [111].

Word embeddings are used to measure semantic similarity between texts of different lan-

guages by mapping the word embedding of one language over the vector space of another.

On training with a limited yet sufficient number of translation pairs, the translation matrix

can be computed to enable the overlap of embeddings across languages [41]. One of the

major challenges faced when deploying word-embeddings to measure similarity is Meaning

Conflation Deficiency. It denotes that word embeddings do not attribute to the different

meanings of a word that pollutes the semantic space with noise by bringing irrelevant words
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closer to each other. For example, the words ‘finance’ and ‘river’ may appear in the same

semantic space since the word ‘bank’ has two different meanings [23]. It is critical to un-

derstand that word-embeddings exploit the distributional hypothesis for the construction of

vectors and rely on large corpora, hence, they are classified under corpus-based semantic

similarity methods. However, deep-neural network based-methods and most hybrid seman-

tic similarity methods use word-embeddings to convert the text data to high dimensional

vectors, and the efficiency of these embeddings plays a significant role in the performance of

the semantic similarity methods [93, 72].

Types of corpus-based semantic similarity methods

Based on the underlying methods using which the word-vectors are constructed there are a

wide variety of corpus-based methods some of which are discussed in this section.

Latent Semantic Analysis (LSA) [61]:

LSA is one of the most popular and widely used corpus-based techniques used for measur-

ing semantic similarity. A word co-occurrence matrix is formed where the rows represent

the words and columns represent the paragraphs, and the cells are populated with word

counts. This matrix is formed with a large underlying corpus, and dimensionality reduction

is achieved by a mathematical technique called Singular Value Decomposition (SVD). SVD

represents a given matrix as a product of three matrices, where two matrices represent the

rows and columns as vectors derived from their eigenvalues and the third matrix is a diagonal

matrix that has values that would reproduce the original matrix when multiplied with the

other two matrices [62]. SVD reduces the number of columns while retaining the number

of rows thereby preserving the similarity structure among the words. Then each word is
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represented as a vector using the values in its corresponding rows and semantic similarity

is calculated as the cosine value between these vectors. LSA models are generalized by re-

placing words with texts and columns with different samples and are used to calculate the

similarity between sentences, paragraphs, and documents.

Hyperspace Analogue to Language(HAL) [81]:

HAL builds a word co-occurrence matrix that has both rows and columns representing the

words in the vocabulary and the matrix elements are populated with association strength

values. The association strength values are calculated by sliding a “window” the size of

which can be varied, over the underlying corpus. The strength of association between the

words in the window decreases with the increase in their distance from the focused word.

For example, in the sentence “This is a survey of various semantic similarity measures”,

the words ‘survey’ and ‘variety’ have greater association value than the words ‘survey’ and

‘measures.’ Word vectors are formed by taking into consideration both the row and column

of the given word. Dimensionality reduction is achieved by removing any columns with low

entropy values. The semantic similarity is then calculated by measuring the Euclidean or

Manhattan distance between the word vectors.

Explicit Semantic Analysis (ESA) [37]:

ESA measures semantic similarity based on Wiki-pedia concepts. The use of Wikipedia

ensures that the proposed method can be used over various domains and languages. Since

Wikipedia is constantly updated, the method is adaptable to the changes over time. First,

each concept in Wikipedia is represented as an attribute vector of the words that occur

in it, then an inverted index is formed, where each word is linked to all the concepts it is

associated with. The association strength is weighted using the TF-IDF technique, and the
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concepts weakly associated with the words are removed. Thus the input text is represented

by weighted vectors of concepts called the “interpretation vectors.” Semantic similarity is

measured by calculating the cosine similarity between these word vectors.

Word-Alignment models [149]:

Word-Alignment models calculate the semantic similarity of sentences based on their align-

ment over a large corpus [148, 56, 27]. The second, third, and fifth positions in SemEval

tasks 2015 were secured by methods based on word alignment. The unsupervised method

which was in the fifth place implemented the word alignment technique based on Paraphrase

Database (PPDB) [38]. The system calculates the semantic similarity between two sen-

tences as a proportion of the aligned context words in the sentences over the total words in

both the sentences. The supervised methods which were at the second and third place used

word2vec to obtain the alignment of the words. In the first method, a sentence vector is

formed by computing the “component-wise average” of the words in the sentence, and the

cosine similarity between these sentence vectors is used as a measure of semantic similarity.

The second supervised method takes into account only those words that have a contextual

semantic similarity [149].

Latent Dirichlet Allocation (LDA) [144]:

LDA is used to represent a topic or the general idea behind a document as a vector rather than

every word in the document. This technique is widely used for topic modeling tasks and it has

the advantage of reduced dimensionality considering that the topics are significantly less than

the actual words in a document [144]. One of the novel approaches to determine document-

to-document similarity is the use of vector representation of documents and calculate the
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cosine similarity between the vectors to ascertain the semantic similarity between documents

[18].

Normalised Google Distance [30]:

NGD measures the similarity between two terms based on the results obtained when the

terms are queried using the Google search engine. It is based on the assumption that two

words occur together more frequently in web-pages if they are more related. Give two terms

t1 and t2 the following formula is used to calculate the NGD between the two terms.

NGD(x, y) =
max {log f(t1), log f(t2)} − log f(t1, t2)

log G−min {log f(t1), log f(t2)}
(2.9)

where the functions f(x) and f(y) return the number of hits in Google search of the given

terms, f(x, y) returns the number of hits in Google search when the terms are searched

together and G represent the total number of pages in the overall google search. NGD is

widely used to measure semantic relatedness rather than semantic similarity because related

terms occur together more frequently in web pages though they may have opposite meaning.

Dependency-based models [2]:

Dependency-based approaches ascertain the meaning of a given word or phrase using the

neighbors of the word within a given window. The dependency-based models initially parse

the corpus based on its distribution using Inductive Dependency Parsing [104]. For every

given word a “syntactic context template” is built considering both the nodes preceding

and succeeding the word in the built parse tree. For example, the phrase “thinks ¡term¿

delicious” could have a context template as “pizza, burger, food”. Vector representation of a

word is formed by adding each window across the location that has the word in consideration,

as it’s root word, along with the frequency of the window of words appearing in the entire
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corpus. Once this vector is formed semantic similarity is calculated using cosine similarity

between these vectors. Levy et al. [71] proposed DEPS embedding as a word-embedding

model based on dependency-based bag of words. This model was tested with the WS353

dataset where the task was to rank the similar words above the related words. On plotting

a recall precision curve the DEPS curve showed greater affinity towards similarity rankings

over BoW methods taken in comparison.

Kernel-based models [141]:

Kernel-based methods were used to find patterns in text data thus enabling detecting simi-

larity between text snippets. Two major types of kernels were used in text data namely the

string or sequence kernel [26] and the tree kernel [98]. Moschitti et al. [98] proposed tree

kernels in 2007, that contains three different sub-structures in the tree kernel space namely

a subtree - a tree whose root is not a leaf node along with its children nodes, a subset tree -

a tree whose root is not a leaf node but not incorporating all its children nodes and does not

break the grammatical rules, a partial tree - a tree structure closely similar to subset tree but

it doesn’t always follow the grammatical rules. Tree kernels are widely used in identifying a

structure in input sentences based on constituency or dependency, taking into consideration

the grammatical rules of the language. Kernels are used by machine learning algorithms like

Support Vector Machines(SVMs) to adapt to text data in various tasks like Semantic Role

Labelling, Paraphrase Identification [34], Answer Extraction [99], Question-Answer classifi-

cation [101], Relational text categorization [97], Answer Re-ranking in QA tasks [137] and

Relational text entailment [100]. Severyn et al. [138] proposed a kernel-based semantic sim-

ilarity method that represents the text directly as “structural objects” using Syntactic tree

kernel [33] and Partial tree kernels [96]. The kernel function then combines the tree struc-

tures with semantic feature vectors from two of the best performing models in STS 2012
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namely UKP [14] and Takelab [134] and some additional features including cosine similarity

scores based on named entities, part of speech tags, and so on. The authors compare the

performance of the model constructed using four different tree structures namely shallow

tree, constituency tree, dependency tree, phrase-dependency tree, and the above-mentioned

feature vectors. They establish that the tree kernel models perform better than all feature

vectors combined. The model uses Support Vector Regression to obtain the final similarity

score and it can be useful in various downstream NLP applications like question-answering,

text-entailment extraction, etc. Amir et al. [10] proposed another semantic similarity algo-

rithm using kernel functions. They used constituency-based tree kernels where the sentence

is broken down into subject, verb, and object based on the assumption most semantic prop-

erties of the sentence are attributed to these components. The input sentences are parsed

using the Stanford Parser to extract various combinations of subject, verb, and object.

The similarity between the various components of the given sentences is calculated using a

knowledge base, and different averaging techniques are used to average the similarity values

to estimate the overall similarity, and the best among them is chosen based on the root

mean squared error value for a particular dataset. In recent research, deep learning methods

have been used to replace the traditional machine learning models and efficiently use the

structural integrity of kernels in the embedded feature extraction stage [34, 32]. The model

which achieved the best results in SemEval-2017 Task 1, proposed by Tian et al. [154] uses

kernels to extract features from text data to calculate similarity. The model proposed an

ensemble model that used both traditional NLP methods and deep learning methods. Two

different features are namely the sentence pair matching features and single sentence features

were used to predict the similarity values using regressors which added nonlinearity to the

prediction. In single sentence feature extraction, dependency-based tree kernels are used

to extract the dependency features in one given sentence, and in sentence pair matching
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features, constituency-based parse tree kernels are used to find the common sub-constructs

among the three different characterizations of tree kernel spaces. The final similarity score

is accessed by averaging the traditional NLP similarity value and the deep learning-based

similarity value. The model achieved a Pearson’s correlation of 73.16% in the STS dataset.

Word-attention models [67]:

In most of the corpus-based methods all text components are considered to have equal signif-

icance; however, human interpretation of measuring similarity usually depends on keywords

in a given context. Word attention models capture the importance of the words from under-

lying corpora [80] before calculating the semantic similarity. Different techniques like word

frequency, alignment, word association are used to capture the attention-weights of the text

in consideration. Attention Constituency Vector Tree (ACV-Tree) proposed by Le et al. [67]

is similar to a parse tree where one word of a sentence is made the root and the remainder

of the sentence is broken as a Noun Phrase (NP) and a Verb Phrase (VP). The nodes in

the tree store three different attributes of the word into consideration: the word vector de-

termined by an underlying corpus, the attention-weight, and the “modification-relations” of

the word. The modification relations can be defined as the adjectives or adverbs that modify

the meaning of another word. All three components are linked to form the representation

of the word. A tree kernel function is used to determine the similarity between two words

based on the equation below

TreeKernel(T1, T2) =
∑

n1∈NT1

∑
n2∈NT2

∆(n1, n2) (2.10)
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∆(n1, n2) =



0, if (n1 and / or n2 are non-leaf-nodes) and n1 6= n2

Aw × SIM(vec1, vec2), if n1, n2are leaf nodes

µ(λ2 +
lm∑
p=1

δp(cn1 , cn2)), otherwise

(2.11)

where n1, n2 represent the represents the nodes, SIM(vec1, vec2) measures the cosine

similarity between the vectors, δp(.) calculates the number of common subsequences of length

p, λ, µ denote the decay factors for length of the child sequences and the height of the tree

respectively, cn1 , cn2 refer to the children nodes and lm = min(length(cn1), length(cn2)). The

algorithm is tested using the STS benchmark datasets and has shown better performance in

12 out of 19 chosen STS Datasets [67, 116].

Unlike knowledge-based systems, corpus-based systems are language and domain inde-

pendent [9]. Since they are dependent on statistical measures the methods can be easily

adapted across various languages using an effective corpus. With the growth of the internet,

building corpora of most languages or domains has become rather easy. Simple web crawling

techniques can be used to build large corpora [16]. However, the corpus-based methods do

not take into consideration the actual meaning of the words. The other challenge faced by

corpus-based methods is the need to process the large corpora built, which is a rather time-

consuming and resource-dependent task. Since the performance of the algorithms largely

depends on the underlying corpus, building an efficient corpus is paramount. Though efforts

are made by researchers to build a clean and efficient corpus like the C4 corpus built by web

crawling and five steps to clean the corpus [121], an “ideal corpus” is still not defined by

researchers.
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2.4 Deep neural network-based methods

Semantic similarity methods have exploited the recent developments in neural networks to

enhance performance. The most widely used techniques include Convolutional Neural Net-

works (CNN), Long Short Term Memory (LSTM), Bidirectional Long Short Term Memory

(Bi-LSTM), and Recursive Tree LSTM. Deep neural network models are built based on two

fundamental operations: convolution and pooling. The convolution operation in text data

may be defined as the sum of the element-wise product of a sentence vector and a weight

matrix. Convolution operations are used for feature extraction. Pooling operations are used

to eliminate features that have a negative impact, and only consider those feature values

that have a considerable impact on the task at hand. There are different types of pooling

operations and the most widely used is Max pooling, where only the maximum value in

the given filter space is selected. This section describes some of the methods that deploy

deep neural networks to estimate semantic similarity between text snippets. Although the

methods described below exploit word embeddings built using large corpora, deep-neural

networks are used to estimate the similarity between the word-embeddings, hence they are

classified separately from corpus-based methods.

Types of deep neural network-based semantic similarity methods:

• Wang et al. [159] proposed a model to estimate semantic similarity between two

sentences based on lexical decomposition and composition. The model uses word2vec

pretrained embeddings to form a vector representation of the sentences s1 and s2. A

similarity matrix M of dimension i x j is built where i and j are the number of words in

sentence 1 (S1) and sentence 2 (S2) respectively. The cells of the matrix are populated

with the cosine similarity between the words in the indices of the matrix. Three
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different functions are used to construct semantic matching vectors ~s1 and ~s2 , the

global, local, and max function. The global function constructs the semantic matching

vector of S1 by taking the weighted sum of the vectors, of all the words in S2, the local

function, takes into consideration only word vectors within a given window size, and the

max function takes only the vectors of the words, that have the maximum similarity.

The second phase of the algorithm uses three different decomposition functions - rigid,

linear, and orthogonal - to estimate the similarity component and the dissimilarity

component between the sentence vectors and the semantic matching vectors. Both the

similarity component and the dissimilarity component vectors are passed through a

two-channel convolution layer followed by a single max-pooling layer. The similarity

is then calculated using a sigmoid layer that estimates the similarity value within the

range of 0 and 1. The model was tested using the QASent dataset [158] and the

WikiQA dataset [86]. The two measures used to estimate the performance are mean

average precision (MAP) and mean reciprocal rank (MRR). The model achieves the

best MAP in the QASent dataset and the best MAP and MRR in the WikiQA dataset.

Yang Shao [139] proposed a semantic similarity algorithm that exploits, the recent

development in neural networks using GloV e word embeddings. Given two sentences,

the model predicts a probability distribution over set semantic similarity values. The

pre-processing steps involve the removal of punctuation, tokenization, and using GloV e

vectors to replace words with word embeddings. The length of the input is set to 30

words, which is achieved by removal or padding as deemed necessary. Some special

hand-crafted features like flag values indicating if the words or numbers occurred in

both the sentences and POS tagging one hot encoded values, were added to the GloV e

vectors. The vectors are then fed to a CNN with 300 filters and one max-pooling

layer which is used to form the sentence vectors. ReLU activation function is used in
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the convolution layer. The semantic difference between the vectors is calculated by

the element-wise absolute difference and the element-wise multiplication of the two,

sentence-vectors generated. The vectors are further passed through two fully-connected

layers, which predicts the probability distribution of the semantic similarity values. The

model performance was evaluated using the SemEval datasets where the model was

ranked 3rd in SemEval 2017 dataset track.

• The LSTM networks are a special kind of Recurrent Neural Networks (RNN). While

processing text data, it is essential for the networks to remember previous words, to

capture the context, and RNNs have the capacity to do so. However, not all the

previous content has significance over the next word/phrase, hence RNNs suffer the

drawback of long term dependency. LSTMs are designed to overcome this problem.

LSTMs have gates which enable the network to choose the content it has to remem-

ber. For example, consider the text snippet, “Mary is from Finland. She is fluent in

Finnish. She loves to travel.” While we reach the second sentence of the text snippet,

it is essential to remember the words “Mary” and “Finland.” However, on reaching

the third sentence the network may forget the word “Finland.” The architecture of

LSTMs allows this. Many researchers use the LSTM architecture to measure semantic

similarity between blocks of text. Tien et al. [155] uses a network combined with

LSTM and CNN to form a sentence embedding from pretrained word embeddings fol-

lowed by an LSTM architecture to predict their similarity. Tai et al. [152] proposed an

LSTM architecture to estimate the semantic similarity between two given sentences.

Initially, the sentences are converted to sentence representations using Tree-LSTM over

the parse tree of the sentences. These sentence representations are then, fed to a neu-

ral network that calculates the absolute distance between the vectors and the angle
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between the vectors. The experiment was conducted using the SICK dataset, and

the similarity measure varies with the range 1 to 5. The hidden layer consisted of 50

neurons and the final softmax layer classifies the sentences over the given range. The

Tree-LSTM model achieved better Pearson’s and Spearman’s correlation in the gold

standard datasets, than the other neural network models in comparison.

• He and Lin [46] proposed a hybrid architecture using Bi-LSTM and CNN to estimate

the semantic similarity of the model. Bi-LSTMs have two LSTMs that run parallel,

one from the beginning of the sentence and one from the end, thus capturing the entire

context. In their model, He and Lin use Bi-LSTM for context modelling. A pairwise

word interaction model is built that calculates a comparison unit between the vectors

derived from the hidden states of the two LSTMs using the below formula

CoU( ~h1, ~h2) = {cos( ~h1, ~h2), euc( ~h1, ~h2),manh(( ~h1, ~h2)} (2.12)

where ~h1 and ~h2 represent the vectors from the hidden state of the LSTMs and the

functions cos(), euc(), manh() calculate the Cosine distance, Euclidean distance, and

Manhattan distance, respectively. This model is similar to other recent neural network-

based word attention models [12, 8]. However, attention weights are not added, rather

the distances are added as weights. The word interaction model is followed by a

similarity focus layer where weights are added to the word interactions (calculated in

the previous layers) based on their importance in determining the similarity. These re-

weighted vectors are fed to the final convolution network. The network is composed of

alternating spatial convolution layers and spatial max pooling layers, ReLU activation

function is used and at the network ends with two fully connected layers followed

by a LogSoftmax layer to obtain a non-linear solution. This model outperforms the

previously mentioned Tree-LSTM model on the SICK dataset.



CHAPTER 2. LITERATURE REVIEW - SEMANTIC SIMILARITY 29

• Lopez-Gazpio et al. [80] proposed an extension to the existing Decomposable Attention

Model (DAM) proposed by Parikh et al. [107] which was originally used for Natural

Language Inference(NLI). NLI is used to categorize a given text block to a particular

relation like entailment, neutral, or contradiction. The DAM model used feed-forward

neural networks in three consecutive layers the attention layer, comparison layer, and

aggregation layer. Given two sentences the attention layer produces two attention

vectors for each sentence by finding the overlap between them. The comparison layer

concatenates the attention vectors with the sentence vectors to form a single represen-

tative vector for each sentence. The final aggregation layer flattens the vectors and

calculates the probability distribution over the given values. Lopez-Gazpio et al. [80]

used word n-grams to capture attention in the first layer instead of individual words.

n− grams maybe defined as a sequence of n words that are contiguous with the given

word, n-grams are used to capture the context in various NLP tasks. In order to ac-

commodate n-grams, a Recurrent Neural Network (RNN) is added to the attention

layer. Variations were proposed by replacing RNN with Long-Term Short memory

(LSTM) and Convolutional Neural Network (CNN). The model was used for semantic

similarity calculations by replacing the final classes of entailment relationships with

semantic similarity ranges from 0 to 5. The models achieved better performance in

capturing the semantic similarity in the SICK dataset and the STS benchmark dataset

when compared to DAM and other models like Sent2vec [106] and BiLSTM among

others.

• Transformer-based models: Vaswani et al. [157] proposed a transformer model

that relies on attention mechanisms to capture the semantic properties of words in

the embeddings. The transformer has two parts ‘encoder’ and ‘decoder’. The encoder
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consists of layers of multi-head attention mechanisms followed by a fully connected

feed-forward neural network. The decoder is similar to the encoder with one addi-

tional layer of multi-head attention which captures the attention weights in the output

of the encoder. Although this model was proposed for the machine translation task,

Devlin et al. [35] used the transformer model to generate BERT word embeddings.

Sun et al. [150] proposed a multi-tasking framework using transformers called ERNIE

2.0. In this framework, the model is continuously pretrained i.e., when a new task is

presented the model is fine-tuned to accommodate the new task while retaining the

previously gained knowledge. The model outperformed BERT. XLNet proposed by

Yang et al. [162] used an autoregression model as opposed to the autoencoder model

and outperformed BERT and ERNIE 2.0. A number of variations of BERT models

were proposed based on the corpus used to train the model and by optimizing the com-

putational resources. Lan et al. [60] proposed ALBERT, with two techniques to reduce

the computational complexity of BERT namely ‘factorized embedding parameteriza-

tion’ and ‘cross-layer parameter sharing’. ALBERT outperformed all the above three

models. Other variations of BERT models that use transformers include TinyBERT

[54], RoBERTa [78, 133], and a domain-specific variation trained on a scientific corpus

with a focus on the BioMedical domain the SciBERT [17]. Raffel et al. [121] pro-

posed a transformer model with a well-defined corpus called ‘Colossal Clean Crawled

Corpus’ or C4 to train the model named T5-11B. Unlike BERT they adopt a ‘text-

to-text framework’ where the input sequence is attached with a token to identify the

NLP task to be performed thus eliminating the two stages pre-training and fine-tuning.

They propose five different versions of their model based on the number of trainable

parameters each model has namely 1) T5-Small 2) T5-Base 3) T5-Large 4) T5-3B and

5)T511B and they have 60 million, 220 million, 770 million, 3 billion, and 11 billion
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parameters respectively. This model outperformed all other transformer-based mod-

els and achieved the state of the art results. As a result of their study, they confirm

that the performance of the models increases with increased data and computational

power and the performance can be further improved if larger models are built and it

is important to note that in order to replicate their best model five GPUs are required

among other resources. A compilation of the various transformer-based models and

their Pearson’s correlation on the STS-B dataset is provided below in Table 2.1.

Model
Name

Title Year Pearson’s
Correla-
tion

T5-11B Exploring the Limits of Transfer Learning with a
Unified Text-to-Text Transformer

2019 0.925

XLNet XLNet: Generalized Autoregressive Pretraining for
Language Understanding

2019 0.925

ALBERT ALBERT: A Lite BERT for Self-supervised Learn-
ing of Language Representations

2019 0.925

RoBERTa RoBERTa: A Robustly Optimized BERT Pretrain-
ing Approach

2019 0.922

ERNIE 2.0 ERNIE 2.0: A Continual Pre-training Framework
for Language Understanding

2019 0.912

DistilBERT DistilBERT, a distilled version of BERT: smaller,
faster, cheaper and lighter

2019 0.907

TinyBERT TinyBERT: Distilling BERT for Natural Language
Understanding

2019 0.799

Table 2.1: Pearson’s Correlation of various transformer-based models on STS benchmark
dataset.

Deep neural network-based methods outperform most of the traditional methods and the

recent success of transformer-based models have served as a breakthrough in semantic sim-

ilarity research. However, implementation of deep-learning models requires large computa-
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tional resources, though variations of the models to minimize the computational resources

are being proposed we see that the performance of the model takes a hit as well, for example,

TinyBERT [54]. And the performance of the models is largely increased by the use of a big-

ger corpus which again poses the challenge of building an ideal corpus. Most deep-learning

models are “black-box” models and it is difficult to ascertain the features based on which

the performance is achieved, hence it becomes difficult to be interpreted unlike in the case

of corpus-based methods that have a strong mathematical foundation. Various fields like

finance, insurance, etc., that deal with sensitive data may be reluctant to deploy deep neural

network-based methods due to their lack of interpretability.

2.5 Hybrid methods

Based on all the previously discussed methods we see that each has its advantages and disad-

vantages. The knowledge-based methods exploit the underlying ontologies to disambiguate

synonyms, while corpus-based methods are versatile as they can be used across languages.

Deep neural network-based systems, though computationally expensive, provide better re-

sults. However, many researchers have found ways to exploit the best of each method and

build hybrid models to measure semantic similarity. In this section, we describe the method-

ologies used in some of the widely used hybrid models.

Types of hybrid semantic similarity methods:

• Novel Approach to a Semantically-Aware Representation of Items (NASARI)

[24]: Camacho Collados et al. [24] proposed an approach the NASARI where the

knowledge source BabelNet is used to build a corpus based on which vector repre-

sentation for concepts (words or group of words) are formed. Initially, the Wikipedia
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pages associated with a given concept, in this case, the synset of BabelNet, and all

the outgoing links from the given page are used to form a sub-corpus for the specific

concept. The sub-corpus is further expanded with the Wikipedia pages of the hyper-

nyms and hyponyms of the concept in the BabelNet network. The entire Wikipedia is

considered as the reference corpus. Two different types of vector representation were

proposed. In the first method, weighted vectors were formed using lexical specificity.

Lexical specificity is a statistical method of identifying the most representative words

for a given text, based on the hypergeometric distribution (sampling without replace-

ment). Let ‘T and t’ denote the total content words in the reference corpus RC and

sub-corpus SC respectively and ‘F and f ’ denote the frequency of the given word in

the reference corpus RC and sub-corpus SC respectively, then lexical specificity can

be represented by the below equation

spec(T, t, F, f) = −log10P (X ≥ f) (2.13)

X represents a random variable that follows a hypergeometric relation with the param-

eters T , t and F and P (X ≥ f) is defined as,

P (X ≥ f) =
F∑
i=f

P (X = i) (2.14)

P (X = i) is the probability of a given term appearing exactly i times in the given

sub-corpus in hypergeometric distribution with T , t and F . The second method forms

a cluster of words in the sub-corpus that share a common hypernym in the WordNet

taxonomy which is embedded in BabelNet. The specificity is then measured based

on the frequency of the hypernym and all its hyponyms in the taxonomy, even those

that did not occur in the given sub-corpus. This clustering technique forms a unified

representation of the words that preserve the semantic properties. The specificity
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values are added as weights in both methods to rank the terms in a given text. The

first method of vector representation was called NASARIlexical and the second method

was called NASARIunified. The similarity between these vectors is calculated using

the measure called Weighted Overlap [113] as,

WO(v1, v2) =

√∑
d∈O(rank(d, ~v1) + rank(d, ~v2))−1∑|O|(2i)−1

i=1

(2.15)

where O denotes the overlapping terms in each vector and rank(d, ~vi) represent the

rank of the term d in the vector vi.

Camacho Collados et al. [25] proposed an extension to their previous work and pro-

posed a third vector representation by mapping the lexical vector to the semantic space

of word embeddings produced by complex word embedding techniques like word2vec.

This representation was called as NASARIembedded. The similarity is measured as the

cosine similarity between these vectors. All three methods were tested across the gold

standard datasets M&C, WS-Sim and SimLex-999. NASARIlexical achieved higher

Pearson’s and Spearman’s correlation in average over the three datasets in comparison

with other methods like ESA, word2vec, and lin.

• Most Suitable Sense Annotation (MSSA) [128]: Ruas et al. proposed three dif-

ferent methodologies to form word-sense embeddings. Given a corpus, the word-sense

disambiguation step is performed using one of the three proposed methods: Most Suit-

able Sense Annotation (MSSA), Most Suitable Sense Annotation N Refined (MSSA-

NR), and Most Suitable Sense Annotation Dijkstra (MSSA-D). Given a corpus each

word in the corpus is associated with a synset in the WordNet ontology and “gloss-

average-vector” is calculated for each synset. The gloss-average-vector is formed using

the vector representation of the words in the gloss of each synset. MSSA calculates the

gloss-average-vector using a small window of words and returns the synset of the word
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which has the highest gloss-average-vector value. MSSA-D, however, considers the en-

tire document from the first word to the last word and then determines the associated

synset. These two systems use Google News vectors3 to form the synset-embeddings.

MSSA-NR is an iterative model, where the first pass produces the synset-embeddings,

that are fed back in the second pass as a replacement to gloss-average-vectors to pro-

duce more refined synset-embeddings. These synset-embeddings are then fed to a

word2vec CBOW model to produce multi-sense word embeddings that are used to

calculate the semantic similarity. This combination of MSSA variations and word2vec

produced solid results in gold standard datasets like R&G, M&C, WS353-Sim, and

SimLex-999 [128].

• Unsupervised Ensemble Semantic Textual Similarity Methods (UESTS) [45]:

Hassan et al. proposed an ensemble semantic similarity method based on an under-

lying unsupervised word-aligner. The model calculates the semantic similarity as the

weighted sum of four different semantic similarity measures between sentences S1 and

S2 using the equation below

simUSETS(S1, S2) = α ∗ simWAL(S1, S2) + β ∗ simSC(S1, S2)

+γ ∗ simembed(S1, S2) + θ ∗ simED(S1, S2)

(2.16)

simWAL(S1, S2) calculates similarity using a synset-based word aligner. The similar-

ity between text is measured based on the number of shared neighbors each term

has in the BableNet taxonomy. simSC(S1, S2) measures similarity using soft cardi-

nality measure between the terms in comparison. The soft cardinality function treats

each word as a set and the similarity between them as an intersection between the

sets. simembed(S1, S2) forms word vector representations using the word embeddings

3https://code.google.com/archive/p/word2vec/ .
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proposed by Baroni et al. [15]. Then similarity is measured as the cosine value be-

tween the two vectors. simED(S1, S2) is a measure of dissimilarity between two given

sentences. The edit distance is defined as the minimum number of edits it takes to

convert one sentence to another. The edits may involve insertion, deletion, or substi-

tution. simED(S1, S2) uses word-sense edit distance where word-senses are taken into

consideration instead of actual words themselves. The hyperparameters α, β, γ, and

θ were tuned to values between 0 and 0.5 for different STS benchmark datasets. The

ensemble model outperformed the STS benchmark unsupervised models in the 2017

SemEval series on various STS benchmark datasets.

Hybrid methods exploit both the structural efficiency offered by knowledge-based methods

and the versatility of corpus-based methods. Many studies have been conducted to build

multi-sense embeddings in order to incorporate the actual meaning of words into word vec-

tors. Iacobacci et al. formed word embeddings called “Sensembed” by using BabelNet to

form a sense annotated corpus and then using word2vec to build word vectors thus having

different vectors for different senses of the words. As we can see, hybrid models compensate

for the shortcomings of one method by incorporating other methods. Hence the performance

of hybrid methods is comparatively high. The first 5 places of SemEval 2017 semantic sim-

ilarity tasks were awarded to ensemble models which clearly shows the shift in research

towards hybrid models [27].

2.6 Conclusion

Measuring semantic similarity between two text snippets has been one of the most chal-

lenging tasks in the field of Natural Language Processing. Various methodologies have been
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proposed over the years to measure semantic similarity and this chapter discusses the evolu-

tion, advantages, and disadvantages of these methods. It is clear from the comparisons done

in this chapter that each method has its advantages and disadvantages and it is difficult to

choose the best mode. While the focus of recent research is shifted towards building more

semantically aware word embeddings, and the transformer models have shown promising re-

sults, the need for determining a balance between computational efficiency and performance

is still a work in progress. Research gaps can also be seen in areas such as building domain-

specific word embeddings, addressing the need for an ideal corpus. This chapter would serve

as a good foundation for researchers who intend to find new methods to measure semantic

similarity.
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Chapter 3

Domain Specific Complex Sentence

Semantic Similarity Dataset

This chapter contains excerpts from the following article submitted to the journal -
Experts system with applications:

• Chandrasekaran, D., & Mago, V. (2020). Domain Specific Complex Sentence
(DCSC) Semantic Similarity Dataset. arXiv preprint arXiv:2010.12637.

A new benchmark dataset - the Domain Specific Complex Sentences (DSCS) dataset
comprising of 50 sentence pairs with associated semantic similarity values provided by
15 human annotators is proposed. Readability analysis is performed to highlight the
increase in complexity of the sentences in the existing benchmark datasets and those
in the proposed dataset. Further, a comparative analysis of the performance of various
word embeddings and the results justify the hypothesis that the performance of the word
embeddings decrease with an increase in complexity of the sentences.



CHAPTER 3. DOMAIN SPECIFIC COMPLEX SENTENCE SEMANTIC SIMILARITY
DATASET 39

3.1 Introduction

One of the core components of Natural Language Processing (NLP) is assessing the semantic

similarity between text data. The versatility of natural languages has made it a challenging

task for researchers to capture the semantics of text data using numerical representations.

Measuring the semantic of text data is essential in various NLP tasks like text summa-

rization[94], topic modelling[77], text simplification[147], machine translation[160], question

answering tasks[22], information retrieval[57] and so on. Extensive research has been carried

out in the past decade in the field of semantic similarity to construct vector representa-

tions that preserve the syntactic and semantic properties of words. Word embeddings like

word2vec[89] and GloVe[110] exploit the principle of the distributional hypothesis[42] “sim-

ilar words occur together frequently”. These methods use the advancements in machine

learning techniques to capture the semantics of the words using large text corpora. Recent

language models like BERT[35], RoBERTa[78], and ALBERT[60] use transformers to build

vector representations of text data from underlying corpora by traversing through the corpora

in both directions. Over the years various benchmark datasets have been used for comparing

the performance of models in measuring semantic similarity between text data. Two of the

most popular datasets are the STS benchmark dataset[139] and the SICK dataset[83] on

which BERT models have achieved near-perfect results. Analyzing the readability of the

sentences in these datasets, we find that the sentences in these datasets have a low read-

ability index which is a measure of complexity of sentences. However, various real world

applications of semantic similarity involves more complex sentences to be analysed[47]. We

hypothesize that the performance of the existing word embedding models will decrease with

the increase in the complexity of sentences. In this chapter, we investigate the sensitivity of

the existing word embeddings to the complexity of sentences, by providing a new benchmark
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dataset, the Domain-specific complex sentence (DSCS) dataset with sentences of a higher

degree of complexity than the existing datasets. The DSCS dataset comprises of 50 pairs of

sentences from the computer science domain, with corresponding similarity scores provided

by 15 human annotators. We determine the correlation of the similarity values obtained

using existing word-embeddings with the human-annotated similarity values and the results

clearly prove our hypothesis indicating a decrease in the performance of the models that

achieved the state of the art results in the existing datasets. The remaining of the chapter

is organised as follows. Section 3.2 of this paper provides a brief description of the existing

research works carried out in the field of semantic similarity. Section 3 describes in detail

two of the existing benchmark datasets and five different word-embeddings chosen for the

comparative analysis. Section 3 discusses in detail the methodology adopted to construct

the new benchmark dataset and provides a detailed description of the readability analysis

that compares the complexity of sentences in the existing datasets to the sentences in the

proposed dataset. Section 5 provides a comparative study of the performance of various

word embeddings and provides an insight into the inferences made that would guide the

future scope of this research.

3.2 Related work

Similarity between text data does not always attribute to the lexical or syntactic similarity

between text. While two sentences that contain exactly the same words may mean completely

different, it is possible that sentences with different sets of words provide the same meaning.

Hence while assessing the similarity between text data, it is of importance to understand

the meaning conveyed by the text. The similarity between the meaning of the text is known

as semantic textual similarity (STS). For the past three decades, various semantic similarity
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methods have been proposed to measure semantic similarity. These methods are widely

classified as knowledge-based methods [70, 80, 128, 130, 132] and corpus-based methods[67,

148]. The knowledge-based methods use structurally strong ontologies like Wordnet [91],

DBPedia[19], Wikipedia1, Wikitionary2, etc. These ontologies are often used like graphs and

various edge counting methods, consider the words in the taxonomy as nodes, and calculate

the distance between the words using the edges between them. The greater the distance

between the words the lower their similarity value[118]. However, these methods assume

that the length of these edges to be similar which is not always the case. Another type

of knowledge-based approach, called the feature-based methods, assess the similarity based

on features of the words, like their dictionary definition, neighboring concepts, etc. derived

from the underlying ontologies[132]. Knowledge-based methods are computationally simple

and are efficient in distinguishing the different meanings of words solving the problem of

ambiguity with concepts like polysemy and synonymy. However they are heavily dependent

on the underlying taxonomies, they do not account for the versatility of natural language,

and structured taxonomies for languages other than English are not common. Corpus-based

semantic similarity methods use statistical principles to capture the contextual semantics

of data using large underlying corpora. The principle of distributional hypothesis states

that words with similar meanings occur together in documents and this principle forms

the basis of most corpus-based methods, while these methods do not take into account

the actual meaning of individual words. Word vectors, also called word embeddings, are

constructed using corpus-based methods and the similarity is measured based on the angle

or distance between these vectors. The dimensionality of these embeddings depends on the

size of the corpus. While using significantly large corpora various dimensionality reduction

1https://www.wikipedia.org/
2https://www.wiktionary.org/
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techniques like Singular Value Decomposition (SVD), Principal Component Analysis (PCA),

and filtering techniques are used to achieve computational efficiency. These word embeddings

are the fundamental components of recent techniques that use the advancements in deep

neural networks to achieve a significant increase in performance in semantic similarity tasks.

word2vec proposed by Milokov et al.[89] and GloVe vectors proposed by Pennington et

al.[110] have proven to be major breakthroughs in the field of semantic similarity and they

are two of the most widely used word embeddings to date. In 2019, Delvin et al.[35] proposed

the Bidirectional Encoder Representation from Transformers (BERT) language model which

used transformers to build word embeddings, which were further used for various downstream

NLP applications. Variations of BERT models like, ALBERT[60] and RoBERTa[78] were also

published in 2019 and have outperformed the existing semantic similarity models achieving

state of the art results. Raffel et al.[122] proposed the T5: text-to-text transformer model

which used the principle of transfer learning and was trained on a custom build corpus called

“Colossal Clean Crawled Corpus” or C4. This model tied for the first place with ALBERT by

achieving a Pearson’s correlation of 0.925 on the STS dataset. In the following subsections, we

describe in detail the two most widely used benchmark datasets for assessing the performance

of semantic similarity methods, and five of the most popular word embeddings that we have

chosen for comparison in this paper.

3.3 Datasets and Word embedding models

Semantic similarity Datasets

The first and the most widely used word-to-word similarity dataset, the R&G dataset[129],

was proposed by Rubenstein and Goodenough in 1965 with 65 English noun pairs annotated
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by 51 native English speakers with similarity values ranging between 0 and 4. Some of

the prominent datasets used are compiled in Table B.1 in Appendix B. While many datasets

were published over the years as the benchmark for models measuring sentence level semantic

similarity, the SICK dataset, and the STS datasets are those that gained significance. For

our analyses and comparison, we choose these two datasets owing to their wide usage and

popularity.

SICK Dataset[83]

Marelli et al.[83] compiled the SICK dataset for sentence level semantic similarity/relatedness

in 2014 composed of 10,000 sentence pairs obtained from the ImageFlickr 8 and MSR-Video

descriptions dataset. The sentence pairs were derived from image descriptions by various

annotators. 750 random sentence pairs from the two datasets were selected, followed by

three steps to obtain the final SICK dataset: sentence normalisation, sentence expansion

and sentence pairing. Initially all the sentences were normalised by removing unwanted

syntactic or semantic phenomena. This process was carried out by two different annotators

and checked for compatibility. In instances of contradiction, a third annotator made the

choice by analysing the two alternatives, and if both were correct a random choice was

made. From the normalised sentences, 500 pairs were chosen for expansion. The process

of expansion involved generating three different versions of the normalised sentence pairs -

a similar sentence using meaning preserving transformation, a completely opposite version

using negative transformation, and a sentence with same words but different meaning using

random shuffling. Figure 3.1 shows an example as presented by the authors. Finally, each

normalised sentence was paired with all its expanded version, along with some random

pairing. A survey was then conducted on Amazon Mechanical Turk where the workers were

requested to rank the similarity/relatedness over a scale of 1 to 5 with 1 representing that the
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sentences were highly dissimilar and 5 representing that the sentences were highly similar.

Ten unique responses for each sentence pair were collected and the average of the ten ratings

was assigned as the gold standard. Each sentence pair is associated with a relatedness score

and a text entailment relation as well. The three entailment relations are “NEUTRAL,

ENTAILMENT and CONTRADICTION.”

Figure 3.1: Example of SICK dataset sentence expansion process[83].

STS Dataset [139]

In order to encourage research in the field of semantic similarity, semantic textual similarity

tasks called SemEval have been conducted from 2012. The organizers of the SemEval tasks

collected sentences from a wide variety of sources and compiled them to form a benchmark

dataset against which the performance of the models submitted by the participants in the

task was measured. While the dataset contains different tracks with sentences from different

languages, we focus on the English component of the dataset. The English component of the

dataset contains 8,295 sentence pairs of which 5,720 are provided as training samples and the

remaining 2,575 sentences form the test set. The dataset is built over the years and contains

the sentences that were used from 2012 to 2017. Table B.2 provides a breakdown of the
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source of the sentences in the dataset and the year they were appended to form the current

version of the dataset. The sentences were annotated using Amazon Mechanical Turk. The

quality of the annotators was assessed using the ‘masters’ provided by the platform and

five unique annotations were obtained for each sentence pair. The similarity values ranged

between the values 0 and 5, with 5 indicating that the sentences are completely similar and

0 indicating the sentences are completely dissimilar. The final similarity score was obtained

by taking an average of the five unique responses from the annotators.

Word-embeddings

Distributed semantic vector representations of words called word embeddings have gained

significant attention in the past decade, and a wide variety of word embeddings have been

proposed over the years[23]. Word embeddings are constructed by analysing the distribution

of words in any text data and are well known to capture the semantics of the words thus

making them a significant component of a wide variety of semantic similarity algorithms.

word2vec model uses neural networks to construct word embeddings and it has been one

of the most widely used word-embeddings[23]. GloVe vectors employ word co-occurrence

matrices to identify the distribution of words, which is then statistically used to build word

vectors that capture the semantics of the target word with respect to its neighboring words.

Pre-trained word embeddings provided by recent transformer based models achieved state

of the art results in a wide range of NLP tasks, including semantic similarity. In this section

we discuss in detail five of the popular word embeddings that are publicly available.
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word2vec[89]

Mikolov et al. proposed a word embedding called word2vec 2013, using a simple neural

network that converted the given input word to a dense vector representation. Two different

models of word2vec were proposed namely the Skip-gram model and the Continuous Bag of

Words (CBOW) model. In the skip-gram model, the neural network is optimized to predict

a target word given its context words, whereas in the CBOW model, the neural network

predicts the neighboring words given a target word. The value vector in the hidden layer of

the optimized neural network is used as the vector representation of the word. The number

of neurons in the hidden layer of the neural network determines the dimension of the word

vector. The models are trained using Google News corpus, which contains 1 million words.

The model produced state of the art results in 2013, and is used widely among researchers

owing to the simplicity in construction of the neural network. The major claim of the authors

was that when simple algebraic operations were performed on these vectors the results were

closely related to human understanding. For example, the difference between Vk (vector

representation for the word ‘king’) and Vm (vector representation for the word ‘man’) added

to Vw (vector representation for the word ‘women’) provides a vector that is close to vector

Vq (vector representation for the word ‘queen’). This can be mathematically represented as,

V q ' (Vk − Vm) + Vw (3.1)

GloVe[110]

Researchers at Stanford University proposed a vector representation for words using the word

to word co-occurrence matrices. Given a corpus, a global co-occurrence matrix is built where

each row and column represents the words in the corpus. The underlying principle for the

construction of these vectors is that similar words occur together. The model proposed uses
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‘log-bilinear regression’ to create a word vector space with substructures that provide mean-

ingful word-vector representations. GloVe vectors were trained on five different corpora like

common web crawled corpus and the Wikipedia data dump resulting in 400,000 unique words

to form the co-occurrence matrix. Pretrained word vectors of 3 different dimensions (50, 100

and 300) were released by the authors and they claimed that GloVe vectors outperformed

word2vec and achieved the state of the art results in 2014.

BERT[35]

In 2019, the BERT transformer model surpassed the state of the art results in 11 different

NLP tasks, including semantic similarity. BERT uses the transformer model proposed by

Vaswani et al[157]. The BERT models follow two distinct steps to adapt to specific NLP

tasks namely pretraining and fine-tuning. The transformer contains an encoder and decoder

module, the encoder containing 6 identical layers stacked above each other. Each layer

consists of sublayers comprising of a multi-head attention mechanism followed by a fully

connected feed-forward neural network. The decoder is similar to the encoder, with one

additional sub-layer of multi-head attention, which captures the attention weights in the

output of the encoder. The model is pretrained using the Book corpus[165] and Wikipedia

dump comprising of nearly 3300 million words. Pre-training is carried out with the help of

two tasks namely ‘Masked Language Model (MLM)’ and ‘Next Sentence Prediction (NSP)’.

In the first task, random words in the corpus are masked and the model is optimized to

predict the masked tokens. In the second task, the model is optimized to predict whether

or not a sentence follows another given sentence. BERT models thus produce bidirectional

representations of words taking into consideration the context of the word in both directions.

In general, the BERT model is fine-tuned using labeled training data to accommodate a

specific NLP task. The model was fine-tuned with STS dataset and achieved state of the art
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results.

RoBERTa[78]

Liu et al.[78] proposed a robustly optimized version of BERT, by replicating the work of

Delvin et al.[35] and adding to it an improved training procedure. They added more training

data and trained for a longer period of time achieving state of the results which proved the

BERT architecture was equipped to perform better than many later models, but it was under

trained. While BERT was trained on Book Corpus and Wikipedia corpus, RoBERTa model

was trained on four different corpora namely Book Corpus, Common Crawl News dataset,

OpenWebText dataset and the Stories dataset. RoBERTa uses variations of the pretraining

tasks used by BERT model. It uses both static and dynamic masking, and by performing

dynamic mask the training data is duplicated ten times thus enabling the model to encounter

each masked tokens four times over the forty epoch training. The authors study the effect

of ‘Next Sentence Prediction’ task by replacing it with prediction of subsequent segments

or sentences in a document and prove that the performance increased by removing the NSP

task. The model outperforms the BERT model and achieves state of the art results in 11

NLP tasks including semantic similarity.

ALBERT[60]

One of the major challenges in the BERT model is the time and resource requirement to

pretrain a complex transformer model. Lan et al.[60] proposed a Lite version of BERT by

employing two different parameter reduction techniques to aid in scaling the pre-trained

models, namely Factorized Embedding Parameterization (FEP) and Cross-layer Parameter

Sharing (CPS). Using FEP, the authors split the vector embedding matrix of the vocabulary

into two smaller matrices thus making the size of the vector independent of the hidden layer
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of the model. Using CPS enables the sharing of parameters across layers thus preventing

the increase in number of parameters as the depth of the layers increase. ALBERT also

replaces one of the pretraining tasks - next sentence prediction in BERT with inter-sentence

coherence loss that focuses on the coherence between two consecutive sentences. ALBERT

has outperformed all the existing models and hold the highest Pearson’s correlation in STS

dataset.

3.4 Methodology

In this section, we discuss the methodology followed in building the proposed benchmark

DSCS dataset. We follow three steps in the construction of the dataset namely 1) Selection of

domain, 2) Selection of sentences 3) Annotation of similarity values. Owing to our familiarity

and current research topic, we chose the domain of interest to be computer science. Our

dataset comprises of 52 unique sentences, which are definitions of widely known topics in

the field of computer science. The list of the topics chosen is shown in Table 3.1. In

order to extract sentences with similar meanings we used three different sources namely the

Wikipedia3, Simple English Wikipedia4 and the Merriam Webster Online dictionary5. The

single sentence definitions of the chosen topics are selected from these sources resulting in

fifty two unique sentences. Figure 3.2 shows an example of the definitions from various

sources. In order to obtain dissimilar sentence pairs the sentences are paired among each

other to form fifty final sentence pairs with no two sentences repeated more than twice.

31
4https://simple.wikipedia.org/wiki/Main Page
5https://www.merriam-webster.com/
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Topic : Computer Virus

Source: Simple English Wikipedia

A program that is able to copy itself when it is
run and can also execute instructions that
cause harm.

Source: Wikipedia

A type of computer program that, when
executed, replicates itself by modifying other
computer programs and inserting its own
code.

Source : Merriam Webster Online Dictionary

A computer program that is usually disguised
as an innocuous program or file, that often
produces copies of itself and inserts them into
other programs performing a malicious action

Figure 3.2: Example of Sentences in DSCS dataset.

Human Annotation

The sentence pairs were then marked with a binary annotation as “Similar” and “Dissimi-

lar” based on whether they are the definition of the same topic. Then two separate surveys

were conducted to obtain the human annotation of the similarity value between the sentence

pairs. The initial survey was conducted among five graduate students pursuing a Masters

in Computer Science. The students were requested to mark the similarity between provided

sentence pairs over a range of values between 0 and 5, where 0 indicates that the sentences

are completely dissimilar and 5 indicates that the sentences are completely similar. The sur-

vey was then extended to Amazon Mechanical Turk (MTurk) requesting 10 unique responses

for each sentence pair. The survey in MTurk was restricted to North America for language
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Table 3.1: Topics used to build DSCS dataset.

SNo Topic SNo Topic

1 Computer science 10 Psuedo code
2 Computer program 11 Programming language
3 Algorithm 12 Data analytics
4 Data structures 13 Computer Security
5 Artificial Intelligence 14 Computer virus
6 Computer programming 15 Cloud computing
7 Operating systems 16 Server
8 Database 17 Firewall
9 Computer Architecture 18 Outlier.

expertise and the Turker was required to have US graduate level of expertise for domain ex-

pertise. Specific instructions were provided to the workers that sufficient domain knowledge

is required to participate in the survey. However, since the actual qualification of the user

cannot be determined or restricted in MTurk the responses of the workers were collected and

examined for grave irregularities. The responses of all the workers were compared to the

existing binary annotation of the dataset. If more than 80% of the similarity values provided

by a worker contradicted the binary annotation then the users’ responses were removed. By

repeating this process 10 unique responses for 50 sentence pairs were obtained. The results

of the two surveys were combined to obtain 15 unique values for each sentence pair and the

similarity score was calculated using the weighted average of the 15 unique responses using

the formula below.

S =

i=5∑
i=0

(wi × si)

i=5∑
i=0

wi

(3.2)

where,

si represent the values from 0 to 5 respectively and
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wi represent the corresponding weights and are calculated as,

wi =

(
No of responses with i similarity score

Total number of responses

)
(3.3)

Readability Analysis

Readability indices are used by researchers to measure the complexity of text data mostly

in text simplification tasks [140],[7]. In order to prove that the sentences chosen for build-

ing this dataset are more complex than the existing gold standard datasets a comparative

readability analyses is conducted between the two existing benchmark datasets and the pro-

posed dataset.The below-mentioned readability grade-level scores indicate the grade level of

education required by the reader to comprehend the given text which in turns reflects the

complexity of the sentences. For example, a readability index of 10.4 indicates that a student

of grade 10 would be able to read the given text. Various readability indices used and the

formula for determining the scores are provided below.

• Flesch-Kincaid Grade Level[59]

= 0.39

(
totalwords

totalsentences

)
+ 11.8

(
totalsyllables

totalwords

)
− 15.59 (3.4)

• Coleman-Liau Index[31]

= 0.588L− 0.296S − 15.8 (3.5)

where,

L denotes the number of characters per 100 words and

S denotes the number of sentences per 100 words.

• Automated readability Index[59]

= 4.71

(
characters

words

)
+ 0.5

(
words

sentences

)
− 21.43 (3.6)
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• Linsear Write

For each sample of 100 words,

r =
1 ∗ (Easywords) + 3 ∗ (Hardwords)

No of sentences in sample

where,

Easywords = words with less than 2 syllables and

Hardwords = words with more than 3 syllables.

LW =

{ (
r
2

)
, if r > 20(

r
2
− 1
)

if r ≤ 20
(3.7)

• Gunning fog index[43]

= 0.4

[(
words

sentences

)
+ 100

(
complex words

words

)]
(3.8)

where,

complex words = words consisting more than or equal to three syllables

• Text Standard:

An aggregated score based on all the above readability indices.

The STS training dataset contains 10,818 unique sentences and the SICK dataset contains

6,076 unique sentences. On analysing the complexity of these sentences using the above

mentioned readability indices we find that 70% of sentences in STS dataset and 90% of

sentences in SICK dataset have a aggregate readability score below 10, while only 25%

of the sentences in the proposed dataset are below the index 10. This clearly indicates

that the two existing datasets have predominantly simpler sentences. In order compare

the complexity of the datasets, we select the readability indices of 52 random sentences
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Table 3.2: Configuration of BERT, RoBERT, and ALBERT models compared in this paper.

Model Name Trans
former
Blocks

Hidden
Layers

Attention
heads

Total Pa-
rameters

BERTBASE 12 768 12 110M
BERTLARGE 24 1024 16 340M
RoBERTaBASE and
RoBERTaLARGE

24 1024 16 340M

ALBERTXLARGE 24 2048 32 60M
ALBERTXXLARGE 12 4096 64 235M

from the the two benchmark datasets and 52 sentences from DSCS dataset. This process

is repeated with three different seeds for random selection. Figure 3.3 shows the results of

the comparison between the mean value of six different readability indices among the three

datasets repeated thrice and we can clearly see a significant increase in the complexity of the

sentences. The results show us that while sentences in STS dataset and SICK dataset can

be interpreted by 6th graders and 4th graders respectively, DSCS requires the knowledge of

a 12th grader to comprehend the meaning of the provided sentences clearly indicating the

increase in complexity in the sentences of the proposed dataset.

3.5 Comparative analysis

Experimental setup

We perform a comparative analysis between the five chosen word embeddings, to assess the

sensitivity of the word embeddings to the complexity of the sentences, by comparing their

performance across the two benchmark datasets and the proposed dataset. Since this re-

search experiment focuses on the sensitivity of the word embeddings themselves, the sentence



CHAPTER 3. DOMAIN SPECIFIC COMPLEX SENTENCE SEMANTIC SIMILARITY
DATASET 55

vectors are formed by simply taking the mean of the word vectors. In transformer based

models a mean pooling is added to the model to form the sentence vectors. Initially we

replicate the results provided by the authors of each model using the STS dataset, and use

the same models to measure the similarity scores for both SICK dataset and the proposed

DSCS dataset. In the first model, the pre-trained word2vec model, trained on the Google

News dataset containing 300 dimensional vectors with a vocabulary of 3M words provided

by gensim python library is used for building the word vectors. Then, the 300 dimensional

GloVe vectors pre-trained on a Wikipedia dump corpus with 6B tokens provided by the

gensim library is used to build the word vectors. However, since the proposed dataset is

from the computer science domain, we use a specific corpus - the computer science corpus to

train the word2vec and GloVe models initialized with the pretrained weights using transfer

learning. The PetScan6 tool that traverses through the Wikipedia categories and subcate-

gories based on provided keywords is used for building the corpus. Using ‘computer science’

as the category and a depth ‘2’ which indicates the level of subcategories to be included, the

‘computer science corpus’ containing 4M tokens is used to train both the word2vec and GloVe

models. Since the different BERT models do not provide explicit word embeddings, we use

Sentence-BERT framework proposed by Reimer’s et al.[123] to compare their performance.

The various BERT models selected for comparison and their configuration is listed above in

Table 3.2. We use the SentenceTransformer python library to initialize the model with the

weights of pretrained BERT models followed by a mean pooling layer to form the sentence

vectors. In order to factor in the effect of ‘fine-tuning’ one of the prominent characteristic

of transformer based models we fine tune the BERT models, with the AllNLI dataset. To

estimate the impact of supervised learning in the quality of the word vectors provided by

transformer based models we experiment with BERT models fine tuned with both AllNLI

6https://petscan.wmflabs.org/
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Table 3.3: Pearson’s correlation and Spearman’s correlation percentages of the word embed-
ding models in STS Benchmark Dataset, SICK dataset, and DSCS dataset.

Supervision Model
Pearson’s Correlation Spearman’s Correlation

STS SICK DSCS STS SICK DSCS

U
n
su

-
p
e
r
v
is
e
d word2vec 62.61 72.67 48.30 58.71 62.13 49.04

GloVe 45.42 63.53 43.90 46.88 55.59 50.14
word2vec + CS Corpus 56.77 67.75 52.35 53.27 59.38 46.79
GloVe + CS Corpus 41.09 60.44 48.02 42.85 54.20 42.52

P
a
r
ti
a
ll
y

su
p
e
r
-

v
is
e
d

BERT large + NLI + Mean Pooling 76.17 73.65 54.78 79.19 73.72 54.47
BERT base + NLI + Mean Pooling 74.11 72.95 50.91 76.97 72.89 47.73
RoBERTa large + NLI + Mean Pooling 76.26 74.35 54.54 78.69 74.01 46.36
RoBERTa base + NLI + Mean Pooling 74.58 76.05 37.74 77.09 74.44 39.48
ALBERT xxlarge + NLI + Mean Pooling 78.56 77.78 45.44 79.55 75.37 41.33
ALBERT xlarge + NLI + Mean Pooling 77.68 73.90 54.90 80.12 74.78 57.68

S
u
p
e
r
-

v
is
e
d

BERT large + NLI + STSB+ Mean Pooling 84.63 80.97 64.69 85.25 78.48 60.48
BERT base + NLI + STSB+ Mean Pooling 84.18 82.16 67.79 85.04 78.43 64.02
RoBERTa large + NLI + STSB+ Mean Pooling 85.54 82.32 71.98 86.42 78.40 66.78
RoBERTa base + NLI + STSB+ Mean Pooling 84.26 81.78 50.57 85.26 77.43 46.46
ALBERT xxlarge + NLI + STSB + Mean Pooling 92.58 85.33 73.12 90.22 80.03 67.54
ALBERT xlarge + NLI + STSB + Mean Pooling 91.59 83.28 71.45 90.73 81.52 66.97

dataset and the STS dataset on all three datasets included in the comparison. While the T5

model proposed by Raffel et al.[122] is one of the models that achieved the best performance

in the STS dataset, due to computational constraints we were not able to replicate the model

hence it is not included in our comparison.

Results and Discussion

The correlation between the similarity scores provided by human annotators and the similar-

ity scores calculated by the models is used as the measure to estimate the performance of the

word embedding models. Since both Pearson’s correlation and Spearman’s correlation are

used by the authors of the models chosen for comparison, we depict our results using both

the correlations. The results are categorized as three different sections based on the level of

supervision used for the models. The first section records the performance of the unsuper-

vised word embedding models, the word2vec and GloVe and their variations trained on the
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‘computer science corpus’. The second section shows the performance of the two variants of

BERT, RoBERTa and ALBERT models, fine tuned using AllNLI dataset, we consider this

as partial supervision since the text entailment tasks are similar to semantic similarity tasks,

but the model has not been trained on sentences from any of the three datasets used for

comparison. The third section comprises the results of the same models trained (fine-tuned)

using both AllNLI and the STS dataset. The results are provided in Table 3.3.

The performance of the word-embeddings decrease considerably when tested on the pro-

posed dataset, which proves our initial hypothesis that performance decreases with increase

in complexity. While ALBERT-xxlarge model achieves the best performance in the proposed

dataset with 73.12% Pearson’s Correlation and 67.54% Spearman’s correlation, we can see

that these results are sub-par in comparison to the 92.58% correlation achieved in the exist-

ing benchmark dataset. It is important to note that, though the sentences in the proposed

dataset are definitions of topics from a particular domain, they are derived from sources that

are commonly used by everyone. Hence these sentences are comparatively simpler than the

sentences that we might encounter in scientific or academic articles. Hence, we confer that

there is an imminent need to explore venues to improve the quality of these word embed-

dings to capture the semantics in complex documents. Next, we see that the correlation in

the proposed dataset increased in word2vec and GloVe models trained using a custom built

domain-specific corpus than the models trained on general corpora indicating the need for

custom built efficient corpora for domain specific tasks. We also see that the BERT models

fine-tuned to a specific NLP task like semantic similarity do not perform as effectively in the

proposed dataset indicating the impact of the training data used in the fine-tuning process.

With the insights we have gathered through the experiments we described in this chapter,

we propose to focus our future research on two aspects. We intend to repeat the process and

add more number of sentences to the dataset and accommodate more domains thus building
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a large complex sentence dataset which can in turn be used by transformer-based models for

fine tuning. Secondly, we intend to focus on building more complex domain specific corpora

compared to the common crawl dataset which predominantly contains simpler text, thus

training word embedding models to capture semantics in more complex sentences.

3.6 Conclusion

Measuring semantic similarity between text data has been one of the most challenging tasks

in the field of Natural Language Processing. Various word embedding models have been

proposed over the years to capture the semantics of the words in numeric representations.

In this paper we propose a new benchmark dataset, that contains sentences that are more

complex than the existing dataset and measure the sensitivity of the existing word embedding

models to the increase in complexity of the sentences. On performing a comparative analysis

between five different word embedding models we prove our hypothesis that the performance

of word embeddings models in semantic similarity tasks decreases with increase in complexity.
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Figure 3.3: Comparison of mean readability indices among three given datasets.
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Chapter 4

Automating Transfer Credit

Assessment in Student Mobility - A

Natural Langugage Processing-based

Approach.

This chapter contains excerpts from the article submitted to a journal:
• Chandrasekaran D. & Mago, V. (2021). Automating Transfer Credit Assessment

in Student Mobility - A Natural Langugage Processing-based approach.

Using the advancements in the field of Natural Language Processing, this chapter pro-
poses a model to automate the process of transfer credit assessment. The chapter
explores the three important components of the model namely the semantic similarity
module, taxonomic similarity module and the aggregation module.
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4.1 Introduction

With the significant growth in the enrollment of students in post-secondary institutions and

the growing trend of interest in diversifying one’s scope of education, there is an increas-

ing demand among the academic community to standardize the process of student mobility.

Student mobility is defined as “any academic mobility which takes place within a student’s

program of study in post-secondary education [55].” Student mobility could be both inter-

national and domestic. While there are various barriers to student mobility, offering transfer

credits for students moving from one post-secondary institution to another is considered one

of the most critical and labor-intensive tasks [47]. Various rules and regulations are proposed

and adopted by institutions across different levels (provincial, federal, or international) to

assess transfer credits, but most of these methods are time-consuming, subjective, and in-

fluenced by undue human bias. The key parameter used in assessing the similarity between

programs or courses across institutions is learning outcome (LO), which provides context

on the competencies; achieved by students on completion of a respective course or program.

To standardize this assessment, LOs are categorized into various levels based on Bloom’s

taxonomy. Bloom’s taxonomy proposed by Benjamin Bloom [20] attempts to classify the

learning outcomes into six different categories based on their “complexity and specificity”,

namely knowledge, comprehension, application, analysis, synthesis, and evaluation.

Semantic similarity, being one of the most researched Natural language processing (NLP)

tasks, has seen significant breakthroughs in recent years with the introduction of transformer-

based language models. These language models employ attention mechanisms to capture the

semantic and contextual meaning of text data and represent them as real-valued vectors, that

are aligned in an embedding space such that the angle between these vectors provides the

similarity between the text in consideration. In an attempt to reduce the inherent complexity
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and bias, and exploit the advancements in the field of NLP, we propose an algorithm that

determines the similarity between courses; based on the semantic and taxonomic similarity

of their learning outcomes. The proposed algorithm

• ascertains taxonomic similarity of LOs based on Bloom’s taxonomy.

• determines semantic similarity of LOs using RoBERTa language model.

• provides a flexible aggregation method to determine the overall similarity between

courses.

4.2 Background

This section provides a brief overview of the student mobility process across the world and the

structural organization of learning outcomes. Various semantic similarity methods developed

over the years are discussed in the final sub-section, thus providing an insight into the

necessary concepts to understand the importance of the research and the choices made to

develop the proposed methodology.

Student Mobility

The movement of students across institutions for higher education has existence for decades

in the form of international student exchange programs, lateral transfers, and so on. Gov-

ernments across the world follow different measures to standardize the process to ensure

transparency and equity for students. According to the Organisation for Economic Co-

operation and Development (OCED) indicators, there are approximately 5.3 million inter-

nationally mobile students [105]. Mobile students include both international students who
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cross borders to pursue education and foreign students who are from a different national-

ity than the country of the host institution. Mobile students face a wide range of barriers

both academic and non-academic. Academic barriers include the lack of necessary qualifi-

cations and non-transferability of credits, while non-academic barriers may include social,

cultural, financial, and psychological barriers. Governments across the world have taken

various measures to reduce these barriers to enable a smooth transition for students. The

Bologna process formed as a result of the Bologna declaration of 1999, provides guidance

for the European Higher Education Area comprising 48 countries in the standardization of

higher education and credit evaluation. In the United Kingdom, institutions like Southern

England Consortium for Credit Accumulation and Transfer (SEEC) and Northern Universi-

ties Consortium for Credit Accumulation and Transfer (NUCCAT) oversee the collaboration

between universities to allocate academic credits which are treated as currency awarded to

students on completion of requirements. Canada offers provincial supervision of articulation

agreements between institutions with the provinces of British Columbia and Alberta lead-

ing and the provinces of Ontario and Saskatchewan following yet way behind. The Ontario

Council on Articulation and Transfer (ONCAT) carries out funded research to explore venues

to increase the agreements between universities and colleges in Ontario. The credit transfer

system in the United States is decentralized and often carried out by non-profit organiza-

tions designated for this specific purpose. In Australia, the eight most prominent universities

established the Go8 credit transfer agreement to offer credit to students who move between

these institutions. While there are various such governances on a national level, most inter-

national credit evaluations are carried out in a need-based manner. In addition to being an

academic barrier; credit evaluation also has a direct impact on one of the most important

non-academic barriers - the financial barrier. Hence, all agencies offer special attention to

make this process fair and accessible to the population of mobile students worldwide.
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Sample Learning Outcome:

Research and apply the latest databases management strategies 

Action Words

Descriptor - demonstrated learning

Figure 4.1: An example of a Learning Outcome.

Learning Outcomes

Credit evaluation is carried out by domain experts in the receiving institution by analyzing

the learning outcomes of the courses the students have completed in their previous insti-

tution. Learning outcomes are often statements with two distinct components namely the

action words and the descriptor. The descriptor part provides the knowledge the students

have learned in a given course or program and the action words provide the level of com-

petency achieved for each specific knowledge item. An example of learning outcomes for

a computer programming course is provided in Figure 4.1. The taxonomy for educational

objectives was developed by Bloom et al. [20] and later revised by Anderson et al. [11]. The

six levels of the original taxonomy are knowledge, comprehension, application, analysis, syn-

thesis, and evaluation. In the revised version, two of these levels were interchanged and three

levels were renamed to provide better context to the level of the acquired knowledge. Hence

the levels of the revised taxonomy are “Remember, Understand, Apply, Analyze, Evaluate,

and Create.” Each level encompasses sub-levels of more concrete knowledge items and these

are provided in Figure 4.2. In order to estimate the similarity between learning outcomes,
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it is important to understand their structure and organization.

Bloom’s
Taxonomy

Underst
and

Interpret
ing

Exempli
fying

Explain
ing

Summariz
ing

Inferring

Remember

Recogniz
ing

Recalling

Apply

Executing

Implement
ing

Analyze

Different
iating

Organiz
ing

Attribut
ing

EvaluateChecking

Critiqu
ing

Create

Genera
ting

Planning

Producing

Illustrative Verbs:
list
state
define
describe
sketch
discuss
identify
select
insert
complete

Illustrative Verbs:
explain
summarize
convert
estimate
rearrange
relate
review
derive
interpret

Illustrative Verbs:
generate
combine
construct
formulate
propose
assemble
design
predict
improve

Illustrative Verbs:
distinguish
compare
constrast
differentiate
classify
categorize

Illustrative Verbs:
justify
conclude
evaluate
verify
confirm
determine

Illustrative Verbs:
change
demonstrate
modify
solve
use
show
calculate

Figure 4.2: Bloom’s taxonomy and corresponding illustrative verbs.

Semantic Similarity

The semantic textual similarity (STS) is defined as the similarity in the meaning of text data

in consideration. Various semantic similarity methods proposed over the past two decades
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can be broadly classified as knowledge-based and corpus-based methods [29]. Knowledge-

based methods rely on ontologies like WordNet, DBPedia, BabelNet, etc. The ontologies

are conceptualized as graphs where the words represent the nodes grouped hierarchically,

and the edges represent the semantic relationship between the words. Rada et al. [118]

followed a straightforward approach and introduced the path measure in which the semantic

similarity is inversely proportional to the number of edges between the two words. However,

this method ignored the taxonomical information offered by the underlying ontologies. Wu

et al., [161] proposed the wup measure that measured the semantic similarity in terms of

the least common subsumer (LCS). Given two words, LCS is defined as the common parent

they share in the taxonomy. Leacock et al. [68] proposed the lch measure by extending

the path measure to incorporate the depth of the taxonomy to calculate semantic similarity.

The formulations of these methods are provided in Section 2.2 . Other knowledge-based

approaches include feature-based semantic similarity methods, that calculate similarity us-

ing the features of the words like their dictionary definition, grammatical position, etc.,

and information content-based methods that measure semantic similarity using the level

of information conveyed by the words when appearing in a context. Corpus-based seman-

tic similarity methods construct numerical representations of data called embeddings using

large text corpora. Traditional methods like Bag of Words (BoW), Term Frequency - In-

verse Document Frequency (TF-IDF) used one-hot encoding techniques or word counts to

generate embeddings. These methods ignored the polysemy of text data and suffered due

to data sparsity. Mikolov et al. [89] used a simple neural network with one hidden layer to

generate word-embeddings when used in simple mathematical formulations, produced results

that were closely related to human understanding. Pennington et al. [110] used word co-

occurrence matrices and dimension reduction techniques like PCA to generate embeddings.

The introduction of transformer-based language models, which produced state-of-the-art re-
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sults in a wide range of NLP tasks, resulted in a breakthrough in semantic similarity analysis

as well. Vaswani et al. [157] proposed the transformer architecture, which used stacks of

encoders and decoders with multiple attention heads for machine translation tasks. Delvin

et al. [35] used this architecture to introduce the first transformer-based language model,

the Bidirectional Encoder Representations from Transformers (BERT) that generated con-

textualized word embeddings. BERT models were pre-trained on large text corpora and

further fine-tuned to a specific task. Various versions of BERT were subsequently released

namely, RoBERTa [78] - trained on a larger corpus over longer periods of time, ALBERT

[60] - a lite version achieved using parameter reduction techniques, BioBERT [69] - trained

on a corpus of biomedical text, SciBERT [17] - trained on a corpus of scientific articles, and

TweetBERT [117] - trained on a corpus of tweets. Other transformer-based language mod-

els like T5 [121], GPT [119], GPT-2 [120], etc., use the same transformer architecture with

significantly larger corpora and an increased number of parameters. Though these models

achieve state-of-the-art results the computational requirements render them challenging to

implement in real-time tasks [146].

4.3 Methodology

This section describes in detail the three modules of the proposed methodology namely,

• Pass 1: Taxonomic similarity

• Pass 2: Semantic similarity

• Pass 3: Aggregation

Given the learning outcomes of the courses in comparison, Pass 1 generates a taxo-

nomic similarity grid, and Pass 2 generates a semantic similarity grid where the rows and
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columns are populated with the learning outcomes, and the cells are populated with the

taxonomic similarity value and the semantic similarity value. These two grids are further

passed on to Pass 3 where the final similarity between learning outcomes is assessed factoring

in both the similarity values and further aggregated to arrive at the course level similarity.

The architecture of the proposed model is presented in Figure 4.3.

Pass2 : Semantic Similarity Module

Taxonomic grids Semantic grids

Sending LOs   

Receiving
LOs

Sending LOs   

Receiving
LOs

SRoBERTa
Taxonomic clustering

Final similarity grid

> >

sim_thresholdImpact lo_threshold

Pass1 : Taxonomic Similarity Module

Pass3 : Aggregation Module

Figure 4.3: Proposed model architecture.
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Pass 1: Taxonomic similarity

A clustering-inspired methodology is proposed to determine the taxonomic similarity be-

tween learning outcomes. Six different clusters, one for each level in Bloom’s taxonomy

are initialized with a list of illustrative verbs that best describe the cognitive competency

achieved, specifically in the field of engineering [151], as shown in Figure 4.2. In this pass, the

verbs in the learning outcomes are identified using spaCy pos tagger1 and Wordnet synsets

[91] and then these verbs are used to determine the cluster to which the learning outcomes

are most aligned with. While encountering verbs already available in the list, a straightfor-

ward approach is followed and the learning outcomes are assigned to the respective cluster.

However, for learning outcomes with new verbs, an optimal cluster is determined based on

the semantic similarity between the new verb and the verbs in the existing clusters. The

best measure to calculate this similarity is determined as a result of the comparative analysis

carried out between various knowledge-based and corpus-based semantic similarity measures.

Three knowledge-based measures namely wup, lch, and path are measured using Worndet

ontology. In this ontology, there are more than one synsets for verbs hence it is necessary to

identify the best synset. Given a verb pair, wup, lch, and path select the first synset of the

verbs, whereas wup max, lch max, path max identifies the synset that has the maximum

similarity with the verb pairs. Gerz et al. [40] proposed SimVerb-3500 a benchmark dataset

consisting of verb pairs with associated similarity values provided by annotators using crowd-

sourcing techniques. The performance of six knowledge-based semantic similarity measures

and word embeddings models (word2vec and Glove) on the SimVerb-3500 is compared and

the results are depicted in Fig. 4.4. The best results are achieved by wup max [161], hence

used in the clustering process. Silhouette width is defined as “the measure of how much

1https://spacy.io/usage/v3
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Figure 4.4: Pearson’s correlation of various semantic similarity measures on Simverb3500
dataset.

more similar a data point is to the points in its own cluster than to points in a neighboring

cluster[127]”. The silhouette width of a verb Vi is measured as,

Si =
bi − ai

max(ai, bi)
(4.1)

where, ai is the average distance between the verb and the verbs in its own cluster and bi is

the average distance between the verb and the verbs in its neighboring cluster. The following

equations formulate the calculation of these distance measures.

ai =

∑
Vj∈C(Vi)

d(Vi,Vj)

|C(Vj)|
bi =

∑
Vk∈Cneig(Vi)

d(Vi,Vk)

|Cneig(Vk)|

Vj represents the verbs in the same cluster C and Vk represenst the verbs in the neigh-

boring cluster Cneig, the function d(Vi,Vj) calculates the distance between the verbs in this
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case the wup measure. The value of S ranges from -1 to 1 where values closer to 1 indicate

that the data point is assigned to the correct cluster. Based on this principle, when the

model identifies a new verb in a learning outcome, the silhouette width for each cluster is

determined and the learning outcome is assigned to the cluster with maximum silhouette

width. For learning outcomes with more than one verb, the verb assigned to the highest

taxonomic level determines the final cluster value of the learning outcome in question. Since

each cluster represents a corresponding level of competency in Bloom’s taxonomy, the final

taxonomic similarity between the learning outcomes is measured as,

taxonomic similarity (lo1, lo2) = abs (Clo1 − Clo2) (4.2)

, where Clo1 and Clo2 represent the cluster IDs of the learning outcomes in comparison

calculated as,

Cloi = max (C(v1), C(v2)....C(vn)) (4.3)

Where n is the number of verbs in the learning outcome loi and C(vn) represents the

respective cluster of the verb vn. For two courses having m and n number of learning

outcomes, a m×n dimensional taxonomic similarity grid is constructed and populated with

the respective taxonomic similarity values.

Pass 2: Semantic Similarity

Recent transformer-based language models generate contextual word embeddings that are

fine-tuned for a specific NLP task, and various researchers have attempted to generate sen-

tence embeddings by averaging the output from the final layer of the language models [163].

However, Reimers et al. [123] established that these techniques yielded poor results in regres-

sion and clustering tasks like semantic similarity and proposed the Sentence BERT (SBERT)
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model to address this issue. SBERT is a modified version of BERT-based language models

where a siamese network and triple network structures are added to the final layer of the

BERT network to generate sentence embeddings that capture the semantic properties and

thus can be compared using cosine similarity. Reimers et al. [123] compared the perfor-

mance of both SBERT and SRoBERTa language models in the STS [139] and SICK [82]

benchmark datasets. Owing to the fact that the model is specifically designed for semantic

similarity tasks, the computational efficiency of the model architecture, and the significant

performance achieved, SRoBERTa is used in this pass to measure the semantic similarity

of the LOs. SRoBERTa uses the base RoBERTa-large model with 24 transformer blocks,

1024 hidden layers, 16 attention heads, and 340M trainable parameters with a final mean

pooling layer. The model is trained on the AllNLI dataset which contains 1 million sentence

pairs categorized into three classes namely ‘contradiction, entailment, and neutral’, and the

training data of the STS benchmark dataset. The semantic similarity between the learning

outcomes is determined by the cosine value between the embeddings as,

semantic similarity (lo1, lo2) =
lo1 � lo2√

n∑
i=1

lo1

√
n∑
i=1

lo2

(4.4)

The semantic similarity grid with the dimension ofm×n is formed and the semantic similarity

values are added to the cells. The output from the two initial passes are fed to the final pass

for aggregation.

Pass 3: Aggregation

The focus of the final pass is to provide flexibility in the aggregation process to enable the

decision-making authorities to accommodate the variations in the administrative process

across different institutions. Three important tunable parameters are provided to adjust
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the level of leniency offered by the decision-making authority in providing credits namely,

‘impact’, ‘sim threshold’, and ‘lo threshold’. Given the taxonomic similarity grid and the

semantic similarity grid from Pass 1 and Pass 2 the impact parameter determines the per-

centage of contribution of both the similarities to the overall similarity. The ‘sim threshold’

defines the value above which two learning outcomes are considered to be similar, and finally,

the ‘lo threshold’ determines the number of learning outcomes that need to be similar in

order to consider the courses in comparison to being similar. The higher the value of these

three parameters the lesser the leniency in the decision-making process.

The final similarity grid is built by aggregating the values from the previous modules, in

the ratio determined by the ‘impact’ parameter as shown in Figure 4.3. The LOs along the

rows of the grid belong to the receiving institution’s course hence traversing along the rows,

the maximum value in the cells is checked against the ‘sim threshold’ value to determine

if the LO in the row is similar to any LO in the columns. The course level similarity is

derived by checking if the number of learning outcomes having a similar counterpart meets

the ‘lo threshold’.

4.4 Dataset and Results

Benchmark Dataset

One of the major challenges in the given field of research is the absence of benchmark

datasets to compare the performance of the proposed system. Although there are existing

pathways developed manually, previous research show that most of them are influenced by

bias (based on the reputation of institutions, year of study, and so on) and administrative

accommodations [153]. To create a benchmark dataset devoid of bias, a survey was conducted
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among domain experts to analyze and annotate the similarity between courses from two

different institutions. A survey with learning outcomes of 7 pairs of courses (sending and

receiving) from the computer science domain was distributed among instructors from the

department of computer science at a comprehensive research university in Canada. In order

to avoid bias, the names of both the institutions were anonymized and explicit instructions

were provided to the annotators to assume a neutral position. Although the survey was

circulated among 14 professors only 5 responses were received. This lack of responses is

mainly attributed to the fact that most faculties are not involved in the transfer pathway

development process and it is carried out widely as an administrative task. The survey

questionnaire consisted of questions to mark the similarity between the courses over a scale

of 1 to 10 and a binary response (‘yes’ and ‘no’ ) for whether or not credit should be offered

to the receiving course. The course pairs were annotated with a final decision value based on

the maximum number of ‘yes’ or ‘no’ responses received from the annotators. The results

of the survey are tabulated in Table 4.1 where the responses ‘yes’ and ‘no’ are color coded

in ‘green’ and ’red’ respectively. One of the interesting inferences from the survey results

is the agreement between the responses in the threshold value of similarity above which the

annotators were willing to offer credit. 4 out of 5 annotators offered credit only if they

considered the similarity between the courses falls above 7 on the given scale of 1 to 10.

It is also interesting to note that in spite of having no information other than the learning

outcomes the annotators differed in their level of leniency which inspired the need to offer

flexibility to control leniency in the proposed methodology. For example, from Table 4.1 it

is evident that while annotator ‘A2’ has followed a more lenient approach and offered credit

for 6 out of 7 courses, annotator ‘A5’ has adopted a more strict approach by offering credit

for only 1 out of the 7 courses.
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Table 4.1: Survey results for the proposed benchmark dataset.

A1 A2 A3 A4 A5
Final

Annotation

1 COMP4121 COMP4121 COMP4121 COMP4121 COMP4121 COMP4121
2 COMP5341 COMP5341 COMP5341 COMP5341 COMP5341 COMP5341
3 COMP3321 COMP3321 COMP3321 COMP3321 COMP3321 COMP3321
4 COMP4321 COMP4321 COMP4321 COMP4321 COMP4321 COMP4321
5 COMP3519 COMP3519 COMP3519 COMP3519 COMP3519 COMP3519
6 COMP5470 COMP5470 COMP5470 COMP5470 COMP5470 COMP5470
7 COMP5471 COMP5471 COMP5471 COMP5471 COMP5471 COMP5471

Results

The results of the proposed model are provided in Table 4.2. In order to provide context

to the need for the proposed methodology, the results of the model are compared to the

results obtained when only the semantic similarity of the learning outcomes is considered.

The proposed model at a neutral setting achieves 85.74% agreement with the human anno-

tation by annotating 6 out of the 7 credit decision correctly, while the semantic similarity

model achieves only 54.75% agreement. For the neutral setting of the proposed model, the

three parameters in the aggregation pass are set as follows. The impact parameter is set

at 0.30 meaning that the semantic similarity contributes 70% to the overall similarity and

the taxonomic similarity contributes to the remaining 30%. The sim threshold is set at

0.65, meaning that the overall similarity should be more than 65% in order for the learning

outcomes to be similar to each other. The lo threshold is set at 0.5 which considers that at

least half of the available learning outcomes have similar counterparts. In order to demon-

strate the options for flexibility, the proposed model is run by modifying the lo threshold

parameter. As shown in Table 4.3 for the lenient setting the lo threshold parameter is set

at 0.33 and 0.66 and the model achieves an agreement of 85% with the most lenient anno-
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Table 4.2: Performance comparison of the proposed model by with human annotation.

S.No Human
Semantic
Similarity

Proposed
Methodology

Neutral

1 COMP4121 COMP4121 COMP4121
2 COMP5341 COMP5341 COMP5341
3 COMP3321 COMP3321 COMP3321
4 COMP4321 COMP4321 COMP4321
5 COMP3519 COMP3519 COMP3519
6 COMP5470 COMP5470 COMP5470
7 COMP5471 COMP5471 COMP5471

Agreement out of
7 comparisons

4 6

tator and the most strict annotator, respectively. Similarly, lowering the impact parameter

makes the model more aligned to being strict and vice versa. However, it is important to

understand that increasing the impact of taxonomic similarity to a higher percentage results

in determining the overall similarity based on only two or three action words in the learning

outcomes. Decreasing the sim threshold will make the model more lenient and increasing

it will make the model more strict. The results of the model at various parameter settings

are provided in the Appendix.

4.5 Challenges and Future Works

One of the important limitations of this research is the fewer number of data points in

the benchmark proposed which is attributed to the limited availability of quality learning

outcomes, limited response from domain expert annotators, and cost. It is pertinent to

understand that there are unique challenges to be addressed in the attempt to automate ar-
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Table 4.3: Performance of proposed models on varying the lo threshold parameter.

S.No
Most lenient

annotator

Proposed
methodology

Lenient

Most strict
annotator

Proposed
methodology

Strict

1 COMP4121 COMP4121 COMP4121 COMP4121
2 COMP5341 COMP5341 COMP5341 COMP5341
3 COMP3321 COMP3321 COMP3321 COMP3321
4 COMP4321 COMP4321 COMP4321 COMP4321
5 COMP3519 COMP3519 COMP3519 COMP3519
6 COMP5470 COMP5470 COMP5470 COMP5470
7 COMP5471 COMP5471 COMP5471 COMP5471

Agreement out of
7 comparisons

6 6

ticulations. Although the existing transformer-based models achieve near-perfect results in

benchmark datasets, a thorough understanding of these datasets brings to light one of their

major shortcomings. Rogers et al. [126] conclude in their survey with a clear statement on

the limitations of the benchmark datasets, “As with any optimization method, if there is a

shortcut in the data, we have no reason to expect BERT to not learn it. But harder datasets

that cannot be resolved with shallow heuristics are unlikely to emerge if their development is

not as valued as modeling work.” Chandrasekaran et al. [28] established the significant drop

in performance of these models with the increase in complexity of sentences. The compar-

ison of the complexity of the learning outcomes in the proposed benchmark dataset to the

sentences in the STS dataset is shown in Figure 4.5, which clearly indicates that learning

outcomes are more complex. Also, the introduction of domain-specific BERT models shows

clear indications that though the transformer models are trained using significantly large

corpora with millions of words in their vocabularies, a domain-specific corpus is required

to achieve better results in domain-specific tasks. Learning outcomes are not only complex
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Figure 4.5: Comparison of the readability indices of the learning outcomes used in the
proposed dataset and the existing benchmark datasets (STS and SICK dataset).

sentences but also contain domain-specific terminologies from various domains. Identifying

these research gaps in semantic similarity methods is essential to contextualize and focus

future research on addressing them. In addition to the technological challenges, it is also

important to understand the challenges faced in the field of articulation. One of the ap-

proaches to enhance the performance of existing semantic similarity models is to train them

with a large dataset of learning outcomes with annotated similarity values. However, learn-

ing outcomes are often considered to be intellectual properties of the instructors and are

not publicly available. While almost all universities focus on building quality learning out-

comes, most learning outcomes are either vague or don’t follow the structural requirements

of learning outcomes [136]. Even if a significant amount of learning outcomes are collected,

annotation of their similarity requires expertise in subject matter and understanding of the
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articulation process. This annotation process is considerably more expensive than the anno-

tation of English sentences as well. For example, one of the popular crowdsourcing platforms

charges $0.04 for annotators with no specification and $0.65 for an annotator with at least a

Master’s degree. Furthermore, the selection of annotators with the required expertise needs

manual scrutiny using preliminary questionnaires and surveys which makes the process time-

consuming. Finally, articulation agreements are developed across different departments and

it is imminent to provide a clear understanding of the model and its limitations to encourage

automation of the process.The proposed model allows transparency and flexibility in the

assessment of credit transfer and future research will focus on addressing these limitations

by adding more course-to-course comparisons to the benchmark, developing domain-specific

corpora, tuning the semantic similarity models with the aid of datasets and also on ways to

improve the generation of learning outcomes through automation.

4.6 Conclusion

The assessment of transfer credit in the process of student mobility is considered to be one

of the most crucial and time-consuming tasks, and across the globe, various steps have been

taken to mitigate this process. With significant research and advancements in the field of

natural language processing, this research article attempts to automate the articulation pro-

cess by measuring the semantic and taxonomic similarity between learning outcomes. The

proposed model uses a recent transformer-based language model to measure the semantic

similarity and a clustering-inspired methodology is proposed to measure the taxonomic sim-

ilarity of the learning outcomes. The model also comprises a flexible aggregation module

to aggregate the similarity between learning outcomes to course-level learning outcomes. A

benchmark dataset is built by conducting a survey among academicians to annotate the
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similarity and transfer credit decisions between courses from two different institutions. The

results of the proposed model are compared with those of the benchmark dataset at different

settings of leniency. The article also identifies the technical and domain-specific challenges

that should be addressed in the field of automating articulation.
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Chapter 5

Conclusion

In this thesis, the evolution of semantic similarity over the past decades is traced by survey-

ing over 100 peer-reviewed articles in the literature review chapter. The thesis begins with

an in-depth analysis of the semantic similarity models classifying them as knowledge-based,

corpus-based, deep neural network-based, and hybrid methods based on the underlying prin-

ciple used to determine the semantic similarity values. The pros and cons of each method

are described highlighting the need for each model in different scenarios. Knowledge-based

methods take into consideration the actual meaning of text however, they are not adaptable

across different domains and languages. Corpus-based methods have a statistical background

and can be implemented across languages but they do not take into consideration the ac-

tual meaning of the text. Deep neural network-based methods show better performance,

but they require high computational resources and lack interpretability. Hybrid methods

are formed to take advantage of the benefits from different methods compensating for the

shortcomings of each other. It is clear from the survey that each method has its advantages

and disadvantages and it is difficult to choose one best model. The next chapter highlights

one of the research gaps in the existing literature, by building a new benchmark dataset that
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proves the hypothesis that the performance of language models decreases with the increase

in complexity of sentences. The proposed dataset consists of fifty complex sentence pairs

and corresponding human-annotated semantic similarity values. The performance of various

state-of-the-art models on the proposed dataset is compared. With a clear understanding of

the advancements and limitations of the existing semantic similarity models, the final chapter

explores one of the applications of the models in real-world tasks. In the process of student

mobility, assessing transfer credit for incoming students is one of the important and laborious

tasks. Hence, the proposed model attempts to use the high-performing transformer-based

language models to calculate the semantic similarity and uses the knowledge-based semantic

similarity methods in a clustering-inspired methodology to assess the taxonomic similarity

of learning outcomes of courses from different institutions. Finally, these similarities are

aggregated to form course-to-course similarity. The aggregation module of the model offers

flexibility to the decision-making authorities to offer various levels of flexibility. In addition

to using the existing methods to effectively automate articulation, the thesis also highlights

the challenges in the domain that paves the direction of future research.
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Appendix A

Algorithms
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Algorithm 1 Best semantic similarity measure for verbs.

Input: Dverb[v1, v2, s] = SimVerb3500 dataset containing verb pairs (v1, v2) and associated
semantic similarity benchmark values s,
wv = pretrained word2vec word embedding model
gl = pretrained GloV e word embedding model
wn = WordNet lexical knowledge base
Output: best measure = the semantic similarity measure that achieves the best
correlation to the benchmark values.

1: S ← ∅
2: procedure verb similarity
3: for each (v1, v2, s) ∈ Dverb do
4: S+= s
5: w1← wv.embedding(v1)
6: w2← wv.embedding(v2)
7: g1← gl.embedding(v1)
8: g2← gl.embedding(v2)
9: synsets1[syn11...syn1i]← wn.get synsets(v1, POS : verb) . List of synsets

10: synsets2[syn21....syn2j]← wn.get synsets(v2, POS : verb) . List of synsets
11: for each syn1i ∈ synsets1 do
12: for each syn2j ∈ synsets2 do
13: wup sim list[syn1i][syn2j]← cal wup(syn1, syn2) . wup similarity
14: path sim list[syn1i][syn2j]← cal path(syn1, syn2) . path similarity
15: lch sim list[syn1i][syn2j]← cal lch(syn1, syn2) . lch similarity
16: end for
17: end for
18: wup sim← max(wup sim list[n])
19: path sim← max(path sim list[n])
20: lch sim← max(lch sim list[n])
21: word2vec sim← wv.similarity(w1, w2)
22: glove sim← gl.similarity(g1, g2)
23: end for
24: measure list+= wup sim, path sim, lch sim,word2vec sim, glove sim
25: for each m ∈ measure list do
26: cor ← get pearson correlation(S,m)
27: end for
28: best measure← max(cor)
29: return best measure
30: end procedure
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Algorithm 2 Pass 1: Taxonomic Similarity

Input: Slo list = List of m learning outcomes from the sending institution.
Rlo list = List of n learning outcomes from the receiving institution.
Cluster list = {C1, C2, C3, C4, C5, C6}, List of six clusters initialized with illustrative verbs,
such that C1 = {v1, v2...vn} is a list of n verbs
Output: taxonomic similarity grid = A m× n grid containing taxonomic similarity
values between sending and receiving learning outcomes

1: procedure build taxonomic similarity grid
2: for each (slo) ∈ Slo list do
3: slo verbs← detect verbs(slo) . Find the verbs in the learning outcomes
4: for each sv ∈ slo do
5: if sv ∈ Cluster list then
6: B(sv)← get index(Ci) . If the verb is among the predefined verbs
7: assign the corresponding cluster id.
8: else
9: B(sv)← get BestCluster(sv) . Assign the cluster id of the best cluster

10: based on the silhouette width
11: end if
12: end for
13: B(slo)← max

(
B(sv1), ....B(svn)

)
14: end for
15: for each (rlo) ∈ Rlo list do . Repeat for receiving LOs
16: rlo verbs← detect verbs(rlo)
17: for each rv ∈ rlo do
18: if rv ∈ Cluster list then
19: B(rv)← get index(Ci)
20: else
21: B(rv)← get BestCluster(rv)
22: end if
23: end for
24: B(rlo)← max(B(rv1), ....B(rvn)
25: end for
26: for each (slo) ∈ Slo list do . Calculate taxonomic similarity
27: for each (rlo) ∈ Rlo list do
28: taxonomic similarity grid[slo][rlo]← abs

(
B(rlo)− B(slo)

)
29: end for
30: end for
31: return taxonomic similarity grid
32: end procedure
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Algorithm 3 Pass 2: Semantic Similarity

Input: Slo list = List of m learning outcomes from the sending institution.
Rlo list = List of n learning outcomes from the receiving institution.
model = Pretrained and Fine tuned SRoBERTa transformer-based semantic similarity
model Output: semantic similarity grid = A m× n grid containing semantic similarity
values between sending and receiving learning outcomes

1: procedure build semantic similarity grid
2: for each slo, rlo ∈ Slo listRlo list do
3: ~slo← model.sentence vectors(slo) . Get vector representation of
4: learning outcomes
5: ~rlo← model.sentence vectors(rlo)
6: . Calculate semantic similarity
7: semantic similarity grid[slo][rlo]← cos( ~slo, ~rlo)
8: end for
9: return semantic similarity grid

10: end procedure
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Algorithm 4 Pass 3: Aggregation

Input: SSG = semantic similarity grid , a m× n grid containing semantic similarity
values between sending and receiving learning outcomes
TSG = taxonomic similarity grid, a m× n grid containing taxonomic similarity values
between sending and receiving learning outcomes
α = parameter which determines the ratio of two similarity value in the overall similarity
β = value above which two learning outcomes are considered similar
γ = number of learning outcomes with similar counterparts
Output: T C = Final Credit Decision

1: procedure course level similarity
2: for each row, col ∈ SSG do
3: for each row, col ∈ TSG do
4: final sim←

(
α× SSG[row, col]+

(1− α)× TSG[row, col]
)

5: if final sim >= β then
6: final similarity grid[row, column]← TRUE
7: else
8: final similarity grid[row, column]← FALSE
9: end if

10: end for
11: end for
12: for each row ∈ final similarity grid do
13: if Count(TRUE) >= γ then
14: T C = Y es
15: else
16: T C = No
17: end if
18: end for
19: return T C
20: end procedure
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Appendix B

Semantic Similarity Benchmark

Datasets

This section discusses some of the popular datasets used to evaluate the performance of

semantic similarity algorithms. The datasets may include word pairs or sentence pairs with

associated standard similarity values. The performance of various semantic similarity al-

gorithms is measured by the correlation of the achieved results with that of the standard

measures available in these datasets. Table B.1 lists some of the popular datasets used to

evaluate the performance of semantic similarity algorithms. The below subsection describes

the attributes of the dataset and the methodology used to construct them.

Dataset Name Word/Sentence pairs Similarity score range Year Reference

R&G 65 0-4 1965 [129]

M&C 30 0-4 1991 [92]

WS353 353 0-10 2002 [36]

LiSent 65 0-4 2007 [75]
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Table B.1 continued from previous page

Dataset Name Word/Sentence pairs Similarity score range Year Reference

SRS 30 0-4 2007 [109]

WS353-Sim 203 0-10 2009 [2]

STS2012 5250 0-5 2012 [3]

STS2013 2250 0-5 2013 [1]

WP300 300 0-1 2013 [73]

STS2014 3750 0-5 2014 [4]

SL7576 7576 1-5 2014 [143]

SimLex-999 999 0-10 2014 [48]

SICK 10000 1-5 2014 [82]

STS2015 3000 0-5 2015 [5]

SimVerb 3500 0-10 2016 [40]

STS2016 1186 0-5 2016 [6]

WiC 5428 NA 2019 [112]

Table B.1: Popular benchmark datasets for Semantic similarity.

Semantic similarity datasets

The following is a list of widely used semantic similarity datasets arranged chronologically.

• Rubenstein and Goodenough (R&G) [129]: This dataset was created as a result of

an experiment conducted among 51 undergraduate students (native English speakers)

in two different sessions. The subjects were provided with 65 selected English noun
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pairs and requested to assign a similarity score for each pair over a scale of 0 to 4,

where 0 represents that the words are completely dissimilar and 4 represents that they

are highly similar. This dataset is the first and most widely used dataset in semantic

similarity tasks [164].

• Miller and Charles (M&C) [92]: Miller and Charles repeated the experiment per-

formed by Rubenstein and Goodenough in 1991 with a subset of 30 word pairs from

the original 65 word pairs. 38 human subjects ranked the word pairs on a scale from

0 to 4, 4 being the ”most similar.”

• WS353 [36]: WS353 contains 353 word pairs with an associated score ranging from 0

to 10. 0 represents the least similarity and 10 represents the highest similarity. The

experiment was conducted with a group of 16 human subjects. This dataset measures

semantic relatedness rather than semantic similarity. Subsequently, the next dataset

was proposed.

• WS353-Sim [2]: This dataset is a subset of WS353 containing 203 word pairs from

the original 353 word pairs that are more suitable for semantic similarity algorithms

specifically.

• LiSent [75]: 65 sentence pairs were built using the dictionary definition of 65 word

pairs used in the R&G dataset. 32 native English speakers volunteered to provide a

similarity range from 0 to 4, 4 being the highest. The mean of the scores given by all

the volunteers was taken as the final score.

• SRS [109]: Pedersen et al. [109] attempted to build a domain specific semantic similar-

ity dataset for the biomedical domain. Initially 120 pairs were selected by a physician

distributed with 30 pairs over 4 similarity values. These term pairs were then ranked
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by 13 medical coders on a scale of 1-10. 30 word pairs from the 120 pairs were selected

to increase reliability and these word pairs were annotated by 3 physicians and 9 (out

of the 13) medical coders to form the final dataset.

• SimLex-999 [48]: 999 word pairs were selected from the UFS Dataset [103] of which

900 were similar and 99 were related but not similar. 500 native English speakers,

recruited via Amazon Mechanical Turk were asked to rank the similarity between the

word pairs over a scale of 0 to 6, 6 being the most similar. The dataset contains 666

noun pairs, 222 verb pairs, and 111 adjective pairs.

• Sentences Involving Compositional Knowledge (SICK) dataset [82]: The

SICK dataset consists of 10,000 sentence pairs, derived from two existing datasets the

ImageFlickr 8 and MSR-Video descriptions dataset. Each sentence pair is associated

with a relatedness score and a text entailment relation. The relatedness score ranges

from 1 to 5, and the three entailment relations are “NEUTRAL, ENTAILMENT and

CONTRADICTION.” The annotation was done using crowd-sourcing techniques.

• STS datasets [3, 1, 4, 5, 6, 27]: The STS datasets were built by combining sentence

pairs from different sources by the organizers of the SemEVAL shared task. The dataset

was annotated using Amazon Mechanical Turk and further verified by the organizers

themselves. Table B.2 shows the various sources from which the STS dataset was built.
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Year Dataset Pairs Source

2012 MSRPar 1500 newswire

2012 MSRvid 1500 videos

2012 OnWN 750 glosses

2012 SMTNews 750 WMT eval.

2012 SMTeuroparl 750 WMT eval.

2013 HDL 750 newswire

2013 FNWN 189 glosses

2013 OnWN 561 glosses

2013 SMT 750 MT eval.

2014 HDL 750 newswire headlines

2014 OnWN 750 glosses

2014 Deft-forum 450 forum posts

2014 Deft-news 300 news summary

2014 Images 750 image descriptions

2014 Tweet-news 750 tweet-news pairs

2015 HDL 750 newswire headlines

2015 Images 750 image descriptions

2015 Ans.-student 750 student answers

2015 Ans.-forum 375 Q & A forum answers

2015 Belief 375 committed belief

2016 HDL 249 newswire headlines

2016 Plagiarism 230 short-answers plag.

2016 post-editing 244 MT postedits
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Table B.2 continued from previous page

Year Dataset Pairs Source

2016 Ans.-Ans 254 Q & A forum answers

2016 Quest.-Quest. 209 Q & A forum questions

2017 Trail 23 Mixed STS 2016

Table B.2: STS English language training dataset (2012-2017) [27].
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Appendix C

Semantic distance measures and their

formulae

SNo Semantic distance mea-

sure

Formula

1 α - skew divergence (ASD)
∑

w∈C(w1)∪C(w2)

P (w|w1)log
P (w|w1)

αP (w|w2) + (1− α)P (w|w1)

2 Cosine similarity

∑
w∈C(w1)∪C(w2)

P (w | w1)× P (w | w2)√∑
w∈C(w1)

P (w | w1)2 ×
√∑

w∈C(w2)
P (w|w2)2

3 Co-occurence Retrieval

Models (CRM)

γ

[
2× P ×R
P +R

]
+ (1− γ)

[
β[P ] + (1− β)[R]

]
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Table C.1 continued from previous page

SNo Semantic distance mea-

sure

Formula

4 Dice coefficient
2×

∑
w∈C(w1)∪C(w2)

min(P (w|w1), P (w|w2))∑
w∈C(w1)

P (w|w1) +
∑

w∈C(w2)
P (w|w2)

5 Manhattan Distance or L1

norm

∑
w∈C(w1)∪C(w2)

∣∣P (w|w1)− P (w|w2)
∣∣

6 Division measure
∑

w∈C(w1)∪C(w2)

∣∣∣∣log
P (w|w1)

P (w|w2)

∣∣∣∣

7 Hindle
∑

w∈C(w)



min(I(w,w1), I(w,w2)),

if bothI(w,w1)andI(w,w2) > 0

|max(I(w,w1), I(w,w2))|,

if bothI(w,w1)andI(w,w2) < 0

0, otherwise

8 Jaccard

∑
w∈C(w1)∪C(w2)

min(P (w|w1), P (w|w2))∑
w∈C(w1)∪C(w2)

max(P (w|w1), P (w|w2))
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Table C.1 continued from previous page

SNo Semantic distance mea-

sure

Formula

9 Jensen-Shannon divergence

(JSD)

∑
w∈C(w1)∪C(w2)

(
P (w|w1)log P (w|w1)

1
2
(P (w|w1)+P (w|w2))

+P (w|w2)log P (w|w2)
1
2
(P (w|w1)+P (w|w2))

)

10 Kullback-Leibler divergence

- common occurance

∑
w∈C(w1)∪C(w2)

P (w|w1)log
P (w|w1)

P (w|w2)

11 Kullback-Leibler divergence

- absolute

∑
w∈C(w1)∪C(w2)

P (w|w1)

∣∣∣∣log
P (w|w1)

P (w|w2)

∣∣∣∣

12 Kullback-Leibler divergence

- average

1

2

∑
w∈C(w1)∪C(w2)

(P (w|w1)− P (w|w2))log
P (w|w1)

P (w|w2)
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Table C.1 continued from previous page

SNo Semantic distance mea-

sure

Formula

13 Kullback-Leibler divergence

- maximum

max(KLD(w1, w2), KLD(w2, w1))

14 Euclidean Distance or L2

norm

√ ∑
w∈C(w1)∪C(w2)

(P (w|w1)− P (w|w2))2

15 Lin

∑
(r,w)∈T (w1)∩T (w2)

(I(w1, r, w) + I(w2, r, w))∑
(r, w′) ∈ T (w1)I(w1, r, w′) +

∑
(r,w′′)∈T (w2)

I(w2, r, w′′)

16 Product measure
∑

w∈C(w1)∪C(w2)

P (w|w1)× P (w|w2)

(1
2
(P (w|w1) + P (w|w2)))2

Table C.1: Table of semantic measures and their formulae - adapted from Mohammad and

Hurst[95].
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Table C.2: Performance of the proposed model on varying sim threshold parameter.

S.No.
Human

Annotation

sim threshold

= 60

sim threshold

= 65

sim threshold

= 70

1 COMP4121 COMP4121 COMP4121 COMP4121

2 COMP5341 COMP5341 COMP5341 COMP5341

3 COMP3321 COMP3321 COMP3321 COMP3321

4 COMP4321 COMP4321 COMP4321 COMP4321

5 COMP3519 COMP3519 COMP3519 COMP3519

6 COMP5470 COMP5470 COMP5470 COMP5470

7 COMP5471 COMP5471 COMP5471 COMP5471

Agreement out of

7 comparisons

4 6 4
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Table C.3: Performance of the proposed model on varying impact parameter.

S.No.
Human

Annotation

impact

= 20

impact

= 30

impact

= 40

1 COMP4121 COMP4121 COMP4121 COMP4121

2 COMP5341 COMP5341 COMP5341 COMP5341

3 COMP3321 COMP3321 COMP3321 COMP3321

4 COMP4321 COMP4321 COMP4321 COMP4321

5 COMP3519 COMP3519 COMP3519 COMP3519

6 COMP5470 COMP5470 COMP5470 COMP5470

7 COMP5471 COMP5471 COMP5471 COMP5471

Agreement out of

7 comparisons

4 6 4
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Appendix D

Abbreviations

Abbreviation Description

NLP Natural Language Processing

BoW Bag of Words

AI Artificial Intelligence

STS Semantic Textual Similarity

LCS Least Common Subsumer

IC Information Content

TF-IDF
Term Frequency - Inverse Document Fre-

quency

BERT
Bidirectional Encoder Representations from

Transformers

AlBERT
A lite Bidirectional Encoder Representations

from Transformers
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RoBERTa
A Robustly Optimized BERT Pretraining

approach

SICK
Sentences Involving Compositional Knowl-

edge

NLI Natural Language Inference

LO Learning Outcome

PCA Principal Component Analysis

GloVe Global Vectors for Word Representation

CBoW Continuous Bag of Words

LSTM Long-Short Term Memory

RNN Recurrent Neural Network

CNN Convolutional Neural Network
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Appendix E

Resources

Description Link

Inferences from survey

conducted in Chapter 2

https://github.com/Dhivya-C/

Survey-on-Semantic-Similarity.

git

The repository of the codebase

used in Chapter 3

https://github.com/Dhivya-C/

DSCS-Dataset.git

The repository of the codebase

used in Chapter 4

https://github.com/Dhivya-C/

Transfer-credit-assessment.git

Survey Form used to build

the benchmark dataset in Chapter 4

https://forms.gle/

uu1ydgkb62qsrCc36

https://github.com/Dhivya-C/Survey-on-Semantic-Similarity.git
https://github.com/Dhivya-C/Survey-on-Semantic-Similarity.git
https://github.com/Dhivya-C/Survey-on-Semantic-Similarity.git
https://github.com/Dhivya-C/DSCS-Dataset.git
https://github.com/Dhivya-C/DSCS-Dataset.git
https://github.com/Dhivya-C/Transfer-credit-assessment.git
https://github.com/Dhivya-C/Transfer-credit-assessment.git
https://forms.gle/uu1ydgkb62qsrCc36
https://forms.gle/uu1ydgkb62qsrCc36

