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ABSTRACT

Secure Integrated Routing and Localization in Wireless Optical Sensor Networks.
(August 2008)
Unoma Ndili Okorafor, B.Sc., University of Lagos;
M.Sc., Rice University

Chair of Advisory Committee: Dr. Deepa Kundur

Wireless ad hoc and sensor networks are envisioned to be self-organizing and
autonomous networks, that may be randomly deployed where no fixed infrastructure
is either feasible or cost-effective. The successful commercialization of such networks
depends on the feasible implementation of network services to support security-aware
applications.

Recently, free space optical (FSO) communication has emerged as a viable tech-
nology for broadband distributed wireless optical sensor network (WOSN) applica-
tions. The challenge of employing FSO include its susceptibility to adverse weather
conditions and the line of sight requirement between two communicating nodes. In
addition, it is necessary to consider security at the initial design phase of any network
and routing protocol. This dissertation addresses the feasibility of randomly deployed
WOSNs employing broad beam FSO with regard to the network layer, in which two
important problems are specifically investigated.

First, we address the parameter assignment problem which considers the rela-
tionship amongst the physical layer parameters of node density, transmission radius
and beam divergence of the FSO signal in order to yield probabilistic guarantees on
network connectivity. We analyze the node isolation property of WOSNs, and its
relation to the connectivity of the network. Theoretical analysis and experimental

investigation were conducted to assess the effects of hierarchical clustering as well
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as fading due to atmospheric turbulence on connectivity, thereby demonstrating the
design choices necessary to make the random deployment of the WOSN feasible.

Second, we propose a novel light-weight circuit-based, secure and integrated rout-
ing and localization paradigm within the WOSN, that leverages the resources of the
base station. Our scheme exploits the hierarchical cluster-based organization of the
network, and the directionality of links to deliver enhanced security performance in-
cluding per hop and broadcast authentication, confidentiality, integrity and freshness
of routing signals. We perform security and attack analysis and synthesis to charac-
terize the protocol’s performance, compared to existing schemes, and demonstrate its
superior performance for WOSNs.

Through the investigation of this dissertation, we demonstrate the fundamental
tradeoff between security and connectivity in WOSNSs, and illustrate how the trans-
mission radius may be used as a high sensitivity tuning parameter to balance there
two metrics of network performance. We also present WOSNSs as a field of study that
opens up several directions for novel research, and encompasses problems such as
connectivity analysis, secure routing and localization, intrusion detection, topology

control, secure data aggregation and novel attack scenarios.
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CHAPTER I

INTRODUCTION

A. Overview of Wireless Optical Sensor Networks

The need for untethered communication and pervasive computing continues to drive
advances in mobile communications and wireless networking. To serve this purpose,
randomly deployed wireless sensor networks (WSNs) have been envisioned to consist
of groups of sensor nodes that are randomly and densely deployed to observe ambient
scalar data within a physical region of interest [1]. In many contexts, due to re-
cent technological advances, the nodes are ultra-lightweight, comprised of small-sized
wireless battery-operated nodes that are significantly resource-constrained in terms
of power, storage, computational capability and bandwidth. Each sensor node com-
prises of a sensing, processing, communication, localization, mobilizer power source
and power scavenging unit (some of which are optional, such as the mobilizer, power
scavenging and location finding units). Figure 1 depicts a schematic diagram of the
components of a typical sensor node.

Although individually, sensor nodes may be fragile and disposable, their useful-
ness comes from their easy and cost-effective deployment in large numbers to form
an unattended network. In this way, they are able to aggregate inferences about
their coverage area. For example, a WSN may contain several hundreds or thou-
sands of these sensor nodes deployed over large geographical regions. Traditionally,
the nodes form an ad-hoc network in order to communicate their sensor readings
(about objects or events in their vicinity) to a centralized sink or base station via

omni-directional radio frequency (RF). The network may be stationary or dynamic

The journal model is Proceedings of the IEEE.
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Fig. 1. A schematic diagram of the components of a sensor node.

with mobility-capable nodes. Their ability to be set up inexpensively, in large-scale,
and quickly makes WSNs a promising candidate for a host of applications, includ-
ing military surveillance, disaster relief, law enforcement applications, traffic control,
infrastructure security and advanced health-care monitoring. For example, a WSN
may be deployed to gather intelligence in a battle field by tracking enemy troop
movement, monitoring a secured zone, or guiding a missile target system. Other
possible applications of WSNs include monitoring environmental conditions such as
temperature/humidity, collecting pollution data, monitoring structural weaknesses in
buildings or equipment, inventory control, and detecting the presence of chemical or
biological agents, to name a few. The system architecture of a typical sensor network
habitat monitoring application is depicted in Figure 2.

Currently, through technological advances in miniaturization and micro-electro
mechanical systems (MEMS), WSNs continue to evolve towards the so-called smart

dust - dust-sized sensor nodes that can float in the atmosphere - based on the Uni-
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Fig. 2. The system architecture of a typical sensor network habitat monitoring application.

versity of California, Berkeley’s Smart Dust project [2]. Recently, there has been
increased interest in the development of wireless optical sensor networks (WOSNs) [3—
10] as a viable contribution towards the feasible design of smart dust nodes. WOSNs
are an emerging subclass of WSNs comprised of nodes whose point-to-point commu-
nication paradigm employs directed broad-beam free space optics (FSO), a high band-
width communication technology that enables information transmission through the
atmosphere using modulated light beams. The FSO transceiver unit of WOSN nodes
achieves size reduction by a factor of up to twenty, when compared to the competing
RF antennas [2]. Furthermore, FSO continues to stand out as the leading technology
for the development of rapidly deploy-able and secure wireless sensor and surveillance
networks, with the potential for broadband communication.

Classically, WOSNSs possess the following distinctive features, many of which are

shared by their RF counterparts:



e spatially distributed, in order to improve the performance and geographical range
of sensing functions. To ensure effective collaboration amongst network entities,

the connectivity of the network must be guaranteed;

e resource constrained, representing one of the biggest design challenges, necessi-
tates the judicious use of communication bandwidth, memory, and computation

to enhance the life span of the often portable and non-renewable power source;

e hierarchical, employing localized clustering of sensor nodes into subnetworks to

improve network scalability;

e location aware, necessitated by event-driven applications that rely on the ability
of nodes to gain knowledge of their location in order to localize, track and

communicate activities of interest within the network;

e redundant, employing densely deployed nodes to obtain more accurate and com-

plete readings of observed events;

e wvulnerable to attack, due to a host of applications that deploy non-tamper re-
sistant nodes within environments that are hostile or not monitored. Security
paradigms must be considered at all network layers to guarantee privacy, con-

fidentiality, availability and authenticity of the sensor data.

The fundamental question we pose and seek to address in this dissertation is as

follows:

What are the implications of link directionality to connectivity and secure

routing for ad hoc wireless sensor networks?

The objective of this dissertation is to study the feasibility of employing FSO as the

networking paradigm in security-aware, broadband, randomly and rapidly deploy-



able WSNs consisting of stationary nodes. Our investigation is primarily concerned
with two main aspects of WOSNs: (1) the requirements for a probabilistic network
connectivity guarantee in the physical layer with respect to the trade off between
network parameters of node density, beam angle and communication radius; and (2)
a novel secure routing and localization scheme suited for the unique network layer
characteristics of the WOSN.

Connectivity as well as secure routing and localization under the WOSN paradigm
is challenging due in part to the directionality of links resulting from the line-of-sight
requirement for FSO communication. Because of the well known fact that incorpo-
rating security mechanisms after the design of network protocols is often non-trivial
and superficial at best [11], it is beneficial to consider security objectives in the initial
design of any protocol. Our security solution integrate routing and localization while

leveraging the natural hierarchy and link directionality in WOSNSs.

B. Motivation

As with any wireless medium, FSO is susceptible to routing attacks such as data
replay, identity theft, or injection of unauthorized bits into the network. Worse, an
enemy that is able to compromise an authentic network node, may easily launch
more serious insider attacks, by extracting keying and security information from the
compromised node, and then acting as an authentic network participant [11]. Un-
fortunately, an attack in the network layer can completely cripple the WOSN and
undermine its purpose, in spite of best efforts aimed at securing other OSI layers of
the network. As noted in [12], if the routing protocol can be subverted, and messages
altered in transit, then no amount of security on the data packets can mitigate a se-

curity threat at the application layer. In addition, the vulnerability of sensor nodes to



physical capture and tampering, combined with the collaborative nature of multi-hop
communication, makes network layer protection mechanisms even more crucial.

The WOSN architecture is motivated by a consideration for the viable and cost-
effective choice that FSO presents for data transmission requiring enormous band-
width while achieving reduced transceiver size. FSO communication carries light
signals at extremely high frequencies, offering the highest capacity for wireless com-
munications medium. The WOSN can provide full-duplex gigabit-per-second (Gbps)
throughput for multimodal data such as multimedia, hyperspectral imagery and
multi-variate heterogeneous data. Additionally, the FSO signal can be rapidly de-
ployed because it is transmitted using unlicensed optical wavelengths that do not
require expensive government licensing, and it is unaffected by interference with ex-

isting networks. As motivating examples, we identify three cutting edge applications

of WOSNE.

Wireless Multimedia Sensor Networks comprising of sensors that collect multi-
media information such as digital images, video, and audio, requiring Gbps link
speeds [13, 14] for applications such as tactical battlefield and advanced perva-
sive health care surveillance, visual and other forms of broadband data that are
imperative for monitoring and effective decision-making. The development of
wireless multimedia sensor networks has been driven in part by recent improve-
ments in embedded devices, MEMS technology, and the advent of inexpensive
and low-resolution miniature hardware that acquire rich media content from
the environment, such as cheap CMOS video cameras and microphones. It is
widely believed that WOSNs present the most viable networking solution to the
bandwidth bottleneck that will accelerate the realization of practical wireless

multimedia sensor network systems.



Mission Critical Sensor Networks refers to networking for application domains
where life or livelihood may be at risk, including critical infrastructure pro-
tection, emergency and crisis intervention, and military operations. Mission
critical sensor networks aim to develop mechanisms to promote specialized net-
work protocols that are ultra-dependable, rapidly-deploy-able and secure in the
face of sudden and adverse conditions. Because the frequency spectrum used
by FSO is free/unregulated, avoids interference with existing systems, and the
signal often provides more secure communication, well designed WOSNs are a

viable solution for rapidly deploy-able mission critical networks [15].

Hybrid Sensor Networks consists of robust systems that employ a complementary
hybrid FSO-RF communication network to leverage the advantages of both
technologies [16, 17]. Hybrid sensor networks provide differentiated network
quality-of-service (QoS), motivated by an integrated heterogenous service de-
livery, such as simultaneous ultra-high bandwidth, low latency FSO channels
and ultra-reliable RF links that are resilient to packet loss. Additionally, hy-
brid FSO-RF networks can withstand a wide range of adverse environmental
conditions which either technology alone cannot provide, and are of particular

interest to several military and intelligence-gathering applications.

For several applications such as the ones cited above, it is critical that network
data be protected from intentional loss, modification, or unwanted access, necessitat-
ing the design of secure and privacy-enhancing WOSNs. In particular, it is necessary
to provide solutions for secure neighborhood discovery in ad hoc deployments, and
mechanisms to detect and recover from malicious attacks on the network. With-
out adequate security design at the network layer, WOSNs are vulnerable to attacks

including passive eavesdropping, distributed denial-of-service (DDoS) and data cor-



ruption [11], that can easily lead to catastrophe for critical applications.

C. Comparison of Free Space Optical and Radio Frequency Technologies

Traditional wireless sensor networks often rely upon radio waves as the carrier signal
for long range, dependable, broadcast communications. Due to its broadcast nature,
the signature of the RF signal is omnidirectional (occupies 27 radians in a plane),
and hence susceptible to eavesdropping and “jamming” attacks. By their nature, RF
signals are not subject to the same degree of degradation from adverse atmospheric
conditions (except for heavy rain) that FSO transmissions suffer, thereby providing a
greater assurance of accurate and effective data transmission although at a somewhat
lesser data transfer rate. A vast range of networking protocols have been studied
within the RF WSN paradigm [18]. Omni-directional RF networks are often simply
modeled as geometric random graphs (GRGs) [19] employing a disc model transmitter
foot print (ignoring fading effects) as illustrated in Figure 3 (a). In the GRG model,
two nodes establish a bidirectional link if they are within a fixed distance r known as
communication or transmission radius [20].

Employing directional antennas, the energy of the RF beam can be spatially
directed, resulting in a typical directed RF radiation pattern of angular width o but
containing side lobes shown as in Figure 3 (b). Recent studies have demonstrated
clear advantages of directional RF in terms of enhanced power usage, increased sig-
nal strength, longer communication ranges and reduced interference and multi-path
components [21]. However, RF technology in general, does not provide the same band-
width capacity, and suffers from expensive spectrum licensing limitations compared
with FSO [2, 10].

On the other hand, directional FSO is a commercial, wireless, ultra-high band-
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Fig. 3. The transmitter footprints of various communication models.

width line-of-sight (LOS) technology that is relatively new to the sensor network
community. By employing a directed laser (Light Amplification by the Stimulated
Emission of Radiation) or LED (Light-Emitting Diode) to transmit light beam signals,
FSO achieves very high data rates, (Gbps) over a few kilometers using unlicensed fre-
quencies in the order of hundreds of terahertz [6]. For example, current FSO systems
employing 1550nm lasers attain up to 1.25 Gbps over distances up to 6km, with an
ON-OFF keying (OOK) modulation scheme [22]. The directional broad beam FSO’s
transmitter signature is represented well, simply by a circular sector, as illustrated in
Figure 3 (c).

We note here that for the FSO transmitter, two configurations are possible; a
narrow beam highly focused energy signal with a beam diameter of a few millira-
dian (mrad), and the broad beam signal with diffused energy and significantly larger
beam diameters, greater than /18 [17]. The FSO receiver may be employed in three

configurations: a directed, diffused or omnidirectional detectors, so that different
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Fig. 4. Various transmitter-to-receiver configurations available for FSO communication.

transmitter /receiver link configurations are possible including, a narrow beam-to-
narrow beam as depicted in Figure 4 (a), a narrow beam-to-broad beam as illus-
trated in Figure 4 (b), or a broad beam-to-omni directional configuration shown in
Figure 4 (c). For this dissertation, we adopt the broad beam-to-omnidirectional model
of Figure 4 (c) proposed for the Smart Dust [2], as it offers the most viable high band-
width networking solution in a randomly deployed ad hoc network scenario. Within
the WOSN a directed link is established from a node s, to s, if and only if s, falls
within s,’s communication sector, defined by the communication radius r and the

beam width « of the sector [9].

1. Advantages of FSO over RF Communication

WOSNs have a number of distinct advantages over RF WSNs [21], including:

Bandwidth: It is well known that FSO enables transmission bandwidths on the

order of Gbps which the current state-of-the-art RF technology struggles to pro-
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vide [13]. For example, the IEEE 802.11x standard is limited to link throughputs
on the order of 10s of megabits per second (Mbps) [17], while current 802.15.4
compliant sensor nodes achieve nominal rates of about 250Kbps [13]. Even with
the much anticipated development and deployment of ultra-wide-band (UWB)
RF transmission techniques capable of theoretical throughput rates in excess of
675 Mbps for 1.3GHz pulse-UWB systems, the pulses are very short in space
(less than 23cm for a 1.3 GHz bandwidth pulse), and their achievable band-
width drops significantly with increased ranges (lower than 802.11a at modest
ranges of 7 > 15m) [17]. On the other hand, FSO offers up to 1.25Gbps over
link distances over one kilometer [22] which easily satisfy the bandwidth-hungry

demands of multimodal high capacity sensor networks.

Form Factors (Size and Power per bit): Due to the simple analog circuity re-
quired for the OOK modulation scheme, the WOSN nodes can be small, and
consume less power. The size of the FSO equipment can be as small as a
laser pointer (i.e., a few millimeters), making dense integration of multiple FSO
transceivers on to a single node chip possible. Semiconductor lasers and LEDs
used for active FSO communications require very little power (a few milli-watts)
making them suitable for power limited ad-hoc sensor network scenarios. Ad-
ditionally passive FSO communication employing corner cuber retroreflectors
(CCRs) which require negligible power from the nodes may also be employed.
An illustration of the transmission range achievable versus energy per bit for
active and passive FSO compared to RF is shown in Figure 5, which illustrates

the huge power advantage of FSO over RF.

Spatial Reuse: By focusing energy in one direction, the potential for spatial reuse

is increased while interference and energy are reduced for a comparable trans-
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Fig. 5. Tllustrating the transmission range versus energy per bit for FSO compared to RF.

mission range. FSO also yields increased signal strength, longer communication

ranges, and reduced multi-path components compared to RF.

Security:

Directed FSO communication is more secure than broadcast RF due to

the reduced spatial signature of energy from a broadcast disk model for the

GRG model, to the RSSG model, thereby reducing the chances of successful

eavesdropping. The physical difficulties in intercepting the FSO beam, its non-

susceptibility to jamming attacks, and the associated high chance of detection

with eavesdropping enhance the security property of WOSNs. This advantage is

more significant for applications deployed in unsecured or hostile environments.

Licence-free quick installation Optical wavelengths are license free, so FSO de-

ployment does not require any permissions as long as they are eye safe. Deploy-

ing WOSNs save time and money, while avoiding interference issues that plague
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traditional broadband RF. For this reason, WOSNs can be rapidly deployed,

typically within a few hours.

2. Challenges

WOSNSs face two major challenges compared to RF WSNs, including; (1) a need for
the existence of line-of-sight between communicating nodes resulting in the direction-
ality of links; and (2) the reduced transmission quality observed in adverse weather

conditions. These challenges are described in some detail below:

Requirement for Clear Line of Sight and Alignment: Clear line-of-sight re-
quirements for the reception of an FSO signal has direct implications on network
connectivity especially in an ad hoc WOSN. One proposal to alleviate the line-of-
sight limitation includes employing an accurate point-and-track beam-steering
actuator for aligning narrow beam FSO systems (i.e. the trans-receiver of a node
is a mobile unit, capable of swivel motion to align the sender’s transmitter to
the receiver) [17]. With the broad beam-to-omnidirectional transmitter /receiver
configuration employed in this dissertation, our approach to network connec-
tivity entails studying the constraints on the physical layer properties of the
network (node density, communication radius and beam width of the FSO sig-

nal) that guarantee a probabilistic measure of network connectivity [23].

Signal degradation with adverse weather: For the FSO signal, reduced bit
rates are encountered in adverse atmospheric conditions as fog, heavy snow and
rain. Table I presents the typical attenuation effects of various adverse weather
conditions on a 1550 nm laser. Additionally, light from other sources (e.g.,
direct and intense sunlight), temperature, and physical obstructions (e.g., fly-

ing birds, smoke) may temporarily interrupt or hamper the effectiveness of the
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Table I. Attenuation effects of adverse weather conditions on a 1550 nm laser.

Condition Attenuation (dB/Km) Max range (Km)
Clear air <15 > 6
Heavy rain (25mm /hr) 5 3.2
Extreme downpour (75mm/hr) 13 1.7
Heavy Snow/Light fog 20 1.25
Snowstorm /heavy fog 30 0.92
Very dense fog 60 — 100 0.35 - 0.55

system. Conventionally, two approaches are taken to mitigate the effects of ad-
verse weather conditions, which include; (1) designing a hybrid FSO-RF sensor
network in which the RF serves as a backup channel during down times of the
FSO channel; and (2) considering a dense (enough) network with shortened link
distances and route redundancies which counter failed links in adverse weather
using multipath routing. In this dissertation, we are more concerned with the
latter solution by proffering connectivity analysis that incorporate models for

channel fading effects due to adverse weather and atmospheric conditions.

Safety The safety of FSO used to be an important concern since high power laser
beams (e.g., wavelengths between 400 nm to 1400 nm) can cause injury to the
eye and skin. However, lasers in the 1550 nm wavelength range have been shown
to be reasonably safe, and better able to operate in unfavorable meteorological

conditions [22].

In Table II, we summarize the significant differences between FSO and RF for

ad hoc wireless sensor networking.
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Table II. Comparison between FSO and RF communication for ad hoc sensor net-

works.

Property

FSO

RF

Frequency spectrum
Comm. channel
Interference

Weather Attenuation
Distances

Transmit Energy
Receive Energy
Channel Loss
Energy saving device
Size of Node
Bandwidth

Unregulated, free
LOS, directional
Physical Obstruction,
Fog, snow,
< 6km
10pJ/bit over 10-100m
Negligible
o< 1/d?
CCRs 167pJ/bit

3

11

up to 1.25Gbps

Restricted, govt. licensed, expensive
Broadcast, omni-directional

EM interference

Heavy rain

> 100km

100nJ /bit over 10-100m

30 — 50nJ /bit

o 1/d?7

pico radios 16nJ/bit

cm?

up to 100Mbps

D. The Wireless Optical Sensor Network Model

Deployment Model:

Consider a set S, = {s; :

i =1,2,---n} of n stationary

WOSN nodes, randomly and densely deployed in a bounded, unit area!, planar square

region A = [0, 1]? according to a uniform distribution. Each sensor has an equal and

independent likelihood of falling at any location in A, and facing any orientation.

We emphasize that once a node falls, it is stationary, that is, incapable of altering

its location or orientation. Let vectors T = (z1,x2, - x,) and § = (y1,Y2, " Yn)

represent the (z,y) position coordinates of S, such that (z;, ;) ~ Uniform(0,1)2.

T

For ease of reference, let T, = ( ) be s;’s point position where T = (y) The vector

Tq
Yi

ISimple scaling can be applied to obtain other dimensions.
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Fig. 6. (a) Each sensor s; transmits within a sector ®; defined by the 4-tuple (1;, ©;, 7, @),
which are parameters of the system. (b) Node s; only hears s; if s; falls into s;’s com-

munication section, but s; talks to s; via the back channel s; — s, — s, — 5. — s;.

0 = (©1,09,---0,) depicts the random orientations associated with S, such that
©; ~ Uniform[0,27) ,Vs; € S,,. The spatial distribution of the nodes has been well
modeled as a homogenous Poisson point process [24, 25] of density n/|A|, where |A|
is the area of A, which is one in our case making n the network density of the unit

area deployment region.

The Node: WOSN nodes employ a directed broad-beam FSO transmitter suitable
for short-range networking applications [26]. By scanning a laser beam across an
angular sector, each node s; can send data within a contiguous, randomly oriented
communication sector —a/2 + 0; < ®; < +a/2 + O, of radius r, and angle o €

[0,27) radians, as depicted in Figure 6(a), where ©; is the orientation of s;. The
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communication sector ®; which is completely defined by the 4-tuple (Y;, ©;, 7, «) is
associated with each node s;.

The node’s receiver is omnidirectional (employing several photodetectors [26])
implying that s; may directly talk to s; (denoted s; — s;) if and only if T; € ®;.
However, s; can only talk to s; via a multi-hop back-channel or reverse route denoted
sj ~» s;, with other nodes in the network acting as routers along the reverse path
(unless of course T; € ®;). In the illustration of Figure 6(b) an example of a reverse
route for s; ~ s; : 5; — 5, — s, — s, — s; is shown. Naturally, in discovering a
multi-hop directed reverse communication path, the notion of a circuit, first proposed
for WOSN routing in [27] results, and serves as the fundamental mechanism for

bidirectional communications in WOSNSs.

The Network: The random multi-hop network cooperatively formed by S, is
the WOSN, defined by parameters n,r and «. As previously noted, this network
architecture has recently been modeled as a random scaled sector graph (RSSG) [9)],
with the case of a = 27 converging to the GRG model. The RSSG network model is
formally defined in Chapter II. Figure 7 depicts a sample simulation scenario WOSN
node graph, with A = 1 km?2, n = 200 nodes, r = 0.2 m and « = 27/9 radians. The
circles in the Figure represent nodes while the associated triangular patches represent

their communication sectors.

Cluster-Based Hierarchy: As is common, a fraction of the WOSN nodes play
the functional role of cluster heads (CHs) [2]; network gateway nodes that employ
advanced hardware such as passive cornercube retroreflectors (CCRs) [7] to establish
a bidirectional communication link with the base station. We assume that all nodes

are equipped with these CCRs, which are simple optical devices that reflect incident
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Fig. 7. A sample WOSN deployed in a unit area square region of 1 m?, with n = 200 nodes,
r = 0.2m and a = 40°. The circles represent nodes while associated triangular

patches represent corresponding communication sectors.

light back to source, and is used by the nodes to modulate an interrogating beam from
the base station. The use of passive bidirectional communication between CHs and
the base station yields huge energy savings for the nodes compared to active laser, as
illustrated in Figure 5, and offers an attractive solution because most of the optical
energy for communication is supplied by the base station, with a negligible energy
burden used for the modulating circuitry of the CCR placed on CHs. In general,
CCRs are good for WOSNs due to their small size, ease of operation and negligible
power consumption.

After random deployment, nodes that, by virtue of their orientation, have a direct
line-of-sight communication path to the base station become CHs. This implies that
they exploit their CCRs and line-of-sight view to communication directly with the

base station [7, 10]. The set of CHs depend on individual node orientation (which is
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uniformly random), and the base station’s location, so that cluster heads are uniformly
distributed in the network. This leads naturally to a hierarchical structure in which
nodes route data to the upwards “closest” cluster head for onward forwarding to the
base station (uplink), or receive data or broadcasts from the base station (down-link)
via another downwards “closest” cluster head. In this case, “closest” is measured in
terms of number of hops. This hierarchical architecture is tied to currently existing
FSO and CCR technology, and has also been studied, under Berkeley’s Smart Dust
Program [2, 7, 10].

CHs can send or receive data directly to or from the base station on behalf of other
nodes in their associated clusters, respectively. We denote Poy as the probability that
a node is a cluster head, and mark node s; which is a CH with an asterisk to give s,

and denote the set of cluster head nodes by CH.

Medium Access Control: The medium access control data communication sub-
layer is that part of the data link layer that provides addressing and controls channel
access by dealing with issues such as channel reservation and sharing, packet collision
detection, and packet re-transmissions. In particular, for FSO used in WOSNSs, a
packet switch mounted on each node enables media access control layer addressing
of data packets. In addition, the packet switch performs address-based routing of
packets received by the access device so as to route packets through the optical net-
work and detects packet collisions from devices coupled to other nodes and schedules
packet retransmissions. The well known IEEE 802.11x — 802.16 medium access con-

trol protocol interfaces for fixed broadband wireless access systems may be adapted

to the WOSN scenario [28].
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1. Graph Theoretic Framework

We model the n-node WOSN topology simply as a directed random graph G, (S,,€E)
consisting of a vertex node set S,, and edge set £, where every edge is an ordered pair
of distinct nodes. A random graph is one in which the vertices are randomly placed
in the plane, while a directed graph is one in which each edge has a unique direction
(i.e., edges are not bi-directed). The matrix £ is represented as the n x n adjacency
matriz of G,,(S,,E) [29] with one row and one column for every node, such that the

matrix elements are assigned values:

.. 1if T, € &,
5(%])190‘9 = ( ! )

0 otherwise
to indicate that there is, or there is not, an edge from s; to s; respectively, and
E(i,i) =0 Vi disallows self loops. Directionality implies (7, j) # £(j, %) necessarily,
Vi, j. An in-depth study on random graphs is provided in [19, 29], and an example of
a WOSN node graph and its associated adjacency matrix is given in the Appendix.
We further assume a virtual bidirectional grid connects all cluster heads via the base
station, so that £(k, 1) = E(I, k) = 1,Vs;, sy € CH. In contrast to the GRG model [19],
the adjacency matrix for WOSNSs is sparser and non-symmetric.

The directional paradigm necessitates that two sets of neighbors be defined for
each WOSN node: successors and predecessors [29] illustrated in Figures 8 (a) and

(b), respectively.

Definition 1 Successors
In G, (S, E), si’s successors consists of the set S; of nodes that fall within ®; such

that s; can transmit data to them. Formally, we define the set S; as

Si = {sr},Vk: E(i,k) =1,
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SpLO ‘ 'Osf

(a) Node s;’s successors s;, s, Si. (b) Node s;’s predecessors s¢, sy, Sp.

Fig. 8. Distinct neighborhoods of a WOSN node.

The cardinality of S; is denoted as 6;", and is equivalent to s;’s in degree®.

Definition 2 Predecessors
In G, (S, E), s;’s predecessors consists of the set P; of nodes whose communication
sector s; falls into, implying that s; can receive data from such nodes. Formally, we
define the set P; as:

P =:{sn},Yh : E(h,i) =1,

The cardinality of P; is denoted as §; , and is equivalent to s;’s out degree.?

1 )

We define a multi-hop path from node s; to s, denoted s; ~» s, as a sequence
of nodes [s; - - sg] such that £(i,i + 1) = 1 for all i € [1---k — 1]. Note that the

labeling of nodes on a path used here for illustration, is not necessarily sequential. A

2The in degree is obtained as the sum along the i'™™ column of £.

3The in degree is obtained as the sum along the i'™™ column of £.
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7 éntry and
LS d exit CH

Fig. 9. The BS-circuit is the concatenation of node s;’s uplink and downlink paths. The
entry and exit cluster head may be the same or two distinct nodes. Uplink path for

s;1 8; — 85 — s, — BS. Downlink path for s;: BS — s, — s, — 5. — sq — s;.

circuit is a closed path or loop which starts and ends at the same vertex. We define a
base station-circuit (BS-circuit), illustrated in Figure 9 as a circuit which necessarily
includes the base station. The BS-circuit facilitates the definition of an uplink route
for each node s; consisting of the path s; ~» BS to enable data forwarding from s;
to the base station. Similarly, s;’s downlink route is the path BS ~- s; for receiving
data from the base station. As shown in Figure 9, node s;’s uplink paths UL(s;)
and downlink paths DL(s;) must necessarily include exit and entry cluster heads
respectively, which may be distinct or the same nodes. Furthermore an exit cluster
head in one BS-circuit may act as an entry cluster head for a different BS-circuit.
Every individual UL and every individual DL matches up to produce a distinct BS-

circuit.
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2. Threat Model

The threat model enumerates the various attacks that may be launched on the WOSN,
assuming that the network is deployed in a hostile environment, and the nodes are
not tamper resistant. The routing threat model impacts the integrity and availability
of network services, by considering the proportion of vulnerable or attacker-controlled
communication channels. It has been noted [12] that the notion of confidentiality is
mute if an attacker commands majority of the data transmission paths. Following
convention, we classify the network layer threats for the WOSN as follows:

(1) Outsider routing attacks: These refer to a scenario in which the opponent
has no special access to the WOSN. In the worst case scenario, the attacker deploys
its own network of alien nodes in a distributed manner in the region, to monitor the
authentic network. We do not consider the case in which alien nodes move to block
or jam physical communication channels of nodes, since this is a physical layer attack
different from a routing or network layer attack. In general, cryptographic primitives
including encryption/decryption for privacy as well as message authentication codes
(MAC) and one way key chains for authentication, work to mitigate outsider attacks.
In this dissertation, we assume that the threat from the outsider attacker encompasses
three of the well known threats: passive eavesdropping to decipher communication
patterns or route setup; injecting false routing packets to confuse the network; and
replay attacks that disrupt routing [11].

(2) Insider routing attacks: In these attacks a motivated attacker can compro-
mise (via physical or remote exploitation) a subset of authentic nodes, gaining access
to their keys and cryptographic materials, and then launching attacks by masquerad-
ing as authentic network participants. Traditionally, the routing threat from node

compromise is measured by its impact on confidentiality data integrity, and availabil-
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ity of network services by considering the proportion of attacker-influenced commu-
nication channels. That is, we must consider whether secret keys of un-compromised
nodes can be obtained and /or whether routing packets may be arbitrarily modified by
malicious insiders. Even though insider attacks are restricted to the limited capabili-
ties of the original nodes, their access to trusted infrastructure and network resources
makes them potentially debilitating. They are also more difficult to recognize and
stem, as cryptographic primitives do not mitigate against them.

With insider attacks, often, the best that can be done is to ensure a graceful
degradation of network performance with compromised nodes, while designing effi-
cient and robust intrusion detection and recovery mechanisms that identify malicious
nodes and isolate them from future participation in network protocols. A metric for
evaluating tolerance to insider node compromise is the proportion of network services
degraded with the fraction of nodes compromised. One of our goals in this disserta-
tion also entails constraining insider attackers to packet dropping as the only viable
attack. Routing threats from an insider attacker include all the above mentioned
outsider threats, in addition to spoofed or altered routing signals aimed at confusing

routing functions, and denial of service attacks that waste other node’s resources.

3. Assumptions

The BS is a resource-rich, powerful, location-aware and trusted entity that cannot
be compromised. In a disaster exploration situation, the BS may, for example, be
set up prior to first responder action. Nodes are homogeneous, with a fixed r and
a selected to satisfy connectivity constraints [23]. Node s; is pre-deployed with a
unique individual key K; and password PW; it shares only with the B.S, and with a
network-wide key Ky shared with every node, all of which are 64-bit random values.

Nodes are aware of a preset positive integer d representing the mazimum hop count,
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and each node s; € CH with probability pog.

Nodes are not tamper resistant and with probability p, may be subverted by
an attacker. Each node s; is uniquely identified by its name, and is aware of its
orientation ©; by employing an inexpensive compass. Nodes are unaware of their
relative positions as the resource constraints on nodes impedes the use of global
positioning systems (GPS) or other costly localization hardware. Lightweight security
primitives employing pre-deployed symmetric keys are assumed. We denote A|B as
the concatenation of message A with message B if both messages emanate from the
same node, and A||B otherwise, while Ex[M], Dg[M] and M ACK{M?} respectively
denote the encryption, decryption and message authentication code (MAC) of message
M with key K [30], all of which use a symmetric 64-bit key. Where appropriate, the
lightweight RC5 scheme and the HMAC-MD5 algorithm (with a 128-bit authenticator

value) are utilized [31], and the XOR function @ is employed to avoid byte expansion.

E. Dissertation Contributions
The research in this dissertation is focused on three important contributions.

1. Probabilistic connectivity analysis: We undertake the connectivity analysis
of WOSN systems in order to demonstrate their feasibility in random deploy-
ments. Employing probabilistic arguments, we specifically address the param-
eter assignment problem for WOSNs, stated as follows: How should physical
layer parameters of the WOSN including node density, communication radius
and transmitter beam divergence, be selected such that, with a given (high)
probability, the WOSN is connected? The tool sets we use in our analysis in-
clude random graph theory, probability theory and statistical spatial theory.

Our analysis provides a closed form expression relating the network parameters
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to a tight upper bound on the probability that the WOSN is connected, and
therefore is of practical importance in enabling design engineers to trade off

parameter value choices for network level design of ad hoc WOSNSs.

. Secure Routing and Localization: We address secure neighborhood discov-
ery, route set up and localization of individual nodes within the WOSN. We
introduce SIRLoS, a novel lightweight secure integrated routing and localization
scheme for WOSNs. SIRLoS exploits a novel paradigm based on hierarchical
cluster-based directional circuit-based routing to offer enhanced security based
on simple symmetric cryptographic primitives that leverage the powerful base
station and an energy-saving location estimation algorithm in one step. SIRLoS
guarantees that routing and location information are protected against eaves-
dropping and unauthorized manipulation, while providing broadcast authen-
tication, data confidentiality, integrity and freshness. We demonstrate novel
insights to security benefits of link directionality within the SIRLoS framework,
and provide performance evaluations that demonstrate the potential of SIRLoS

to outperform comparable algorithms.

. Security and Attack Analysis and Synthesis: We provide detailed security
and attack analysis and synthesis. The strengths and possible security vulnera-
bilities of SIRLoS are discussed, as well as its performance under various known
WSN routing attacks. In particular, we discuss the BS-circuit collusion attack
and wormhole attacks, and present countermeasures to thwart these attacks,
employing directionality and the connectivity of the graph. Through our anal-

ysis, we show that r is a high sensitivity parameter for network connectivity as
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well as security, and further demonstrate the fundamental tradeoff that exists

between connectivity and security for directional sensor networks.

1. Organization of the Dissertation

The remainder of the dissertation is organized as follows: In Chapter II, we present
an overview of related literature in the areas of connectivity, routing, localization
and security in WSNs. Contribution 1 is addressed in Chapter III, which includes
the discussion of WOSN connectivity in the presence of fading channels. Chapter IV
is dedicated to addressing contributions 2 and 3. Finally we present concluding
remarks and directions for future work in Chapter V. A summary of the notations
used in this paper is presented in Appendix A. In Appendix B we present details
on computing distances in the WOSN employing the toroidal distance metric, and

present Kosaraju’s algorithm in Appendix C.
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CHAPTER II

LITERATURE REVIEW

A. Background Survey on Connectivity in Wireless Sensor Networks

Generally, a connected network - defined as one in which a path connects every pair
of sensor nodes [19] - is desirable for the optimal functioning of the network. Network
protocols such as routing, broadcasting, clustering and medium access control, rely
heavily on the guaranteed connectivity property of the network’s physical layer. How-
ever, in designing connected WSNs, characteristics of the communication technology,
channel medium as well as considerations for energy constraints on the nodes must
also be taken into account. As the energy consumed by a node is exponentially pro-
portional to its transmitting range r, a smaller value of r not only results in reduced
energy usage, but also in reduced signal interference within the channel, and thus
increased network capacity. Therefore, in order to minimize power consumption and
maximize throughput, there is a great need to explore the minimum possible density
of nodes needed to achieve a connected wireless network [32]. A closely related prob-
lem involves determining the critical transmission range r, i.e., the minimum value
of r that guarantees connectivity.

In traditional RF WSNs in which connectivity follows a range-dependent model,
the problem of guaranteeing connectivity while minimizing some measure of energy
consumption has been termed the range-assignment problem [32]. The solution to
this problem is crucial in defining guidelines in the design of WSN [33] including
answering questions such as: how many sensor nodes should be dispersed, or which
transceiver (classified by the value of r they attain) should be used with individual

nodes in order to minimize cost? Formally, we define the range-assignment problem
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as follows: given a set of n randomly deployed nodes, all having the same r, what is
the minimum value of r that ensures the resulting GRG network is connected?

We first identify variations of the network connectivity analysis problem for
WSNs, which we shall not address or review in this dissertation. Some definitions
of the range assignment problem encompass a more general version in which each
individual node s; is assigned a unique transmission range 7; € (0, 7'y0.] Where 70z
denotes the maximum transmitting range possible. The solution to this version of
the problem leads to an optimal topology control protocol for the network, which has
been shown to be NP-hard (i.e., nondeterministic polynomial time hard) in deploy-
ment region dimensions higher than one [34]. For our analysis in this dissertation, we
have assume all nodes transmit using the same range r = 5.

A number of papers have addressed the problem of assuring connectivity when
node positions are assumed to be known with certainty. In [35], for example, nodes
are carefully arranged in a grid pattern, and then fail with a specified probability, so
that the randomness arises due to node failure rather than initial node placement.
Others, for example [36, 37] have been primarily concerned with the coverage problem
in WSNs, including (1) ensuring that sensor nodes cover every point on a region of
interest, so that any event within the region may be sensed by at least one node; (2)
defining the fraction of area covered by the sensor network; and/or (3) determining
the fraction of nodes that may be removed without reducing the area coverage of the
network. Even though it has been shown that connectivity is not directly related to
coverage [35, 38|, some papers [37, 39] have conjectured a connection between the
two.

Researchers have also investigated the connectivity property of dynamic ad hoc
networks with mobile nodes or agents. In [40], for example, the authors consider

the problem of controlling a network of nodes by placing differentiable constraints on
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Fig. 10. An GRG network model for a traditional RF omnidirectional sensor network. All
links in the network are bidirectional. A node s,, is isolated if it is not within the

communication range r of any other node in the network.

individual node motion, so that the connectivity property of the network is always
preserved, while in [33] the effect of various node mobility models on the connectivity
of the network is investigated. Even though the papers highlighted in the above
paragraphs are, in some cases, related to our defined range assignment problem, the
assumptions of a priori known deployment locations, node mobility, and the coverage
problem are strictly inapplicable to the work of this dissertation, and therefore will
not be the focus of our literature review.

Instead, we discuss some recent work in the range assignment problem for ad
hoc packet radio WSNs where there has been recent effort to provide a random graph
theoretic framework to study ad hoc networks of sensors. For the omnidirectional
RF WSN, a suitable model is the geometric random graph (GRG), also known as the

random scaled disc graph [19, 20, 32, 36, 41-43], formally defined as follows:

Definition 3 [/4] To construct a random geometric graph, pick points from the

plane by a Poisson process with density n nodes in the region. Then join each pair of
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points by a line if they are at distance less than or equal to r.

Definition 3 induces a topology in which given r, two nodes can communicate if
the distance between them is less than r. Obviously, the GRG with the r-radius model
for all nodes, relates to a simple omnidirectional network (without consideration to
channel fading) in which all links are necessarily bidirectional, so that if link s, — s,
exists, then s, — s, must also exist. We denote this bidirectional link as s, & s,.
For RF WSNs, r is a function of transmission energy, size of antenna and network
density. An isolated node in a GRG is then defined as one that falls outside the
communication range of every other node. The GRG network model illustrating a
connected subgraph and an isolated node s,, is depicted in Figure 10.

One approach to the range assignment problem in GRG networks applies asymp-
totic reasoning by providing connectivity assurances as the region size or n grows to
infinity, and applies to dense networks. In one of the pioneering papers on the critical
power a node needs to transmit in order to ensure that the network is connected,
Gupta and Kumar [20] employ results from continuum percolation theory [45] and
random graphs [46], to derive the sufficient condition on r as a function of n for the

asymptotic connectivity of the GRG network. Their results show that for n nodes

uniformly deployed in a planar unit area disk, if 7 > \/[log(n) + ¢(n)]/mn, then the
network is asymptotically almost surely (a.a.s.) connected (as n — oo with prob-
ability one), only if lim, . ¢(n) = 400, where ¢(n) is a constant for the n-node
network. In [33], the authors present connectivity results for real world sparse net-
works by introducing a geometric parameter that bounds the deployment area to a
finite region.

Others have analyzed asymptotic connectivity of the GRG with respect to the

minimum number of neighbors required by each node in a k-neighbor model. In [47],
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Kleinrock and Silvester optimize an objective throughput function based on the aver-
age number of neighbors, and suggest that a fixed magic number of neighbors equal
to sixz is sufficient to guarantee network connectivity, regardless of the value of n.
Takagi and Kleinrock [48] later revised this magic number to eight. In [43], Xue and
Kumar show that there is no magic number, but rather that the number of neighbors
required for asymptotic connectivity grows as ©(logn). In particular they show that
this number must be larger than 0.074logn and less than 5.17741logn. In [41], the
authors provide an improved lower bound for the number of neighbors required as
0.129 log n.

In [19], Penrose studied the more general problem of k-connectivity of GRG
networks deployed in d-dimensional cubes with d > 2, and proved that the graph
becomes k-connected almost surely at the instant r attains the critical value at which
each node has a minimum number of k neighbors. Simply stated, this important
result implies that as n — o0, the probability that the minimum » that achieves
k-connectivity of the network equals the minimum r that yields a minimum of £
neighbors for all nodes tends to one. Therefore, for the problem of connectivity, it
suffices to adjust r until each node has at least one neighbor, i.e., no isolated node
exists in the network. The results in [19] hold for any L,-norm distance metric, where
1<p<oo.

Employing a probabilistic approach and nearest k-neighbor methods, Bettstet-

ter [42] show that for a p-density network, with probability at least p, no isolated node

occurs if r > y/—1In(1 — p/m)/pr. He then leverages the results of [19] discussed in
the preceding paragraph to empirically demonstrate that for nodes densely deployed
in a bounded region (with n — 00), and for probability values close to one, the prob-
ability that no isolated node occurs in the network yields a tight upper bound, (and

therefore a good approximation using the same parameter values) for the probability
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that the network is connected, if boundary conditions are compensated for. In sev-
eral of the cases cited above, a related analysis of range assignment in the presence of
fading links have also been considered. However, as with all the prior work cited here
so far, Bettstetter only focused on omnidirectional RF WSNs as modeled by GRGs.

For WOSNS, there has been relatively little research aimed at the corresponding
parameter assignment problem, stated as follows: given a set of n randomly deployed
WOSN nodes, all having the same r and o, what is the minimum value of r that
ensures the resulting network is connected? The equivalent problem of finding the
minimum n or « that ensures that the underlying network is connected has also not
been previously addressed. The parameter assignment problem for WOSNs neces-
sitates that we present a random graph model of the network (applicable also to
directional RF), termed the random scaled sector graph (RSSG), and first defined

in [9] as follows:

Definition 4 [9] For any natural n, fized angle o and range r, let S,, = {S;}1<i<n
be a sequence of independently and uniformly distributed (i.u.d.) random coordinate
of points in [0,1)%, and let © = (0;)1<i<n be a sequence of i.u.d. angles in (0,27]
associated with S,. Let € represent the n x n adjacency matrix such that the matrix
elements are assigned values: E(i,7)1<ij<n = 1 if and only if s; — s; exists. The

graph G(S,,, ) is termed the random scaled sector graph.

The RSSG is a generalization of GRGs for a network of sensors using wireless op-
tical communication, and with « set to 27, the RSSG converges to the GRG model. To
address connectivity within the RSSG model, Diaz et al. [9], employ similar asymp-
totic connectivity arguments to show that for exactly the same constraint on r as
obtained in [20], as n — oo the directed graph induced by the WOSN is connected as

the number of cells in the grid dissecting the deployment region goes to infinity. They



Table III. Comparing related work on range assignment for WSNs.

| Reference || Comm. | Analysis | Deployment | Other

39 RF WSN (O) Random Geometric Coverage
50 RF WSN (O) Probabilistic | Deterministic | Coverage
32 RF WSN (O) Random Deterministic | Coverage
35 RF WSN (O) Probabilistic | Grid Coverage
42 RF WSN (O) Probabilistic | Random k-connectivity
20 RF WSN (O) Asymptotic | Random None
51 RF WSN (D) Probabilistic | Random Coverage
52 RF WSN (D) Probabilistic | Random Scheduling.
49 RF WSN (O/D) | Probabilistic | Stochastic None
9] WOSN Asymptotic | Random None

Our Work || WOSN Probabilistic | Random Clustering
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show that, if the ratio of r to the length of the side of the cells is kept constant, then
with probability approaching one, and as the number of cells grows there is a directed
path connecting any two nodes in the WOSN. Furthermore, they demonstrate that
with high probability, any edge in the undirected associated GRG to any WOSN may
be emulated by a path of length at most four in the directed RSSG. The authors
of [9] also provide sharp bounds on the expected maximum and minimum in and out
degree of nodes in a WOSN. However, the results for connectivity of WOSNs in [9]
are asymptotic results, which though of great theoretical interest, lack real-world ap-
plicability in sensor network scenarios involving finite area deployment regions and
number of nodes.

The work of this dissertation follows the probabilistic analysis flavor of [42] and
applies the relevance of the node isolation property to network connectivity discussed
in [19] with respect to WOSNs. The differentiating features of our research in this
regard include consideration for generalized directional sensor network models, which
encompass the omnidirectional case considered in [42]. We also consider the effects of
hierarchy and clustering on the connectivity of heterogeneous WOSNs that include a

sparse network of cluster heads placed randomly within the network. Our analytically
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and empirical derivations are presented in Chapter III. Table III presents a limited
summary comparing some previous work that has addressed the range assignment
problem (and related versions of the problem) for WSNs in general. In the table, comm
refers to the mode of communication: omnidirectional (RF) based on GRG model or
directional; analysis refers to the methodology of connectivity analysis: asymptotic
or probabilistic; deployment refers to the deployment method: deterministic with
prior knowledge of location, (e.g., grid), random uniform distribution or stochastic
based on any distribution; and other refers to other objectives of the methodology

employed, such as coverage, energy efficiency, routing or scheduling.

B. Background Survey on Routing and Localization

A rich body of literature has considered various routing and localization techniques
specifically designed for WSNs, where energy awareness and consideration for traffic
patterns are essential design issues [18, 53-55]. Routing is defined as the process
of determining and using, in accordance with a set of rules, the route for the trans-
mission of a message from a source to a destination, while localization is the process
of determining and updating the position of nodes. Because of differences in func-
tionality, network configuration, traffic patterns and hardware constraints between
stationary WSNs and mobile ad hoc networks, many of the routing and localization
protocols designed for mobile ad hoc networks are not directly applicable to WSNs
and will not be reviewed in this dissertation. Distinguishing features which make

routing and localization in WSNs challenging include:

e Constraints in energy supply of sensor nodes necessitating innovative routing
designs that consider strict energy-awareness at all layers of the networking pro-

tocol stack in order to extend the WSN’s lifetime, while localization schemes



36

based on costly, energy-draining geographic positioning systems (GPS) are in-

feasible.

Traffic patterns of WSNs in which the flow of data is mainly from multiple
sources to a particular destination or vice versa - i.e., nodes-to-base station and
base station-to-nodes, in contrast to the flat node-to-node or multicast traffic
patterns of ad hoc networks. This encourages a more energy efficient hierarchical

or clustering routing structure.

Data generation pattern of sensor nodes, typically data-centric, resulting from
response to a base station query or an event rather than periodic in which subsets
of nodes periodically send their sensor readings to the base station. In data
centric WSNs, attribute-value data is requested or reported based on certain
local attributes. For example, the base station may send a [temperature > 80°F]
query to the network, and only nodes that sense temperatures greater than
80°F need report their readings. WSNs are also application specific and have a
strong requirement for location awareness in order to report data collected at

their location.

Highly correlated data in the WSN which is typically based on a common phe-
nomena. That is, there is a high probability that data collected by several
nodes within the same region will be correlated. Such redundancy needs to be
exploited by routing protocols to improve energy and bandwidth utilization via
techniques such as data aggregation (e.g., duplicate suppression) and in-network

Processing.

The possibility of node failure which may cause frequent and unpredictable

topological changes in the network, necessitating fault tolerant designs and ef-
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ficient route maintenance.

Due to these differences, a number of efficient and practical routing and localizations
schemes that have taken into account the inherent features of WSNs, along with the
application and architecture requirements have been proposed. We will not review
routing and localization schemes that have been proposed for mobile ad hoc or cellular
networks, even if, in some cases, they may indirectly apply to WSNs.

In general, many routing protocols for WSNs attempt to minimize energy usage
for the routing protocols while maximizing network life time. Others incorporate
various other optimization considerations including data aggregations, data dissem-
ination latency, scalability and low complexity or storage requirements. One naive
approach to routing in WSNs is flooding or gossiping, in which a node simply broad-
casts or randomly forwards its data to its local neighborhood or one neighbor, who
then recursively broadcasts or forwards this data to their own neighborhoods until
the data inadvertently reaches the base station. While nodes have no need to perform
neighborhood discovery or to maintain state (i.e., store routing tables), flooding and
gossip based routing protocols for WSNs is hugely wasteful of energy and bandwidth,
and easily result in packet implosion within the network [18].

To improve on the deficiencies of classic flooding and gossiping, Heinzelman et
al. [53] propose a family of adaptive negotiation based routing protocols called SPIN,
that employs meta-data negotiation and resource (energy) adaptation. SPIN is a
simple 3-stage protocol in which nodes send three types of messages: ADV to advertise
new data, REQ to request data and DATA which is the actual message. A node with
new data to share broadcasts an ADV containing meta-data. Nodes interested in its
data, typically the base station, then responds with a REQ message and then the

actual DATA is sent by the node to the interested party. Even though nodes are
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also not required to maintain any per-neighbor state, the advertisement mechanism
of SPIN requires flooding, and it does not guarantee delivery of the data.

In TinyOS flooding [10], the base station sets up routing tables by periodically
broadcasting a routing packet to all the nodes in the network. All nodes that receive
the broadcast packet from the base station mark the base station as its parent and
re-broadcasts the routing packet to all its neighbors. This algorithm continues recur-
sively until all the nodes in the network have received a routing packet, and hence
know their parent node in the reversed next hop path toward the base station. Asim-
ilar protocol, the minimum cost forwarding algorithm (MCFA) [54] exploits the fact
that the direction of node-to-base station communication is always known (towards
the base station) to set up a cost field in the network.

In [55, 56|, Intanagonwiwat et al. propose directed diffusion, the first data cen-
tric and application aware routing paradigm that achieves in-network consolidation
of redundant data for WSNs. In directed diffusion the sink floods interests for an
attribute-value query through the network. A query is an interest defined by an
attribute such as name of objects, interval, or geographical area, coupled with the
required value, such as “larger than a given threshold”. As the interest propagates,
they are cached at nodes, who compare any received data with requested values in
the query. Gradients are set up to forward any data satisfying the interests back to
the base station, using reverse paths. Gradients are reply links to neighbors charac-
terized by the link data rate, duration and expiration time derived from the received
query’s fields. Therefore by utilizing queries and gradients, multiple paths of varying
qualities are established between sink and sources, and one of the paths is selected
using reinforcement.

Several other data centric routing schemes that are variants of directed diffusion,

such as [57, 58] propose the use of multiple paths to send data concurrently, or
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the use of sub-optimal paths with a given probability, to increase network lifetime.
Another approach based on directed diffusion, named rumor routing [18] employed
flooding to inject queries to the network using long lived agents. However, in contrast
to directed diffusion in which data may be routed via multiple routes, rumor routing
maintains only one route between source and destination. Another variant of directed
diffusion is gradient base routing (GBR) proposed by Shurgers et al. [59], in which
nodes measure their “height” as the minimum number of hops required to reach the
base station. Packets are then forwarded along the path with the largest gradient,
calculated as the difference between a node’s height and that of its neighbors. Directed
diffusion and its variants do not require node addressing, and there is no need to
maintain global network topology. Also data aggregation and interest caching produce
huge energy savings and improved latency. However, since they are query driven,
they prove unsuitable for applications that require continuous data delivery, such as
environmental monitoring.

Another class of routing algorithms for WSNs exploits hierarchy or clustering
to achieve data aggregation, energy efficiency and/or scalability. Hienzelnam, et
al. [53] introduce LEACH, the first hierarchical routing algorithm for WSNs. In the
setup phase of LEACH, a predetermined fraction of nodes randomly and dynamically
elect themselves as cluster heads, who aggregate data from their local clusters before
forwarding it directly via one hop to the base station. Each cluster head advertises
itself to the rest of the nodes, who then decide to which cluster they should belong
based on the signal strength of all their received cluster head advertisements. During
the steady state phase of LEACH, nodes sense and transmit data directly to cluster
heads. After a certain predetermined period, the network returns to the setup phase

again and so that a different set of cluster heads are selected, and so on.
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In [60], PEGASIS, a chain-based enhancement over LEACH was proposed, with
the idea of only neighbor-to-neighbor communicate for optimal energy and bandwidth
utilization. The chain in PEGASIS, formed in a greedy fashion, consists of nodes that
are closest to each other forming a path to the base station, while data is aggregated
along the path. PEGASIS has been shown to increase network lifetime by about
200% over LEACH by eliminating the overhead of dynamic cluster formation and
decreasing the number of required transmission and the average transmission range.
A tree-like multi-layer hierarchical extension to PEGASIS which reduces the delay
incurred for packets from nodes distant from the base station was introduced in [61].
Unlike event driven routing such as directed diffusion, hierarchical schemes are most
appropriate for continuous data collection in WSNs.

Several other hierarchica