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Abstract—We study the problem of maximizing the number of
served devices in a non-orthogonal multiple access (NOMA) based
Narrowband Internet of Things (NB-IoT) network for supporting
massive connectivity in the downlink. We analyze this problem
under practical system limitations of imperfect successive inter-
ference cancellation (SIC) at the receiver along with data rate,
power and bandwidth constraints. We propose a strategy for joint
device and power allocation through an iterative solution for a
system of linear equations on each sub-carrier that maximizes the
number of connected devices. We evaluate the performance of the
proposed solution over a wide range of service scenarios through
extensive computer simulations and demonstrate the sensitivity
of connectivity in power domain NOMA based NB-IoT systems
to the residual interference resulting from imperfect SIC.

Keywords—NB-IoT, NOMA, Connectivity Maximization, Imper-
fect SIC, mMTC, MTCD, 5G

I. INTRODUCTION

The predominant demand from 5G and beyond (B5G)
wireless communication networks is to accommodate a mas-
sive number of devices with diverse quality of service (QoS)
requirements. The Cisco Visual index [1] reports that half of
the global connected devices, about 14.7 billion entities, by
2023 will be machine-to machine (M2M) connections. M2M
devices are communicating entities that do not necessarily
need human interaction. This sharp increase in the number
of machine type communication devices (MTCDs) is due to
the advent of new deployment scenarios such as smart cities,
automated factory floors, traffic monitoring, weather forecast
and warning networks, agricultural automation, to name a
few. To this end, the massive machine type communication
(mMTC) use-case was introduced within 5G, where devices
are characterized by high deployment density, moderate data
rate, modest reaction time requirement and low transmit power.

The mMTC use-case is continuously evolving, with new
technologies being regularly proposed, and with existing ones
moving into new application domains [2], [3]. Out of the
numerous enabling technologies, NB-IoT has emerged as a
very promising candidate for increasing the density of con-
nected device. NB-IoT has a high expected device density
of about 52500 devices sending small payload in an area of
0.86 km2 using 200 kHz of bandwidth with OFDMA, possibly
deployed within pre-existing LTE deployments [4]. There is a
rich background of research exploring NB-IoT deployments
both in 4G as well as 5G networks [5].

However, it is becoming increasingly difficult to deploy
dedicated bandwidth exclusively for NB-IoT use-cases due

to massive growth of radio communication systems, so there
is a need to develop solutions that can efficiently perform
radio resource allocation to fulfill the service requirements
[6]. With the advancements in device processing capabilities
and semiconductor manufacturing efficiency, NOMA has now
become a lucrative paradigm for accommodating a large
number of devices in limited bandwidth resources through
non-orthogonal resource allocation [7]. NOMA improves the
spectral efficiency of a communication system through super-
position coding at the transmitter and successive interference
cancellation (SIC) at the receiver [8].

The authors in [9] show that power domain NOMA can be
effectively employed for increasing user density in networks.
However, this work assumes no restriction on the number
of superimposed devices on each sub-carrier. But in practice
superimposing a large number of devices in a NOMA system is
impractical due to error propagation issues in SIC, signaling
overhead and increased decoding complexity at the receiver.
A crucial aspect of NOMA for achieving superior spectral
efficiency is proper user signal superposition and power al-
location which is examined in [10]. The authors in [11]
address the optimal user grouping problem in the downlink
to maximize the sum rate where it is shown that due to the
combinatorial nature, the computational complexity to find the
optimal solution is very high.

The use of NOMA to support mMTC communication and
LPWA networks is a relatively new approach and it has gained
a lot of attention in recent times [12]. The work in [13] presents
a thorough comparison between popular LPWA network tech-
nologies for IoT and show that NB-IoT is especially lucrative
due to its power efficiency and deep coverage capabilities.
The key goal of mMTC use-case is ensuring massive con-
nectivity. As such, considering the number of served devices
as a performance evaluation metric of an mMTC deployment
is better than other metrics like the network sum-rate, user
fairness or device outage probability. However, the literature
that addresses the problem of connectivity maximization for
the evaluation of NB-IoT deployments, is very limited.

The works in [14], [15] consider a joint sub-carrier and
power allocation problem to maximize the uplink connection
density in NB-IoT NOMA networks while taking the QoS
requirements and the transmit power constraints of IoT devices
into account. The results of these works show that using
NOMA in the uplink of NB-IoT networks provides significant
gain in connectivity over the current state-of-the-art solutions
in terms of connection density.



In practice, some residual interference invariably remains
in the process of SIC. Furthermore, it is well known that
even a small amount of this residual interference can severely
affect a NOMA system’s performance [16]–[19]. The impact
of residual interference in the context on LPWA networks is
studied through test-bed experiments in [20].

There is very limited literature that investigates the impact
of imperfect SIC in the mMTC use-case. The work in [21] de-
velops an analytical framework based on stochastic geometry
to investigate the system performance in terms of average suc-
cess probability and average number of simultaneously served
MTCDs, under imperfect successive interference cancellation
in the uplink. However, the work is limited to the analysis
of the uplink mMTC in a large-scale cellular network system
overlaid with data aggregators.

In our previous work [22], we proposed a connection
density optimal sub-carrier and power allocation strategy,
called stratified device allocation (SDA), assuming perfect CSI
knowledge for all the devices at the BS. Additionally, we de-
veloped a stochastic framework for connectivity maximization
when only the path-loss of the devices is known at the BS and
propose solutions through convex optimization. However, there
we assumed that perfect SIC can be performed at the receiver.
Developing on top of the previous findings, this work examines
the connectivity potential of NOMA under the existence of
residual interference due to imperfect SIC. To the best of our
knowledge, no downlink connectivity maximization problem
has been studied in this setting. The main contributions of the
paper can be summarized as follows:

1) We propose a joint device power allocation and
sub-carrier assignment scheme that maximizes the
number of devices achieving their QoS requirement,
taking into account the impact of imperfect SIC.

2) We analyze the impact of residual interference due to
imperfect SIC on NB-IoT NOMA under a wide range
of service scenarios including various cell radius and
QoS requirement.

3) We evaluate the sensitivity of connectivity in the
above power domain NOMA against 3GPP OMA
and offer implementation recommendation and key
guideline for employing NOMA in the NB-IoT.

The rest of this paper is organized as follows. Section II
describes the system model and NOMA framework used in this
work. In Section III, we define the connectivity maximization
problem under imperfect SIC. Subsequently in Section IV, we
propose a solution to this problem through an iterative algo-
rithm based on solving a system of linear equations for optimal
device power assignment. We evaluate the performance of the
proposed solution through computer simulations in Section V.
Finally, Section VI concludes the paper.

II. SYSTEM MODEL

We consider a set of D contending devices denoted by

D , {1, . . . , D} that are dropped randomly and uniformly
in an area served by one base station (BS). Our aim is to
maximize the number of devices achieving their QoS require-
ments in the downlink within a given power budget. We assume
that the system’s SIC limitation, i.e., the maximum number of
superimposed devices on each sub-carrier is M . The system’s

power budget for one physical resource block (PRB) is limited
to Pmax. Each PRB is divided into S sub-carriers, the set
of which is denoted by S , {1, . . . , S}. The system has a
bandwidth of Bs Hz with each sub-carrier of equal bandwidth
B Hz. Each device can be allocated only one sub-carrier in
the downlink [4]. We consider that thermal noise is additive,
white and Gaussian distributed, denoted as N , N0 ·B ·10

F

10 ,
where N0 is noise spectral density measured in W/Hz, B is the
bandwidth and F is the noise figure expressed in dB. We will
assume that all devices face the same additive white Gaussian
noise N .

A. NOMA Framework

In this work, we consider signal multiplexing in the
power domain for connectivity maximization. Let there be
devices {1, . . . , i, . . . , k} where k ≤ M with messages
x1, . . . , xi, . . . , xk respectively on a given sub-carrier. Then,
the downlink received signal at device 1 can be expressed as:

y1 = h1 {
√
p1x1 + . . .+

√
pixi + . . .+

√
pkxk}+N,

where pi is the transmit power for device i and hi represents its
composite channel gain. This channel gain takes into account
both path-loss and small-scale Rayleigh fading for device i.
The channel is taken to be flat-fading since the system has
narrow bandwidth. We assume, without loss of generality, that
the devices are sorted in decreasing order of their channel
gains. That is,

g1 ≥ · · · ≥ gD, (1)

where gi , |hi|2 is the amplitude of the channel gain for
device i. We denote the set of devices allocated to sub-carrier
n by Dn and define vector dn , (dn(1), . . . , dn(Dn)) to

represent these devices, where Dn , |Dn| ≤ M , for all
n ∈ S , due to the SIC constraint. In downlink NOMA, the
optimal decoding order on sub-carrier n for SIC is to follow the
increasing order of the channel gains gi, since a strong device
can decode both its own signal and the signal for the interferer
while a weaker device treats the other devices’ signals as noise
and can decode only its own signal [23]. Therefore, we assume
that the dn(i)’s are sorted as follows: gdn(1) ≥ · · · ≥ gdn(Dn).
Consequently, dn(i) would be the (Dn − i + 1)-th decoded
device on sub-carrier n. The SINR for device dn(i) in this
system is given as:

γdn(i) =
gdn(i)pdn(i)

Idn(i) + Ĩdn(i) +N
, (2)

where Idn(i) is the interference to device dn(i) caused by the
stronger devices on the same sub-carrier:

Idn(i) , gdn(i)

i−1
∑

j=1

pdn(j).

The device dn(i) cannot cancel this interference and treats
it as noise while trying to decode its own signal. The term

Ĩdn(i) represents the residual interference caused at dn(i) due
to imperfect SIC for the weaker devices and can be represented
as:

Ĩdn(i) , gdn(i)ξ

Dn
∑

j=i+1

pdn(j),



where 0 ≤ ξ ≤ 1 denotes the fraction of residual power from
the weak devices. Ideally, this term should be zero. However,
due to the imperfect SIC operation in a practical system, this
additional interference is inevitably present and can originate
due to multiple factors such as asynchronization during signal
reconstruction and subtraction [20], or phase and amplitude
mismatch at the receiver hardware [18]. Throughout this work,
we assume that ξ is a fixed value that is identical for all the
devices. It is possible to obtain a reasonable estimate of ξ at
the BS, for example through long term error vector magnitude
measurements [24].

B. Problem Constraints

There are the following constraints to be considered in our
system. First, we have the power budget:

0 ≤
S
∑

n=1

Dn
∑

i=1

pdn(i) ≤ Pmax. (3)

Here, Pmax is the maximum total transmit power. Additionally,
each device must achieve a minimum critical data rate R
to satisfy its QoS requirements. The achievable data rate for
device dn(i) is given as:

rdn(i) = B log2
(

1 + γdn(i)

)

. (4)

Alternatively, this service rate requirement can be written in
the terms of the device’s SINR using (2) as follows:

γdn(i) ≥ ζ, ∀n ∈ S, ∀i ∈ dn, (5)

where ζ = 2R/B − 1.

III. PROBLEM FORMULATION

We assume that the channel state information gi, for any
device i ∈ D, is known perfectly at the BS. Let us define

vector pn , (pdn(1), . . . , pdn(Dn)) to denote the powers of all

devices on sub-carrier n, and vector p , (pn)n∈S to represent
the list of the power vectors pn. We define Zn(pn,dn) as the
number of connected devices on sub-carrier n:

Zn(pn,dn) ,

Dn
∑

i=1

1
(

γdn(i) ≥ ζ
)

. (6)

Here, 1
(

γdn(i) ≥ ζ
)

is the indicator function that takes value
1 if the rate for device dn(i) is at least equal to the required
service rate R, and 0 otherwise. Therefore, Zn(pn,dn) has
the QoS constraint (5) implicitly enforced in its definition.
Using (3), (5) and (6), the downlink connectivity maximization
problem given perfect CSI can be stated as follows:

maximize
∀n∈S,p

n
,dn

S
∑

n=1

Zn(pn,dn) (P)

subject to C1 : 0 ≤
S
∑

n=1

Dn
∑

i=1

pdn(i) ≤ Pmax,

C2 :
∑

n∈S

|{k} ∩ Dn| ≤ 1, ∀k ∈ D,

C3 : Dn ≤M, ∀n ∈ S.
The objective function in P aims to maximize the number
of connected devices over all sub-carriers in S that satisfy

their QoS requirement. Constraint C1 is system power budget.
Constraint C2 implies that each device can be allocated one
sub-carrier according to 3GPP NB-IoT [4]. Constraint C3
states the SIC limit of the system of supporting at most
M devices superposed per sub-carrier. Additionally, the total
bandwidth taken up by all the connected devices must be less
than M · Bs and this condition is inherently enforced by C3
considering the sub-carrier bandwidth B.

IV. PROPOSED ALGORITHM

The connectivity maximization problem (P) can be decom-
posed into two parts. The first part requires us to decide the
allocation of devices, i.e., the SIC ordering on each sub-carrier.
For this, we consider Algorithm 1, which was introduced in our
previous paper [22]. On a given sub-carrier, it assigns devices
in the decreasing order of the channel gain following (1). It has
been proven that this device configuration is optimal in terms
of connectivity, assuming SIC is perfect, i.e., when ξ = 0.

Algorithm 1 Device Allocation

Input: B, M , N , a set of devices D′ and gd, ∀d ∈ D′

1: Initialization: ∀n ∈ S, dn ← ∅, i← 1
2: for layer = 1 to M do
3: for n = 1 to S do
4: if i ≤ |D′| then
5: dn(layer)← i
6: i← i+ 1
7: else
8: return ∀n ∈ S, dn

9: end if
10: end for
11: end for

The second part of the connectivity maximization problem
consists in optimizing the transmit power of the devices allo-
cated in the first part. We propose an iterative power allocation
algorithm that solves a system of linear equations on each of
the sub-carriers so as to allocate the minimum power required
by each device to achieve its data rate. This ensures that we can
fit the maximum possible devices in the given power budget.

To begin with, we assume an initial configuration with M
devices on as many sub-carriers as possible (see line 4 in
Algorithm 1). With this configuration of devices, the power
consumption of each device on a given sub-carrier can be
evaluated using (2) by setting the value of γdn(i) equal to ζ.
This condition ensures that only the minimum power required
to satisfy the QoS constraint is allocated to each device. Thus
the power allocation pn for devices on sub-carrier n is can be
elaborated as follows:

pn = A−1Cn, (7)

where the vector Cn is given as:

Cn =

(

ζN

g1
,
ζN

g2
, · · · , ζN

gdn

)

, (8)

and A is a matrix of constant factors given as:

Ai,j =







−ξζ, i < j,

1, i = j,

−ζ, i > j.



This power allocation paradigm is elaborated in Algo-
rithm 2. We calculate the total power required by all the
devices similarly by solving the system of equations shown
in (7) on all the sub-carriers as shown on line 4 in Algorithm 2.
On line 5, we check if constraint C1 of P is satisfied.
Here, through the 1-norm ‖p‖1, we represent the total power
allocated to all the devices in the set D′. If this power exceeds
the power budget Pmax, we change the device configuration on
the last sub-carrier such that the weakest device is excluded
from allocation, as shown on lines 9-10. This procedure is
repeated in the while loop (lines 3-10) until a set D′ is
found for which the total allocated power is less than the
system’s power budget Pmax. At termination, on line 7, the
algorithm outputs the number of connected devices Z∗, the
corresponding device allocation dn, n ∈ S , and the power
allocation p.

Algorithm 2 Iterative Joint Device and Power Allocation

Input: B, M, N, Pmax and gd, ∀d ∈ D
1: Initialization: Z∗ ← 0, Ẑ ← 0
2: ∀n ∈ S, dn ← the optimal allocation of devices D using

Algorithm 1, and initialize D′ accordingly as the set of
allocated devices of size |D′| = min(D,MS)

3: while D′ 6= ∅ do
4: Compute the power allocation p of devices set D′

using (7)
5: if ‖p‖1 ≤ Pmax then
6: Z∗ ← |D′|
7: return Z∗, p and ∀n ∈ S, dn

8: end if
9: Remove |D′| from the device allocation dn, n ∈ S

10: D′ ← D′ \ {|D′|}
11: end while

Observe that since (7) calculates device power, the solution
must always be positive. To ensure this, we see that the system
has limitations on the admissible values of ζ and ξ. That is,
if we wish to ensure that some specific data rate R should be
achieved by all devices, we can tolerate only those values of
ξ for which the solution to (7) is non-negative. This can be
ensured by choosing a value of ξ for which the denominator
of A−1 is positive. Alternatively, if we wish to ensure that the
system can tolerate some specific residual interference ξ, we
must choose a date rate R, and consequently the value of ζ,
such that the denominator of A−1 is again positive.

This restriction is an implicit limitation of the NOMA
system and can be better understood by studying the capacity
region for devices in the NOMA system. For example, Fig. 1
shows the capacity region plot for a two-device (M = 2)
downlink NOMA system with imperfect SIC. The solid black
lines represent the target data rate R for the devices. For this
example, we have chosen R = 25 kbps. For both of the devices
to be successfully connected, there must exist at least one point
in the top right part of the intersection of the two solid black
lines.

As shown by the curve in green, when ξ < 1/ζ2, which
implies that A−1 is positive for the case of M = 2, there are
some points which lie in the top right part of the intersection.
This confirms the existence of a power allocation for the
devices that will ensure that both the devices achieve a rate of
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Fig. 1. Rate region plot for a two device NOMA system with imperfect SIC
(R0 and R1 correspond to the achievable rates of the two devices respectively)

at least R kbps. However, when ξ > 1/ζ2, as shown by the red
curve, there exists no value of power for the devices for which
both of them can achieve a rate of R kbps or higher. Thus,
at the very start of the allocation, before doing any device or
power allocation, we can calculate a feasible value of M in
the system, given ζ and ξ.

V. SIMULATION RESULTS AND PERFORMANCE

EVALUATION

We analyze the performance of our proposed solution
through computer simulations. The important system param-
eters are derived from 3GPP standards for NB-IoT [25]. The
carrier frequency is taken to be 900 MHz with a system
bandwidth of 180 kHz per PRB. Each sub-carrier has a
bandwidth of 15 kHz. The value of AWGN is taken to be
−174 dBm/Hz and the noise figure F is taken to be 5 dB.
The distance dependent path-loss for a device at a distance of
D meters from the BS is given as:

PL(D) = 120.9 + 37.6 log
D

1000
+G,

where G is the antenna gain that is set to be −4 dB. We
assume frequency flat, Rayleigh fading over the entire system
bandwidth due to narrow-band consideration. Each PRB of 180
kHz bandwidth has 12 sub-carriers therefore the system can
accommodate a maximum of 24 devices with M = 2 and 36
devices with M = 3, using a maximum of 23 dBm of power
in any case. In all the simulations, we initially consider M = 3
in the system. The contending devices are dropped randomly
following a uniform distribution in a hexagonal cell of radius
500 meters, unless otherwise stated. All results are averaged
over 10000 independent runs.

Fig. 2 shows the variation of device power with the residual
interference due to imperfect SIC. Here, we show results for
only a single sub-carrier. We see that the effect of residual
interference is more detrimental in the case of M = 3 when
compared to that in M = 2. Additionally, the device with the
weakest channel gain on a sub-carrier (d1 for M = 2 and d2
for M = 3) is the most affected by the increase in ξ as its
power consumption increases the most.
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Fig. 2. Variation of the device power with residual interference, R = 25

kbps

For the case of M = 2, the power required to connect the
same devices increases by 5 dBm as ξ grows from 0 to 0.1 and
by more than 20 dBm as ξ becomes 0.2. However, for M =
3 the required power grows 20 dBm when ξ become 0.04,
i.e., 4% residual interference. This confirms the fact that in a
practical system, we cannot expect to have a large number of
superimposed devices per sub-carrier, since the power budget
will get exhausted on a small number of devices with relatively
small values of ξ such as 0.05.

In Fig. 3, we evaluate the number of connected devices
in our NB-IoT NOMA system as the number of devices
contending for connection increases. Here, R is set to be 25
kbps for all devices. When SIC is perfect, i.e., ξ = 0, all the
36 contending devices are successfully connected. However,
as ξ increases to 0.04, the number of connected devices
decrease by 18.41%. The connectivity falls by 33% when
ξ = 0.12. In the case of ξ = 0.2, we see that the connectivity
performance is poor even when we have fewer contending
devices. For example, with 24 contending devices the system
can accommodate only 20 devices on an average when ξ = 0.2.
Another point to note that is when ξ = 0.12, we are able to
connect no more than 24 devices even when more contending
devices are available since. This behavior is in accordance to
the discussion in Section IV since for the value of ξ = 0.2
and ζ = 2.174 (corresponding to R = 25 kbps), M = 3 is
infeasible for the system.

Fig. 4 presents the connectivity performance of the NOMA
system with variation in the required service rate R. We see
that in the case of perfect SIC, there is no impact on the
connectivity performance of the algorithm as R increases from
15 kbps to 30 kbps. When ξ = 0.04, the connectivity starts
decreasing after R = 21 kbps and the connectivity decreases
by 16.84% when R = 24 kbps, and a further decrease of 33%
when R ≥ 27 kbps. For the case of ξ = 0.12, the connectivity
goes down by 33.3% when R changes from 15 kbps to 24 kbps.
When ξ = 0.2, the connectivity falls by 33.3% as R goes from
15 kbps to 18 kbps. The connectivity for ξ = 0.2 becomes
even worse for R ≥ 27 kbps, where only 12 devices can be
connected in the system on an average. At high data rates
(R ≥ 30 kbps), the performance of the system with ξ = 0.12
and ξ = 0.2 is no better than that of an orthogonal multiple
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Fig. 3. Variation of the number of connected devices against the number of
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Fig. 4. Connectivity performance against different service rates

access (OMA) system, where each sub-carrier has only one
device.

Additionally, we evaluate the performance of our proposed
algorithm with different cell sizes. This heterogeneity in the
cell radius is an important aspect of LPWAN deployments. We
observe with the increase in the cell radius, lesser devices can
be connected on an average due to the increased path-loss.
When perfect SIC can be performed, the system suffers no
degradation in connectivity as the cell radius grows from 250m
to 1250m. However, as little as 4% of residual interference
significantly affects the system and degrades the connectivity
by 28.98% as the cell radius increases from 250 m to 750 m.
With further increase in ξ, we see drastic fall in connectivity
by 34.7% and 36.08% for ξ = 0.12 and 0.2 respectively as
the cell radius increases from 250 m to 750 m. Furthermore,
with ξ = 0.2 and a cell radius of 1250 m, the connectivity
of the system becomes similar to that of an OMA system.
This analysis consolidates the fact that systems with larger
cell radius are more susceptible to performance degradation
due to imperfect SIC.



250 500 750 1000 1250

Cell Radius(m)

10

15

20

25

30

35

40

A
ve

ra
g

e
N

o
.

o
f

C
o

n
n

e
c
te

d
D

e
v
ic

e
s

ξ = 0

ξ = 0.04

ξ = 0.12

ξ = 0.2

OMA

Fig. 5. Connectivity performance against different cell sizes, R = 25 kbps

VI. CONCLUSION

In this work, we investigate the problem of connection
density maximization in the downlink for NB-IoT networks
with residual interference due to imperfect SIC. We present
a simple algorithm for the sub-carrier and power allocation
that maximizes the device connectivity under this setting of
imperfect SIC. Our iterative algorithm is based on solving
a system of linear equations on each sub-carrier for power
allocation, which is easy to implement and has low computa-
tional complexity. Through computer simulations, we study the
performance of the proposed solution under various cell size
and QoS requirement. Moreover, we show analytically that for
a given value of ξ it is infeasible to accommodate large number
of superimposed devices per sub-carrier as the service rate R
increases. Over a wide range of service scenarios, we show
that as low as 4% of residual interference from imperfect SIC
can severely degrade the system’s connectivity performance.
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