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Abstract

The automation of human face measurement means facing mayor technical and technological
challenges. The use of 3D scanning technology is widely accepted in the scientific community
and it offers the possibility of developing non-invasive measurement techniques. However,
the selection of the points that form the basis of the measurements is a task that still requires
human intervention. This work introduces digital image processing methods for automatic
localization of facial features. The first goal was to examine different ways to represent 3D
shapes and to evaluate whether these could be used as representative features of facial at-
tributes, in order to locate them automatically. Based on the above, a non-rigid registration
procedure was developed to estimate dense point-to-point correspondence between two sur-
faces. The method is able to register 3D models of faces in the presence of facial expressions.
Finally, a method that uses both shape and appearance information of the surface, was de-
signed for automatic localization of a set of facial features that are the basis for determining
anthropometric ratios, which are widely used in fields such as ergonomics, forensics, surgical
planning, among others.

Keywords— 3D shape descriptors, automatic landmark prediction, non-rigid 3D registra-
tion, facial expression-invariant, face anthropometry





Resumen

La automatización de la medición del rostro humano implica afrontar grandes desafíos técni-
cos y tecnológicos. Una alternativa de solución que ha encontrado gran aceptación dentro de
la comunidad científica, corresponde a la utilización de tecnología de digitalización 3D con
lo cual ha sido posible el desarrollo de técnicas de medición no invasivas. Sin embargo, la
selección de los puntos que son la base de las mediciones es una tarea que aún requiere de
la intervención humana. En este trabajo se presentan métodos de procesamiento digital de
imágenes para la localización automática de características faciales. Lo primero que se hizo
fue estudiar diversas formas de representar la forma en 3D y cómo estas podían contribuir
como características representativas de los atributos faciales con el fin de poder ubicarlos
automáticamente. Con base en lo anterior, se desarrolló un método para la estimación de co-
rrespondencia densa entre dos superficies a partir de un procedimiento de registro no rígido,
el cual se enfocó a modelos de rostros 3D en presencia de expresiones faciales. Por último,
se plantea un método, que utiliza tanto información de la forma como de la apariencia de
las superficies, para la localización automática de un conjunto de características faciales que
son la base para determinar índices antropométricos ampliamente utilizados en campos tales
como la ergonomía, ciencias forenses, planeación quirúrgica, entre otros.

Palabras clave— descriptores de forma 3D, estimación de puntos característicos, registro
3D no rígido, invarianza a las expresiones faciales, antropometría facial
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1
Introduction

Anthropometry is the science and practice of human body measurement. Its main aim is
the characterization and description of human body morphology’s variation [1]. Face an-
thropometry is one of the most widely studied branches of anthropometry, which provides
objective ways to assess the morphology and to detect changes derived from aging. In par-
ticular, face anthropometry is used as a base to diagnose acquired and/or genetic malforma-
tions [2, 3], to plan and evaluate surgeries [4], to study normal and abnormal growth [5, 6],
or to determine results in different stages of treatments [7, 8], among others.

In order to obtain reliable measurements, detailed knowledge of the accurate location of
landmarks on the head and face surface is crucial. Landmarks are classified as osseous when
they are located on the surface of the underlying bone and soft if they are on the skin surface.
Even on a normal face, accurate identification of landmarks requires some experience. Tra-
ditional anthropometry is done manually with the help of a set of devices such as calipers
and measure tapes. This has sociological, logistical and technical disadvantages, such as
time-consuming measurement procedures; dependence on the researcher’s abilities to pro-
duce consistent and accurate measurements; as well as unwanted physical contact between
subject and researcher. Thus, there are several limitations when there is a need of collecting
information of a wide set of information from an extensive group of subjects [9].

Advances in imaging technology allowed the emergence of no-contact anthropometry.
The new acquisition methods allow to overcome many drawbacks of traditional anthropom-
etry, e.g., with 3D laser technology it is possible to acquire an entire database of surface mod-
els of human body in a relatively short time [10]. Different researchers have analyzed and
demonstrated the reliability of measures taken on 3D models [9, 11]. Despite the advantages
of non-invasive anthropometry, the task of selecting the points that are the base to compute
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the anthropometric ratios, still needs the human intervention.

In order to be processed, a face can be modeled as a simple 2D pattern, a parametrized
vector, or as a complex set of 3D points with polygonal meshes or parameters for each de-
gree of freedom or variation [12]. For each of these representations or combinations of them,
many techniques have been developed. One of the fields that received most attention is the
face identification, but also face modeling, synthesis, and identification of expressions have
been of great interest. However, the performance of several approaches relies in the proper
location of facial landmarks. Therefore, the development of techniques that minimize the
human intervention in the task of facial feature location will positively affect the range of
applications in the medical and the computer graphics communities.

In this thesis the problem of the automatic locations of facial features such as landmarks,
regions, and contours, is addressed. The first stage consists in the selection of a proper de-
scriptor or set of descriptors that is discriminative enough to identify the facial features. Next,
a non-rigid registration approach is used to register and input scan with a 3D face template,
which carries information of face anatomy, allowing the segmentation of the face in regions
with a semantic meaning. Finally, the shape and texture information are used to derive a
method for automatic face anthropometry. The methods proposed in this work are robust
to the non-linear local variation due to facial expression. Also, they allow the detection of a
considerable set of landmarks, anatomical regions, and the mouth contour. In addition, all
these procedures are performed in a fully automatic way.

Next, the organization of the document and the publications derived from the findings of
this thesis are listed. In particular,

Chapter 2 Presents an analysis of several facial features detection techniques as if they will
be used for automatic face anthropometry. The discussed techniques belong to the most
used methods for facial features detection.

Chapter 3 Exhibits a study of the behavior of a 3D shape descriptors set computed on the
surface of 3D face models. The relevance of the descriptors was determined using the
Fisher’s coefficient. Two different tests were performed in order to determine the global
and local relevance of the set of descriptors.

The findings of this study were presented at the International Symposium on Visual
Computing [13] and accepted to International Journal of Signal And Imaging Systems
Engineering [14].
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Chapter 4 Introduces a non-rigid registration method to compute point-to-point correspon-
dences among a set of human face scans in a fully automatic way. The complete au-
tomation of the procedure is accomplished with the inclusion of a landmark prediction
method that learns local properties and spatial relationships between the landmarks
and performs statistical inference over the trained model. The method showed to be
robust in presence of several kind of facial expressions. A consistent correspondence
was found for most of the tested models.

This work was accepted to Machine Vision and Applications [15] and used to regis-
ter the database that was used in the work accepted to Computer Vision and Image
Understanding [16].

Chapter 5 Presents a method that uses both shape and appearance information of surfaces
for automatic location of a set of facial features. The method is evaluated as a tool for
automatic face anthropometry. The potential of locating osseous and soft landmarks is
assessed. Also, the ability of the method to segment the model into several semantic
regions is tested. Finally, an evaluation of the consistency of the extracted 3D mouth
contour is presented.

At the end of each chapter, the conclusions are stated. Chapter 6 summarizes the main
conclusion of this thesis and gives ideas for future work.





2
Facial features detection
techniques: an Anthropometric
perspective

The issue of automatic detection of facial features has been widely discussed in the image
processing and pattern recognition literature. This field has several practical applications
such as identification, location and tracking of people, expressions recognition, 3D pose esti-
mation, codification and image reconstruction, and recently, non-invasive anthropometry.

Anthropometry allows establishing the spatial correspondence between relative points in
human body structures and their geometric variation of their relative location; this charac-
teristic serves as a base to derive anthropometric ratios. As an example, a nasal index can be
defined as a ratio between nasal wide and height. Farkas [17] carried out a thorough review
of basic anthropometric craniofacial ratios that serve as a reference in innumerable studies.

Regarding to automatic feature detection, the use of a serial search methodology is pop-
ular in the literature; that is, initially a coarse detection of features is carried out and then
another search over the detected region is done in order to refine the feature location. The
main obstacles to overcome during feature detection include: the variability of subject’s ap-
pearance, pose, facial expressions, presence or absence of structural components (beard, mus-
tache, glasses, etc.) and the lighting conditions. In general, the criteria of technical quality
of a technique are related to the ability to overcome the mentioned obstacles. However, for
anthropometry, the main criterion is the accuracy in locating: points, contours, and regions,
which are useful to determine the anthropometric ratios.

The aim of this chapter is to analyze different characteristics of several facial features de-
tection techniques as if they will be used for automatic face anthropometry. The discussed
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techniques belong to the most used methods for facial features detection. For each technique
a small review about its origin, its mathematical foundation, its pros and cons, and a descrip-
tion of several works that uses such techniques for facial features detection, is presented.
In addition, a discussion of the utility of the techniques for anthropometric applications is
stated.

This chapter is divided as follows: Pixel or feature level techniques are described in Sec-
tion 2.1. Section 2.2 reviews the Eigen-X approaches. The deformable models are reported
in Section 2.3. Section 2.4 depicts the approaches that are mainly based in the analysis of 3D
data. Section 2.5 gives some ideas about the approaches that use hybrid 2D-3D information as
input of the facial feature detection procedure. Finally, a summary of the chapter is presented
in Section 2.6.

2.1 Pixel or Feature Level

Pixel or feature level was one of the first techniques used to detect facial features. In general,
the technique is based on a geometric ratio such as position or width of different attributes.
Usually the attributes are taken from integral projections (IP) of the original image. IP results
from defining a vertical and a horizontal IP starting from an image I(x, y), in a rectangle
[x1, x2]× [x1, x2], which can be defined as follows:

v(x) =

y2∑
y=y1

I(x, y), h(y) =

x2∑
x=x1

I(x, y).

The horizontal IP can be used to extract the face left and right boundaries as well as the
nose; the vertical IP can be used to extract the eyes, mouth and the nose base. Peaks and val-
leys of IP are analyzed against a threshold to detect and extract the attribute’s position [18].
Kanade satisfactorily used this technique, in [19], in his pioneer work on face recognition [19].
The technique can also be used in colored images [20]. In general, methods based on color
information are more resistant to lighting variations; a description and a list of techniques for
skin modeling can be found in [20].

Facial features detected by this technique in an initial stage are face [21, 22], eyes, nose
and mouth [18, 23, 24], eyebrows, chin and ears [25, 26]; in a fine detection stage, this tech-
nique detects pupil center, nostrils, eye and mouth corners, [21, 26]. By adjusting functions
on the binary image, shapes of eyes, nose, mouth and chin are detected [27]. This technique
detects a small number of points so the measurements that can be obtained are limited. In
addition, since the framework is a 2D field, the dimensions are linear or flat with possible
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correction factors to determine the length of the face [23, 26].

The assessment of the measurements obtained with this technique are generally done
by visual inspection [23, 26], or expressed as a percentage of the size of the analyzed re-
gion [21, 22]. Nevertheless, some works report results in millimeters or in pixels with up to
2mm accuracy [28].

This technique is sensitive to lighting change, uneven background and head pose [18, 28,
25]; in addition, the presence of accessories and facial hair reduces the performance signif-
icantly; to deal with these limitations, heuristics are introduced with restrictions subject to
the face morphology [26]. The process is clearly affected by the image size, as every pixel
has to be evaluated. Processing time has been considerably reduced; the first system used to
take up to 10 minutes to process an image [19], currently, attributes can be detected in real
time [26, 22].

2.2 Eigen-X

Among the techniques based on appearance, the Principal Component Analysis (PCA) is
widely used to extract facial features. Kirby and Sirovich state that any human face -either
partial or complete- can be described in an optimal coordinate system [29]. In this approach,
an image is transformed into a small set of attributes called eigenfaces. Eigenfaces are nor-
malized eigenvectors from the covariance matrix of the training set [30]. The corresponding
eigenvalues {λi}

M
i=1 are directly correlated to the variability ranges of the projections {yi}

M
i=1.

Eigenfaces approach assumes that an image x out of a {xi}
Nt
i=1 training dataset can be

approached by a linear combination of few {fi}
N
i=1 eigenfaces, that is:

x ≈ x+
M∑
i=1

yifi,

where, x is the mean value of the training dataset and {yi}
M
i=1 contains the projection of

the normalized facial image on the first eigenfaces. The eigenfaces concept can be extended
to eigenfeatures [31], such as eigeneye, eigenmouth [32] and eigennose. Other approach is
the Eigen-harmonics Faces [33], with which face recognition can be done at different lighting
conditions.

These methods are special at coarse face, eyes and mouth detection [34, 35, 36, 37], as
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well as eyebrows and nose detection [36]. They can also detect specific points such as the
eye-center, nostrils, nose tip and mouth corner [34, 38], and facial regions [39]. As the re-
gions are defined by lines, such divisions are not enough to make an adequate anatomical
characterization of faces. Besides, since input images are normally 2D, measurements are
linear [35, 27, 36]. Nevertheless, it is possible to carry out a greater number of measure-
ments [39]. In addition, the training is demanding since the points are labeled manually.

The evaluation of the detected features is carried out objectively [34, 35, 40, 38] only in
some cases visual inspection is employed [27]. Nevertheless, reported values are in pixels
without the equivalence in millimeters. This technique allows an accuracy of up to 1 pixel in
images where most area is occupied by the face.

As databases used in the training that include acquisition variables, the algorithms are
robust to different face orientations, lighting and scale [39, 34] and facial expressions [35].
Nevertheless, these methods are sensitive to background variations [36]. In addition, heuris-
tics are used as a tool to increase the algorithm performance. Processing time is not an issue
for these approaches as they limit themselves to evaluation based on a classifier or to the
comparison with a template, which can be done in milliseconds [27]. However, algorithm
training takes long due to the manual labeling of the points.

2.3 Deformable Models

Deformable models have been widely used in the last decades in the image interpretation
field, especially in those that have highly variable structures such as faces. Deformable mod-
els can be classified in different ways; here they will be classified based on energy functions,
Active Shape models and Active Appearance models.

2.3.1 Based on energy functions

These models are energy minimization curves, which are constrained by internal forces of
continuity and guided to features by external forces. In many areas they are used as tools
for edge detection, motion tracking, stereo matching and more generally, to solve problems
which require the fitting of a model to an object in an image by minimizing the energy [41].
The model known as snakes (active contours), was introduced in [42, 43] and unlike the mod-
els presented in [44, 45, 46, 47], the snakes were adopted due to the unified treatment of the
optimization process, allowing to take advantage of standard numerical techniques for the
treatment of partial derivatives equations [48]. From the physical point of view, a snake is a
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set of control points, called snaxels, which are connected to each other. Each snaxel has an
associated energy that rises or falls depending on the forces acting on it.

Let C(p) : [0, 1]→ R2 a parametric curve, and I : [0, a]× [0, b]→ R+ an image where object
boundaries need to be detected. It is possible to associate in the curve C an energy given by
[42]:

E(C) = α

∫1
0

∣∣C ′(τ)
∣∣2 dτ+ β ∫1

0

∣∣C ′′(τ)
∣∣2 dτ− λ ∫1

0

|∇I(C(ø))|dτ, (2.1)

where, α, β and λ are positive constants (α and β, determine the elasticity and stiffness of
the curve). The first two terms control the smoothness of the contour to be detected (internal
energy) and the third term is the responsible of the attraction of the contour towards the ob-
ject (external power).

These models had been used to the coarse detection of face, eyebrows, eyes, nose, mouth,
and in some cases the ears [49, 50, 51]. In fine detection, the developments have been fo-
cused on the detection of the eyebrow and lip shape [52, 53]; the iris, the nose; chin and face
edge [49, 54] ; and even the cheek and ear shape [55, 51]. The input information corresponds
to 2D [54, 53] and/or 3D images [52, 49, 50, 51]. Therefore, other linear, circular and face
measurements can be obtained.

In general, feature detection by these techniques is evaluated by visual inspection or by
detection percentage [49, 54]. This is due to the fact that algorithms can converge freely or
restrictively by prior knowledge of the morphology of the target object. Therefore a manual
labeling of the coordinates of convergence is not required. Besides, since the edge is made of
many points, the quantitative evaluation is a demanding task. Some works reported results
measured in millimeters [53] that serve as a base to infer that features can be detected with
an accuracy level of up to 0.8 mm.

This technique is sensitive to initialization, noise, low lighting conditions, among others.
The method is also sensitive to head pose, especially when there are self-occlusions or a wide
perspective angle view [51, 53]. Deformable models are robust against significant appearance
and shape variations resulting from facial expressions [50].

2.3.2 Active Shape (ASM) and Appearance Models (AAM)

This statistical approach is used in shape modeling and features extraction. These models
represent a target structure by means of a statistical model of the shape obtained from the
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training. In this sense, these models are very related with the Eigen-X approaches. However,
due to the fitting procedure of either an ASM or AMM includes different energy terms, it
was decided to classify them into a different category. Cootes et al. [56, 57] introduced this
method and along of the years it has been improved by other authors. In the original version,
the initial set of points is obtained from the average shape, which is derived from the training
information and its accuracy depends on the amount of variability included in the training
set. Furthermore, local structure of points is represented by changes in the intensity values of
pixels along a profile line that passes through the points. This based on the assumption that
usually the facial features are located on the strong edges [58].

In the ASM technique, the position of n points named as landmarks is selected by an
expert, over a set of training images. This set of points is represented by a vector X =

(x1, y1, . . . , xn, yn)
T, where xi and yi are the coordinates of the i− th landmark. By analysis

of shape variations in the training vector, a model to represent such variations is build:

X ≈ X̄ + Pb. (2.2)

The vector X̄ includes the average value of the coordinates of the n points. P is a matrix
with the first t eigenvectors of the covariance matrix, and b is a vector to define the model
parameters. The variance of the i− th parameter, Pi, along the data set is given by the corre-
sponding eigenvalue λi.

In this approach, initialization is important. When the initialization is poor, the searching
process can fail or can be very slow. Therefore, a good initialization can help to find the op-
timal solution in less iterations. For this purpose, the AAM, which includes the appearance
of the target pattern into the model, has shown to be less sensitive to poor initialization, im-
proving the overall quality of the fitting.

These models have been used for coarse detection of facial features such as eyes, nose and
mouth by analyzing gradient information [59]; or the estimation of the head pose by using
genetic algorithms [60]. The model introduced in [56] or its extensions are generally used
for fine detection of features. Features detected include face edge, eyebrows, eyes, nose, and
mouth [58, 61, 62, 63, 64].

In some works accuracy evaluation is done visually [58], but it is general done objec-
tively [58, 61, 62, 63]. Here, contrary to the Eigen-X approaches, it is necessary to label a
more extensive set of points. Therefore, training is more demanding than in the previously
mentioned techniques. Facial features can be detected with an accuracy level of up to 1.9
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pixels [62], less than for Eigen-X.

Robustness in these techniques as in Eigen-X approaches depend on the properties of
the training database. The greatest variations are found in the head pose and the non-
homogenous background [58, 61, 62]. Training different models for different poses reduces
these variations but increases the number of images that have to be labeled manually. Model
initialization is very important, when it is poor, the search process may fail or be too slow [64].

2.4 3D Approaches

In spite of the amount of effort to develop robust recognition systems, there are still problems
with respect to providing the systems with invariance to illumination, pose and facial expres-
sions. This can be due, largely, to the limited input information. The system of human senses
provides a wide information set, which has been attempted to be adapted to imaging work
either grayscale o color ones. It is suspected that problems in limited information is due to
the drawback in face characterization, which involves the analysis of face shape and curva-
ture. 3D sensors provide information of such resolution and accuracy which allow (with an
appropriate noise treatment) to make accurate calculations of face curvature [65].

Common approaches of this kind of techniques are based on the analysis of the sign of
Mean and Gaussian Curvatures, and other descriptors that are a variation of them (see Chap-
ter 3 for a more detailed description). Moreover, curvature as a property of the local surface
has the quality of being point-of-view invariant. In [66] five methods of curvature estima-
tion are evaluated and classified in Analytic and Discrete estimation. Analytic estimation
first adjusts a local surface around a point and uses the parameters of the surface equation
to determine the curvature value. Instead of adjusting the surface, the discrete approaches
estimate numerically either the curvature or the derivatives [51].

Most systems based on these techniques have been oriented to face identification [67, 68].
Nevertheless, their use in anthropometry has gained relevance, as in addition to the linear
measurements, it is possible to render detailed characterization of surface morphology. In
coarse detection, nose, eyes and mouth are detected in [69, 70, 71]. Since the segmented re-
gion may contain the feature totally or partially, the detected regions boundaries are abstract;
nevertheless, it also contains regions that do not belong there, therefore detection quality can-
not be determined easily. Fine detection is focused on eye corners and nose tip [72, 73, 74, 75].
Nevertheless, it can also detect extreme points such as nose base, low chin and mouth cor-
ners [76, 71], face mid-line [69], and different anthropometric landmarks [77, 78]. The use of
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3D information allows linear, angular, circumferences and surface length dimensions, which
have a great potential for being used in face anthropometry.

There is balance in the evaluation methodologies used; some works are evaluated by vi-
sual inspection [76, 69], others by detection percentage [74] and others quantify the evaluation
in millimeters or even in degrees [72, 77, 78, 62].

Systems based on this technique are robust to lighting and pose variations as the curva-
ture, a property to the local surface, is invariant to perspective, lighting or color [78]. Nev-
ertheless, this technique is weak against facial hair, artifacts and self-occlusion [72]. Feature
detection can be carried out in times between 0.33 and 20 seconds [76, 69, 71].

2.5 Multimodal Approaches

This category corresponds to the approaches that take advantage of using several sources of
information. These techniques are reference in the literature as multimodal approaches. The
key idea to combine methods that complement each other in order to complete a task that
could not be done using each method individually.

In the case of the multimodal approaches, the coarse detection is focused on the eyes, nose
and mouth regions; furthermore, it is possible to detect the eyebrows, ears and face contour
as well. It is also possible to split the face into several patches [79] but separation boundaries
are rectangular and do not have a semantic meaning. On the other hand, fine detection of the
eyes and mouth corners, nose tip, nostrils, eyebrows and chin, also can be performed.

Since 2D and/or 3D information is used in these approaches, all kind of measurements
can be obtained. Although the amount of detected points is low, some works have combined
deformable models with stereo vision techniques, which enable obtaining a large amount of
points and extracting 3D contours.

Thanks to the fact that several methods and different type of information are combined,
computational time is lower than for those approaches that only depth or 3D information.
Therefore, it is good to take into account that including different kinds of information and
different algorithms for the different features detection, will contribute to an efficient work.
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2.6 Summary

Studying human face morphology has generated a set of needs aimed to achieve a more
detailed structure description; image-processing techniques satisfied many of these needs.
Nevertheless, developing systems invariant to conditions such as lighting, pose, facial ex-
pressions, presence of artifacts(beard, glasses, jewelry, etc.) is still complex. Due to that,
and in order to obtain adequate results, work conditions are generally restricted. Among the
herein referenced techniques, the ones using both 3D and texture information show great po-
tential to be included as part of a robust facial feature detection system.

Based on the above, the type of measurements is generally limited to linear and angu-
lar distances leaving out superficial measurements. Evidently, the use of 3D imaging allows
results that are more accurate in addition to obtaining descriptions of the surface that are
more detailed. Nevertheless, currently developed systems still do not show reliable results,
therefore, there is still a lot to do in order to increase the performance in the analysis of facial
images and 3D models.

Bearing in mind current developments, an efficient anthropometry system should use
techniques that complement each other. For instance, in order to reduce the search area, an
algorithm that carries out an initial search on the texture of a 3D, could be used. Afterwards,
to achieve fine detection, an algorithm that use surface information could be very effective.





3
3D Shape Descriptors for Facial
Features Detection

As the aim of this work is to develop a method to distinguish the main structures of the
human face, the first step consists in the selection of a proper feature or set of features that al-
low the correct identification of the structures that should be analyzed. In 2D imaging, color
and texture attributes are the basis for the selection of the regions of interest, followed by
refined features extraction procedures, that locate corners and contours that correspond with
facial features like eyebrows, mouth and eye corners, nose tip, lips contour, among others.
However, for a proper description of the facial structures it is necessary to include the third
dimension. Several approaches have been proposed for 3D facial feature detection, most of
them use representation models based on geometrical shape descriptors and establish rela-
tions of similarity by means of a process of feature matching [80]. A shape descriptor must
have the following strengths: discriminant capacity, quick to compute, concise to store, pose
independent and efficient to match. Curvature-based shape descriptors may be the ones that
better fit the mentioned requirements. However, thinking of facial features detection, accu-
racy becomes one of the most important requirements. Therefore, descriptors which offer a
better characterization of the surface to a high computational and/or memory cost, also must
be considered.

The complexity of the face surface implies that a single descriptor is unable to represent
the entire surface. Therefore, in addition to evaluating the conditions outlined in the previous
paragraph, it is of crucial interest to analyze the behavior of a descriptor on the face surface.
This chapter introduces a study of the behavior of a 3D shape descriptors set computed on
the surface of 3D face models. Instead of defining clusters of vertices based on the value of a
given primitive surface feature [81], a face template composed by 28 anatomical regions was
used to segment the models and to extract the location of different landmarks and fiducial
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points. The set of shape descriptors considered in the study includes Minimum, Maximum,
Mean, and Gaussian curvatures, Shape Index [82], Curvedness, SPIN images [83], and Finger
Prints [84]. Fisher’s coefficient [85] was used to establish the relevance of the descriptors in a
global and local way.

Facial expressions add variations that must be considered as they are important to un-
derstand the facial dynamics. The proposed study was carried out over three data sets that
include neutral pose and faces showing expression. The study was extended in order to ver-
ify, if the bending-invariant canonical form of the surface eases the identification of facial
features in the presence of facial expressions. Therefore, the descriptors were computed di-
rectly from the surface and from its bending-invariant canonical form [86].

The rest of this chapter is structured as follows. The set of 3D shape descriptors used
in the study is described in Section 3.1. Section 3.2 is devoted to the Fisher’s discriminant
analysis. Experimental setup and results are reported in Sections 3.3 and 3.4, respectively.
Finally, the findings of the study presented in this chapter are summarized in Section 3.5.

3.1 3D Shape Descriptors

First, the set of curvature-based shape descriptor is described. The curvature in facial features
detection has been widely used, especially when 3D face geometry information is available.
The curvature in the plane is defined as κ = dα

ds , where α is the angle formed by the vector
tangent to the curve (to the direction of displacement) with a fixed direction. Some curvatures
can be associated to a surface S in R3: principal curvatures k1 and k2, Mean curvature

H =
k1 + k2
2

,

and Gaussian curvature,

K = k1k2,

By analyzing the different curvature values it is possible to detect mouth and eyes region
[78], to segment a face model as input of a recognition system [87], or to detect several land-
marks on the facial surface [69]. Other approaches combine the curvature information along
with other features obtained from 2D information [88] and/or a priori knowledge of the face
geometry [70].

Based on the principal curvature values, other descriptors such as the Shape Index have
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been proposed [82]. For a point p on a surface, the Shape Index is defined as

SI(p) =
1

2
−
1

π
tan−1k1(p) + k2(p)

k1(p) − k2(p)
,

SI has been used to locate facial features in [72, 76, 89].

One more descriptor is the Curvedness defined as

R(p) =
√(
k21(p) + k

2
2(p)

)
/2,

R represents the amount of curvature in a region, enabling the perception of the variation
in the shape scale of the objects. The Curvedness is useful in defining the criteria for auto-
matic segmentation of triangular meshes [90].

Other approaches such as SPIN images (SI), describe the surface by means of images
related with each oriented point of the surface. An oriented point defines a five degrees
of freedom basis (p, n) using the tangent plane P through p oriented perpendicularly to n
and the line L through p parallel to n (see Figure 3.1). Parameters of the SPIN image are
represented in the spin-map SO (see Equation 3.1) as the function that projects 3D points x
to the 2D coordinates of a particular basis (p, n) corresponding to the oriented point O. (for
details see [83]).

SO : R3 → R2

SO(x)→ (α,β) =

(√
‖x − p‖2 − (n · (x − p))2, n · (x − p)

)
.

(3.1)

Figure 3.1: Parameters of the SPIN image.

For facial features detection, SPIN images have been combined with methods such as
Support Vector Machines [74] and Markov Random Fields [77].

On the other hand, Bronstein et al. [86] introduced the bending-invariant canonical form
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(BICF) for 3D face recognition in presence of facial expression. The BICF is computed as the
embedding of the intrinsic geometry of the face surface to R3. To compute this embedding,
a least-squares multi-dimensional scaling [91], with geodesic distances between vertices as
dissimilarities, is performed. Wuhrer et al. [92] combined BICF with a descriptor called Finger
Print (FP) [84] to predict landmarks on 3D human scans in varying poses. The descriptor uses
a measure related to the area of a geodesic circle centered at the point to be characterized. The
descriptor at a point pk (k = 1, 2, . . . , N,N is the number of vertices in the model) is obtained
by computing the distortion of the geodesic disks with respect to Euclidean disks of the same
radius. More specifically, the distortion of the area A(c) of the geodesic disk c of radius r
centered at pk is computed as d(r) = A(c)/(πr2); surface descriptor is a vector of distortions
obtained by varying the radius of the geodesic circle (see Figure 3.2).

Figure 3.2: Circles used to compute the Finger Print descriptor. Red and green circles correspond to the Geodesic
and Euclidean circles respectively.

3.2 Discriminant analysis

Despite algorithms like Principal Components Analysis, which find components of a set of
features useful for data representation, they do not allow to find the features that have the
most relevant information, which is an important step before performing a classification or
recognition process. Fisher’s discriminant analysis finds the features that carry the most rel-
evant information by projecting the data in a space with less overlapping within classes.

Consider a data set with d dimensions and n measures x1, ..., xn which is composed of l
classes Ci. Fisher’s linear discriminant is performed with two (sub sets or) classes with N1
and N2 elements obtaining a criterion of separation.

Each class has mean mi = 1
Ni

∑
x∈Ci x. The data are projected in a new space y = wTx.
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These two projected classes have means µ1 and µ2 respectively by using µi = 1
Ni

∑
y∈Ci y.

The separation between classes is obtained by finding a w that maximizes m2 − m1 =

wT (µ2 −µ1) [85], wheremi = wTµi. The within-class variance of the transformed data from
the class Ci is obtained from σk =

∑
n∈Ci(yi −mk)

2.

The total within-class variance for the whole data set is defined as σ2i + σ2j . Fisher’s
criterion is obtained as the ratio of the between-class variance to the within-class variance by
using the Equation 3.2.

Fij =
(µi − µj)

2

σ2i + σ
2
j

. (3.2)

Finally, Fisher’s coefficient is computed as the mean of all combinations of the Equation
3.2 evaluated for each feature.

3.3 Experimental Setup

Although several shape descriptors have been proposed, just a few works studied the use-
fulness of the descriptors for segmenting 3D face models taking into account anatomical in-
formation. Moreover, the set of points detected is restricted and the segmentation of regions
is not adequate [81], limiting their application in tasks of automatic characterization of the
face morphology. Later in this chapter the importance and usefulness of 3D facial geometric
shapes (curvature-based), is studied. In comparison with the work by Wang et al. [93], the
analysis also includes a large set of shape representations such a SPIN images, Finger Prints,
and its combination with the BICF. In addition, a more detailed template of the face was
developed, and a large set of points was considered.

3.3.1 3D Face Template

Each 3D facial model has to be segmented in 28 regions (see Figure 3.3a), which correspond
to anatomical regions of the facial soft tissue, which are used to describe an injury in forensics
and/or to plan a surgery in many other medical contexts. A region boundary is defined by
using Bezier curves, each one with two break points and two control points. Since the control
points do not lie on the curve, they are not included in the template; instead, points (middle
points) on the curve, which are equally spaced from the break points are defined. The entire
template is composed of 68 region boundaries, 46 break points, 136 middle points and 338
triangles. Both break and middle points are the vertices of the 3D face template (see Figure
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3.3b).
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Figure 3.3: (a) Facial regions. (b) Face Template

3.3.2 Databases

Three databases were used: synthetic face models database (DBs), range-scans face database
(3DImDB), and facial expression database Human Face. The databaseDBs contains 20 models
of different characters, 10 female and 10 male characters. Database 3DImDB were captured
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from 10 subjects using a Minolta Vivid 9i 3D digitizer. Human Face database 1 contains 15
expressions of the same face showing different facial expressions. Figure 3.4 shows models
of each one of the databases used in the study.

(a) (b) (c) (d) (e) (f)

Figure 3.4: Snapshots of models from the databases. DBs (a,b). 3DImDB (c,d). Human Face (e,f).

3.3.3 Tests

Two kinds of tests were designed. The first one was meant to establish which descriptor is the
most representative over all the set of points (global relevance). The second test is composed
of several tests depending on the facial region where the points are located (local relevance).
Global relevance is computed based on the Fisher analysis [85]. Eight Fisher’s coefficients are
estimated, one for each shape descriptor. This test is called Global. Local relevance is esti-
mated in five different facial regions nose, mouth, chin, eyes, and cheeks. This test is called
Local. For both region and region boundaries, a set of Fisher’s coefficients is obtained. Figure
3.5 shows which regions are considered in each local test.

Test Side Regions

Eyes Left 1, 3, 5
Right 2, 4, 6

Nose Front 7,8,13,14,15,16

Mouth Front 25,26,27,28

Chin Front 23,24

Cheek Left 9,11,17,19
Right 10,12,18,20

Figure 3.5: Regions considered for each local test

1http:http://tosca.cs.technion.ac.il/book/resources_data.html
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Additionally, in order to see the relevance of the descriptors in presence of facial expres-
sions, the Human Face models were grouped into four categories: neutral, open mouth, smile
and smile open mouth. For each group, a Local test was performed. The shape descriptors
were computed directly from the surface and from its BICF.

3.4 Experimental Results

3.4.1 Global Relevance

Here, the relevance between the mean of the shape descriptors computed on the regions and
contour regions of the 28 regions of the face (see Table 3.1), was computed.

DBs 3DImDB

Contours Regions Contours Regions
D Value R Value R Value R Value R

k1 3,69 8 9,89 7 0,67 6 1,24 6

k2 10,68 1 39,87 2 1,03 3 1,76 4

H 5,94 5 18,27 3 1,01 4 2,25 3

K 5,20 6 13,83 5 0,56 7 0,69 7

SI 6,52 4 14,76 4 1,55 2 3,93 2

R 8,27 2 41,02 1 0,79 5 1,45 5

SI 8,12 3 8,66 8 0,36 8 0,29 8

FP 4,96 7 10,15 6 2,12 1 4,57 1

Table 3.1: Fisher’s coefficients for the Global test. R indicates the ranking.

Results of the Global test show that for synthetic data the relevance of the descriptors is
different depending on the data set analyzed. For synthetic data, the curvature-based shape
descriptors k2 and R have the best values of the Fisher’s coefficient. Regarding to the range-
scan data set, the FP and SI descriptors were the best in all cases but the values of the coef-
ficients were lower than the ones for synthetic data. Due to the 3D models from range-scan
data are not generated with regular distances between its vertices, which generates a concen-
tration of descriptors values in dense areas, it is necessary to analyze a larger data set in order
to catch this non-linear behavior. Unfortunately, a larger manually segmented data set was
not available at the time this study was performed. However, with the techniques that will
be described in Chapters 4 and 5, the segmentation procedure could be done automatically,
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therefore, a better ground truth will be available in the future.

3.4.2 Local relevance

3.4.2.1 Eye area test

In this test, the face side variable was included. The results are shown in Table 3.2 (subscripts
L and R correspond to the left and right eyes respectively). For the 3DImDB database, a
remarkable difference between the rankings of the contours of both sides was observed. This
is because the contours of the eye area present great shape variation, they can be asymmetric,
and the points are not enough or could be located in different places on both sides of the face.
In addition, the ranking of contours and regions differed a lot. This implies that contours and
regions should be analyzed separately. Regarding to the regions, the results shows that both
side regions share almost the same ranking, this proves that in regions with high detail, in
order to describe the shape properly, a big amount of points is required.

D DBs 3DImDBL 3DImDBR
Contour Region Contour Region Contour Region

Value R Value R Value R Value R Value R Value R

k1 6,61 4 12,75 7 1,54 2 1,86 2 0,18 6 1,63 2

k2 14,12 2 107,79 1 0,43 7 1,12 4 0,70 3 1,17 5

H 3,13 6 35,85 4 0,48 6 0,24 7 0,46 5 0,51 7

K 1,50 8 35,90 3 0,56 5 0,46 6 0,03 7 0,64 6

SI 3,17 5 18,65 6 0,94 3 1,70 3 0,55 4 1,21 4

R 12,00 3 54,95 2 0,88 4 2,25 1 0,75 2 1,84 1

SI 1,56 7 1,33 8 0,01 8 0,01 8 0,01 8 0,01 8

FP 15,18 1 22,50 5 2,15 1 1,05 5 0,94 1 1,27 3

Table 3.2: Fisher’s coefficients for the Eyes test.

3.4.2.2 Nose area test

The values obtained in this test were higher than the ones of the other regions (see Table 3.3).
Results were similar for both data sets. Despite the fact that the nose varies considerably from
one subject to another, shape variation occurs in a low scale, then, the differences between the
resolution of the data sets prevent that subtle variations could be compared between them.
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D DBs 3DImDB

Contour Region Contour Region
Value R Value R Value R Value R

k1 18,619 3 28,706 4 2,056 3 4,129 3

k2 4,089 7 19,761 5 1,067 5 1,659 6

H 11,773 4 29,135 3 1,879 4 2,347 5

K 7,017 6 11,266 7 0,649 6 0,553 7

SI 25,129 2 42,749 2 7,218 2 9,549 2

R 8,975 5 11,805 6 0,436 7 2,409 4

SI 0,186 8 0,182 8 0,001 8 0,003 8

FP 28,360 1 50,480 1 9,528 1 10,826 1

Table 3.3: Fisher’s coefficients for the Nose test.

3.4.2.3 Cheeks area test

Despite the surfaces in the cheeks are soft, values of the Fisher’s indexes were high. Contrary
to the eyes test, contours of both sides shared almost the same ranking, and the ranking of
the regions are different. The difference in the values shows that the asymmetry affects the
capacity of representation of the descriptors. In this case, variations of shape occurs in a
great scale. Therefore, for real data, the descriptors were able to characterize the morphology
changes in both sides of the face, which was not possible in the nose region.

D DBs 3DImDBL 3DImDBR
Contour Region Contour Region Contour Region

Value R Value R Value R Value R Value R Value R

k1 13,61 4 18,29 2 1,68 2 3,26 1 3,45 2 13,57 1

k2 0,72 8 0,91 8 0,22 7 0,21 7 0,01 8 0,01 8

H 17,57 2 16,90 4 1,40 3 1,47 3 3,01 3 2,96 3

K 0,81 7 0,93 7 0,91 6 1,02 5 1,48 4 0,78 6

SI 37,34 1 29,04 1 3,51 1 2,57 2 4,54 1 7,15 2

R 10,57 5 17,53 3 1,40 4 1,18 4 1,44 5 1,06 5

SI 15,71 3 15,78 5 0,11 8 0,10 8 0,11 7 0,10 7

FP 9,81 6 7,55 6 1,03 5 0,97 6 1,13 6 2,58 4

Table 3.4: Fisher’s coefficients for the Cheeks test.
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3.4.2.4 Mouth area test

The values obtained in this test were the lowest (see Table 3.5). A great difference between
the ranking of the contours and regions was obtained, this is because the contours are located
in the place where the surface changes its orientation, and then, the nature of the information
from the vertices of the region and contours is very different. Another reason is that the
changes in the surface of the mouth area are soft (except in the mouth corners) making the
task of characterization more difficult than in other regions of the face.

D DBs 3DImDB

Contour Region Contour Region
Value R Value R Value R Value R

k1 0,187 5 0,077 6 0,014 6 0,072 2

k2 0,225 4 0,143 4 0,027 4 0,019 6

H 0,141 7 0,140 5 0,010 7 0,027 5

K 0,145 6 0,071 7 0,056 2 0,051 3

SI 0,329 2 1,331 1 0,019 5 0,005 7

R 0,276 3 0,151 3 0,043 3 0,041 4

SI 0,042 8 0,043 8 0,001 8 0,001 8

FP 0,439 1 0,372 2 0,071 1 0,095 1

Table 3.5: Fisher’s coefficients for theMouth test.

3.4.2.5 Chin area test

Table 3.6 shows the results of this test. As in the mouth test, the situation regarding to the
values and rankings was similar, which shows that for the kind of surfaces present in the
mouth and chin areas, the shape descriptors considered in this study are not able to describe
the morphology properly.

3.4.3 Tests with facial expressions

Results were similar to the ones obtained with the range-scan data set. Table 3.7 shows the
values of the Fisher’s coefficients for the test using the models of the neutral group. Ti corre-
sponds to each local test, subscript i = 1, 2, . . . , 5 corresponds to the nose, mouth, chin, eyes
and cheeks regions, respectively.
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D DBs 3DImDB

Contour Region Contour Region
Value R Value R Value R Value R

k1 0,026 4 0,005 5 0,001 6 0,346 3

k2 0,066 2 0,047 1 0,202 2 0,348 2

H 0,077 1 0,027 3 0,276 1 0,047 7

K 0,010 7 0,005 6 0,024 5 0,983 1

SI 0,021 5 0,001 8 0,001 7 0,107 5

R 0,031 3 0,039 2 0,049 4 0,100 6

SI 0,004 8 0,004 7 0,001 8 0,001 8

FP 0,020 6 0,019 4 0,116 3 0,175 4

Table 3.6: Fisher’s coefficients for the Chin test.

D T1 T2 T3 T4 T5
Ind/R Ind/R Ind/R Ind/R Ind/R Ind/R Ind/R

k1 2,145 / 3 0,019 / 6 0,001 / 6 1,42 / 2 0,16 / 6 1,56 / 2 3,38 / 2

k2 1,167 / 5 0,031 / 4 0,213 / 2 0,38 / 7 0,67 / 3 0,31 / 7 0,01 / 8

H 1,834 / 4 0,016 / 7 0,256 / 1 0,40 / 6 0,51 / 5 1,52 / 3 2,84 / 3

K 0,678 / 7 0,067 / 2 0,019 / 5 0,49 / 5 0,04 / 7 0,98 / 5 1,57 / 4

SI 7,521 / 2 0,023 / 5 0,001 / 7 0,88 / 3 0,63 / 4 3,24 / 1 4,21 / 1

R 0,532 / 6 0,058 / 3 0,052 / 4 0,79 / 4 0,69 / 2 1,23 / 4 1,01 / 6

SI 0,001 / 8 0,001 / 8 0,001 / 8 0,01 / 8 0,01 / 8 0,10 / 8 0,10 / 7

FP 9,876 / 1 0,089 / 1 0,097 / 3 1,89 / 1 0,79 / 1 0,96 / 6 1,02 / 5

Table 3.7: Fisher’s coefficients for the Local test over Human Face neutral group. Gray columns correspond to
the coefficients of the left side of the face.

In comparison with the values of the descriptors of the local tests with the range-scan
data set, there were not significant differences. The main difference is in the rankings of the
shape descriptors of the mouth and cheeks region, which are the ones with more changes,
because of the facial expression (See Tables 3.7 and 3.8). Notice that in all cases the values of
the descriptors were small. This situation demonstrates the need for a mixed representation,
which includes the 3D shape descriptors as well as the geometric relationship between the
characteristic points, which describe each one of the face regions.
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D T1 T2 T3 T4 T5
Ind/R Ind/R Ind/R Ind/R Ind/R Ind/R Ind/R

k1 1,937 / 3 0,021 / 7 0,001 / 6 1,56 / 2 0,25 / 6 1,01 / 6 1,22 / 6

k2 0,093 / 7 0,049 / 3 0,319 / 1 0,48 / 7 0,82 / 2 0,42 / 7 0,01 / 8

H 1,494 / 4 0,023 / 6 0,301 / 2 0,52 / 5 0,63 / 5 1,03 / 5 1,75 / 4

K 0,492 / 5 0,059 / 2 0,021 / 5 0,51 / 6 0,03 / 7 1,62 / 2 2,91 / 3

SI 5,285 / 2 0,078 / 1 0,001 / 7 0,92 / 3 0,72 / 4 1,48 / 4 1,27 / 5

R 0,382 / 6 0,041 / 4 0,049 / 4 0,85 / 4 0,76 / 3 3,59 / 1 4,67 / 1

SI 0,001 / 8 0,001 / 8 0,001 / 8 0,01 / 8 0,01 / 8 0,11 / 8 0,10 / 7

FP 7,634 / 1 0,035 / 5 0,088 / 3 2,01 / 1 0,95 / 1 1,61 / 3 3,66 / 2

Table 3.8: Fisher’s coefficients for the Local test over Human Face smile open mouth group. Gray columns
correspond to the coefficients of the left side.

3.4.3.1 Tests with Bending-Invariant Canonical Forms

Except for the nose region, the values of the coefficients of the 3D shape descriptors computed
over the BICF of the models were close to zero. Figure 3.6 illustrates how the BICF removes
most of the variations due to facial expressions. Only the region of the nose is easy to identify.
This representation could be useful to model spatial relationships between fiducial points of
the face and to develop a hierarchical search strategy for facial features detection.

3.5 Conclusions

An analysis of the relevance of nine 3D shape descriptors on points, contours, regions, ar-
eas and sides of the face was carried out. Based on the Fisher’s coefficient, it was shown
how the morphology of the face surface influences the capacity of representation of the de-
scriptors. From this, it was determined which descriptors, whether curvature-based, point
of view-based or local information-based, are more appropriate to characterize each of the
major areas that define the face.

In tests, where the side of the face was included as a variable, it was shown that the de-
scriptors are suitable to capture changes due to the natural asymmetry of the face. However,
in order to characterize such a variation, an analysis should be performed over a comprehen-
sive database. In addition, it should be noted that depending on the area to be assessed, an
analysis at a higher or lower resolution (e.g., regions of the nose and mouth) is required.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 3.6: Models from HumanFace database. Original data (a-d). Bending-invariant canonical forms (e-h).

In the regions belonging to the mouth and chin, the studied descriptors did not show a
difference in their levels of relevance, therefore, it is necessary to conduct a study that in-
cludes other kind of descriptors. Anyway, it should be noted that in order to identify those
regions, the search strategy should consider the low variability of the surfaces.

It was showed how the bending-invariant canonical forms are able to remove the ma-
jority of the variation due to facial expression, but this feature complicates the location of
landmarks based on the analysis of the shape descriptors values. As most of the regions of
the face becomes flat, the variation of the descriptors values is subtle. Thinking in facial fea-
tures extraction, the bending-invariant canonical forms are useful to identify the nose region
with high accuracy, for the others face regions, it is necessary to model the geometric rela-
tionships between the different fiducial points.



4
Non-rigid registration of Faces

After analyzing the behavior of several 3D shape descriptors over the face geometry, the next
step is to develop a method that allows the automatic identification of the different facial
structures where the shape descriptors were analyzed. The non-rigid registration of surfaces
is a power tool that allows the dense point-to-point correspondence between surfaces. There-
fore, the registration of a face template to a 3D triangle mesh of the face of a subject, allows
the automatic detection of as many facial features as the intrinsic geometry of the template
carries. In addition, other attributes as the identity variations and expression dynamics could
be also be analyzed. Therefore, a method developed for the non-rigid registration of faces
should be able to work in presence of: noise, different initializations, variations of pose, iden-
tity and expressions changes, among others.

In this chapter the problem of computing point-to-point correspondences among a set
of human face scans with varying expressions in a fully automatic way, is considered. As a
result a raw 3d model will be parameterized in such a way that likewise anatomical parts cor-
respond with the ones of a face template, where the locations of landmarks and anatomical
regions are known. Facial expression affects the geometry of the human face and therefore
is important for facial shape analysis. Computing accurate point-to-point correspondences
for a set of face shapes in varying expressions is a challenging task because the face shape
varies across the database and each subject has its own way to perform facial expressions.
The problem is further complicated by incomplete and noisy data in the scans.

This chapter describes a novel technique to compute correspondences between a set of
facial scans with varying expressions that does not require the scans to be spatially aligned.
The correspondence computation procedure uses a template model P as prior knowledge on
the geometry of the face shapes. Unlike Xi and Shu [94], the aim is to find correspondences
for faces with varying expressions. Hence, it is not enough to have a template model that
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captures the face shape of a generic model, but also the expressions of a generic model need
to be captured. To achieve this, P is modeled as a blendshape model as in Li et al. [95]. In a
blendshape model, expressions are modeled as a linear combination of a set of basic expres-
sions. Hence, blendshape models are both simple and effective to model facial expressions.

This approach proceeds as follows. First, a database of human face scans with manually
placed landmark positions is used to learn local properties and spatial relationships between
the landmarks using a Markov network. Given an input scan F without manually placed
landmarks, primary the landmark positions are predicted on F by carrying out statistical
inference over the trained Markov network. Sections 4.2.1 and 4.2.2 discuss this step. In order
to perform statistical inference, the search region for each landmark needs to be restricted.
This is detailed in Sections 4.2.3 to 4.2.6. The predicted landmarks are used to align P to F. In
order to fit the expression of P to the expression of F, the template is aligned to the scan as
outlined in Section 4.3.1 and the weights of the generic blendshape model are optimized as
discussed in Section 4.3.2. Finally, the shape of P is changed to fit the shape of F as outlined
in Section 4.3.3. Figure 4.1 shows an overview of the method.

Figure 4.1: Overview of the fully automatic expression-invariant face correspondence approach.

4.1 Related Work

This section reviews literature in face shape analysis related to finding landmarks on face
models, computing correspondences between three-dimensional shapes, and using blend-
shape models for facial animation.
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4.1.1 Finding Landmarks on Face Models

Traditionally, facial features are detected in 2D images. In this setting, facial feature detec-
tion can be achieved in an unsupervised (see for instance [96, 97]), semi-supervised (see for
instance [98]) or supervised (see for instance [99]) manner. Unsupervised methods do not
use prior information about the geometry of target object. However, these methods only es-
timate a global affine transformation between the source and the target object. On the other
hand, semi-supervised and supervised methods estimate a shape deformation described by
a set of landmarks, which provide more accurate and consistent results. To incorporate prior
knowledge about landmark locations, it often suffices to annotate only a few examples man-
ually [98].

Recent developments on 3D data acquisition have allowed to overcome the problems at-
tached to the 3D technologies. However, only a few approaches consider 3D landmark detec-
tion, while accounting for expression and pose variations [100]. It is well-studied that facial
landmarks play an important role in applications, such as face or expression recognition [101].

Ben Azouz et al. [77] propose a method to find correspondences by automatically predict-
ing marker positions on 3D models of a human body. The method encodes the statistics of a
surface descriptor and geometric properties at the locations of manually placed landmarks in
a Markov network. This method works only for models with slight variation of posture.

Mehryar et al. [100] introduce an algorithm to automatically detect eyes, nose, and mouth
on 3D faces.The algorithm correctly detects the landmarks in the presence of pose, facial ex-
pression and occlusion variations. This method is useful as initial alignment but not for an
accurate registration.

Berreti et al. [102] combine principal curvatures analysis, edge detector and SIFT descrip-
tors to find 9 landmarks on the eyes nose and mouth regions in range images. The landmarks
are properly detected in the presence of facial expressions but the method relies in anthro-
pometric facial proportions to define the search regions and assumes that the face is upright
oriented.

Creusot et al. [103] present a method to localize a set of 13 facial landmark points under
large pose variation or when occlusion is present. Their method learns the properties of a set
of descriptors computed at the landmark locations and encodes both local information and
spatial relationships into a graph. The method works well for neutral pose. However, in the
presence of expression variation, the accuracy decreases considerably.
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Segundo et al. [71] develop a method for face segmentation and landmark detection in
range images. The landmark detection method combines surface curvature information and
depth relief curve analysis to find five landmarks located on the nose and eye regions. The
landmarks are properly detected in the presence of facial expressions and hair occlusions, but
the method relies on a specific acquisition setup.

Perakis et al. [104, 105] present a method to detect landmarks under large pose variations
using an Active Landmark Model (ALM), which is a statistical shape model learned from
eight manually annotated landmarks. Using a combination of the Shape Index descriptor
and Spin Images, the search space for the fitting of the ALM is defined. The final set of land-
marks is defined by selecting the set of candidates that satisfies the geometric restrictions
encoded in the ALM. The experiments show that the method works in the presence of facial
expressions and pose variation up to 80 degrees around the y-axis.

Nair and Cavallaro [106] use a point distribution model to estimate the location of 49
landmarks on the eyebrow, eye and nose regions. The method works well in the presence of
expressions and noisy data. However the error in the localization of landmarks is quite high
(a comparison of the results is provided in Section 4.4.2).

Lu and Jain [107] present a multimodal approach for facial feature extraction. The nose tip
is located using only the 3D information, and the eyes and mouth corners are extracted using
2D and 3D data. As their focus is handling changes in head pose and lighting conditions,
variations due to facial expressions are not considered in their experiments. This multimodal
approach is used by Lu et al. [108] as part of a system for face recognition in the presence
of pose and expression variation (only smiling expression variations are included in the test
data). The authors claim that the expression changes decrease the accuracy of the system.
However, quantitative results of the landmark detection are not provided. In addition, the
requirement of the texture data is a limitation of the multimodal approaches because some-
times such information is not available.

As here the aim is to obtain accurate point-to-point correspondences, a landmark pre-
diction method based on the approach of Ben Azouz et al. [77], was derived. The surface
descriptor which was used is able to catch the local geometry properly [84] and, by combin-
ing it with a canonical representation [109], this new approach is able to detect landmarks in
the presence of facial expressions. A machine learning-based approach was selected to avoid
classic assumptions such as: the nose tip is the closest point to the camera [110], the inner-
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corners of the eyes and the tip of the nose are the most salient points [71], the 3D face scan is
in a frontal upright canonical pose [102], among others. The advantage is that learning-based
approaches can easily be extended to other contexts.

4.1.2 Correspondence Computation

Several methods have been proposed to solve the problem of establishing a meaningful cor-
respondence between shapes. Here, the focus lies on computing correspondences between
human face shapes. Methods that do not assume templates usually have the problem that
some points are not registered accurately. To remedy this, a template model is assumed.
In the following, only approaches that use template models are reviewed (for details about
methods for correspondence computation see the survey of van Kaick et al. [111]).

Passalis et al. [112] proposed a 3D face recognition method that uses facial symmetry to
handle pose variation and missing data. A template is fitted to the shape of the input model
as follows: an Annotated Face Model [113] is iteratively deformed towards the input using
automatically predicted landmarks and an algorithm based on Simulated Annealing. When
dealing with facial expressions, the performance of the recognition system decreases. This is
due to an incorrect registration of the mouth region. Mpiperis et al. [114] propose a method
that supports both 3D face recognition and expression recognition. A template model is fitted
to the shape of the input model using an elastic deformation model. Both works do not show
direct evaluations of the fully-automatic registration methods as this is not the main part of
these works.

Guo et al. [115] propose a multimodal approach to automatically compute correspon-
dences between 3D face models. The approach predicts 17 landmarks using a PCA-based
method and uses these features to deform a template to the input model using a thin-plate
spline. Although the registration results are shown to be accurate, the method cannot com-
pute correspondences in the presence of expression variation.

Huang et al. [116] recently presented an approach to register 3D facial models in the pres-
ence of facial expressions. They first detect a set of landmarks using texture information with
the help of an active appearance model. These points are used in an iterative fitting pro-
cedure, which combines displacement mapping, point-to-surface mapping, and a regional
blending algorithm to fit a template to the 3D surface. The fitting accuracy of this method is
evaluated on manually selected landmarks, and a high fitting accuracy is presented, thereby
demonstrating that the combined use of geometry and texture leads to good results. In con-
trast, the method presented in this chapter is purely geometry-based, and could therefore in
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principle also be applied to 3D data of faces without reliable texture information.

Statistical learning-based approaches have been effectively used to model facial variations
oriented to both the synthesis and recognition of faces. Blanz and Vetter [117] developed a
3D morphable model (3DMM) for the synthesis of 3D faces from photographs. As the reg-
istration is specific to the scanning setup, rigid alignment of the scans is assumed. Lu and
Jain [118] present an approach to perform face recognition using 3D face scans. The approach
builds a 3DMM for each subject in the database. When a test image becomes available, the
approach matches the scan to a specific individual using the learned 3DMM. Unlike the here
presented method, their training data is parameterized using manually placed landmarks
and the test scans are parameterized using individual-specific deformation models. Basso
et al. [119] extend the method of Blanz and Vetter [117] to register 3D scans of faces with
arbitrary identity and expression. The rigid alignment of the scans is also assumed for regis-
tration. To avoid the use of texture information, Amberg et al. [120] present a method to fit
a 3DMM to 3D face scans using only shape information. They demonstrate the performance
of the method in the presence of expression variation, occlusion and missing data, but do not
conduct extensive evaluations of the registration.

Registration methods based on iteratively deforming a template to the data are an al-
ternative to statistical learning-based approaches. Allen et al. [121] present an approach to
parameterize a set of 3D scans of human body shapes in similar posture. To fit the template
to each scan, the method proceeds by using a non-rigid iterative closest point (ICP) frame-
work coupled with a set of manually placed marker positions. Xi and Shu [94] extend the
method of Allen et al. [121] to deform a template model to a head scan. The shape fitting is
carried out as in Allen et al. [121] but uses radial basis functions to speed up the deformation
process. Unlike the method presented here, this only allows for neutral expressions and uses
manually placed markers to align the template to a head scan. Wuhrer et al. [122] propose a
method to deform a template model to a human body scan in arbitrary posture. The method
works in two stages: posture and shape fitting. Posture fitting relies on the location of dif-
ferent landmarks, which are predicted in a fully automatic way using a statistical model of
landmark positions learned from a population. The method described in this chapter can be
viewed as an extension of this approach, but instead of fitting the posture, the expression is
fitted using blendshapes (see Section 4.1.3).

Methods that compute a correspondence between two surfaces by embedding the in-
trinsic geometry of one surface into the other one by using Generalized Multi-Dimensional
Scaling (GMDS) [123] are another alternative to deal with variations due to facial expres-
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sions [124]. The performance of these methods has been demonstrated for face recognition.
As GMDS methods do not take care that close-by points on one surface map to close-by po-
ints on the other, the results are often spatially inconsistent. This prevents such methods from
being used for shape analysis.

4.1.3 Use of Blendshape Models

Modeling expressions using blendshape models is an alternative to approaches based on sta-
tistical models where a comprehensive database annotation process has to be carried out to
extract variational information. In a blendshape model, movements of the different facial
regions are assumed to be independent. Any expression is then modeled as a linear combi-
nation of the differences between a set of basic expressions, called blendshapes, and a neutral
expression. That is, to produce an expression, the displacements causing the movement are
linearly combined. Using a representative set of blendshapes, this simple model is effective
to model facial expressions.

Li et al. [95] propose a method to transfer the expression of a subject to an animated char-
acter. Their framework allows to create optimal blendshapes from a set of example poses of a
digital face model automatically. Weise et al. [125] present a framework for real-time 3D facial
animation. The method tracks the rigid and non-rigid motion of the user’s face accurately.
They incorporate the expression transfer approach of Li et al. [95] in order to find much of
the variation from the example expressions. The registration stage requires offline training
where a generic template is fitted to the face of a specific subject. To obtain the results, man-
ual marking of features has to be carried out.

Because of the advantages of modeling expression using linear blendshapes, here they are
used to aid in shape matching and only a blending weight per expression is optimized. This
reduces the dimensionality of the optimization space drastically. Since the used database of
blendshapes is small, the expression fitting stage of the proposed algorithm is efficient and
helps to improve the results significantly.

4.2 Landmark Prediction

This section outlines how to predict a set of landmark positions on a face scan. To establish
the correspondences across the whole database, a template is fitted to each model. The fitting
process begins with the extraction of the locations of eight landmarks shown as red spheres
in Figure 4.2. The locations of the landmarks were selected based on the fact that in the
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presence of facial expressions, the corners of the eyes, and the base and tip of the nose do not
move drastically. Each landmark is located automatically on the face surface by means of a
Markov network following the procedure proposed by Ben Azouz et al. [77]. The network
learns the statistics of a property of the surface around each landmark and the structure of
the connections shown in Figure 4.2.

Figure 4.2: Face model with landmarks. Locations and landmark graph structure.

4.2.1 Learning

Two important aspects have to be defined for the training of the Markov network. First, each
landmark li (i = 1, 2, . . . , L), represented by a network node, is described using a node poten-
tialφi. The surface descriptor Finger Print FP (described in Section 3.1) is used. In addition to
the reasons exposed in the previous chapter, the FP is used as potential because it is isometry-
invariant. Hence, in scenarios where the surface undergoes changes that preserve isometry,
FP is effective to encode the surface information of an object.

Second, a link between landmarks li and lj, represented by a network edge, is described
using an edge potential ψi,j. Although the locations of the landmarks were selected based
on the observations that nose and eye regions do not change much in the presence of expres-
sions, some distortions along the edges of the Markov network may occur. To minimize the
effects of the face movements, the canonical form [109] of each model is computed and the
edge potential is defined as the relative position of landmark li with respect to landmark lj
in the canonical form space.

The Markov network training process learns the distributions of both node and edge po-
tentials for each individual node and edge of the network, respectively. In this case Gaussian
distributions for both the node and edge descriptors are assumed, and the distributions are
learned using maximum likelihood estimation. This commonly used distribution was chosen
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to derive an efficient algorithm that is easy to implement. While this distribution may not be
satisfied in practice, experimentally was found that using this simplified assumption yields
satisfactory results.

4.2.2 Prediction with Belief Propagation

The estimation of the location of landmarks on a test model is carried out by using probabilis-
tic inference over the Markov network. The aim is to find landmark locations li, such that the
joint probability

p(l1, . . . , lL) =
1

Z

∏
i

φi(li)
∏
i,j

ψi,j(li, lj) (4.1)

is maximized, where Z is a normalizing factor. In practice, an approximate solution us-
ing the loopy belief propagation algorithm [126] was found. This algorithm requires a set
of possible labels for each node. This means that a number of candidate locations for each
landmark has to be provided.

Wuhrer et al. [122] use canonical forms to learn the average locations of the landmarks, but
because of the flipping-invariant property of the canonical forms, it is necessary to compute
eight different alignments and select the one that leads to the minimum distance between the
scan and the deformed template. To remedy this, a method to restrict the search space based
on a rough template alignment is introduced in this chapter. Thus, only one fitting process
has to be computed, reducing the computing cost by a factor of eight.

4.2.3 Restricting the search region

There are two reasons to reduce the search space for the landmarks: to increase the efficiency
of the landmark prediction and to eliminate the ambiguity caused by the facial symmetry.
Here, the problem of restricting the search region for the landmarks is treated as a 3D face
pose estimation problem. In this case, the estimated pose does not have to be so accurate since
the Markov network refines the position of the landmarks, but it has to be accurate enough to
identify the left and right sides of the face. The proposed face pose estimation method finds
four landmarks located on the nose region and extracts the information of the face symmetry
planes by using a template of the landmark graph. Once the nose landmarks are labeled, the
final position of the entire set of landmarks is obtained by transforming the template to the
coordinate system of the test model. Figure 4.6 shows the main steps of the proposed search
space restriction method.
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4.2.4 Classification of Vertices

Before explaining the rough template alignment procedure, a method to classify a vertex of
a 3D model into a specific class is introduced. The classes correspond to the nodes of the
Markov network and the 3D model corresponds to a 3D face model. The decision rules are
derived from a clustering procedure over the Principal Components Analysis (PCA) projec-
tions of a surface feature and a pre-selection method based on the surface primitives.

Figure 4.3: PCA-based clustering. Left: Landmarks on a face model. Upper Right: Initial clusters formed with
all the samples. Lower Right: Final cluster after removing the samples beyond a 1.5 standard deviations from the
cluster medoid. Minimum volume enclosing ellipsoids (3D and upper views).

As the value of the FP descriptor at each landmark li was computed during the Markov
network training process, the distributions of the surface descriptors can be modeled and
used to classify a vertex vk on the face surface into a class i (each landmark corresponds
to a class). PCA is a useful tool to compress a high-dimensional space into a linear low-
dimensional space. When the space corresponds to a multidimensional feature space, some-
times, depending on the distinctiveness of the features, it is possible that elements of the same
class form clusters in the PCA space. Here, the FP descriptor can be viewed as S-dimensional
vector and PCA is used to reduce the dimensionality to D. In this case, D = 3 was chosen.
Figure 4.3 shows the results of applying PCA to the data from the subjects in neutral and
performing six expressions (for information about the database, see Section 4.4.1).

Although samples of the same class tend to form groups in the PCA space, some groups
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overlap due to symmetric landmarks. In order to improve the separation between classes,
a new cluster is defined, denoted as M-cluster, by removing the samples which are farther
than M (M ∈ R+) times the standard deviation from the cluster medoid. Medoids are rep-
resentative objects of a cluster whose average dissimilarity to all the objects in the cluster is
minimal [127]. For instance, Figure 4.3 shows the M-clusters formed by settingM = 1.5. With
this value, the clusters corresponding to the landmarks nose tip and subnasal (points 7 and
8 in Figure 4.2) do not overlap any of the clusters. In Sections 4.2.5 and 4.2.6 will be shown
that with a good separation between these two classes, a proper landmarks prediction can be
obtained.

A rule Ei is derived for a class i based on a clustering procedure. The rule Ei is defined as
the minimum volume enclosing ellipsoid of a M-clusteri (see Figure 4.3). Ei is obtained from
the representation of the ellipsoid in the center form as (pk − Ci)TA(pk − Ci) 6 1, where Ci
corresponds to the center of the ellipsoid corresponding to class i and A is the 3× 3matrix of
the ellipse equation. When a new point pk becomes available, each Ei is evaluated in order
to see if the point satisfies the equation. As some M-clusters are overlapping, it is possible
that more than one label be assigned to the same pk. Similarly, it is possible that pk is not
assigned to any class because the point lies in a region that is not of interest. Figure 4.4 shows
an example of the vertex classification results obtained using the proposed method.

Figure 4.4: Example of vertex labeling result. (A) Notice how the points on the nose tip region are correctly
labeled. (B) Some vertices are assigned to two classes. This situation is because of the left-right symmetry of the
features. (C) Points located far from the region of interest are discarded.
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Figure 4.5: Umbilics of different 3D facial models of the same subject performing different expressions. Notice
how the umbilics are distributed all over the surface, and in most of the cases umbilics are present at the locations
of salient facial features.

It is not efficient to compute the descriptor value and its projection to PCA space for all the
vertices of the mesh. To reduce the search space, samples were computed on the surface using
a curvature-based descriptor. More precisely, all surface umbilics [128] were used as samples,
umbilics are the points on the surface where the principal curvatures are identical (that is,
k1 = k2). This sampling approach was chosen because it can be observed experimentally
that most landmark positions are located close to a umbilic, as shown in Figure 4.5.

4.2.5 Refining the Nose Landmarks

This section describes the procedure to select candidates for four points on the nose area,
which are used as initial guess of the landmarks: right subalare, left subalare, nose tip, and
subnasal, which are labeled as 5, 6, 7 and 8, respectively (see Figure 4.2). Following the clas-
sification procedure described in Section 4.2.4, for each umbilic of the input scan F, the FP
descriptor is computed, projected into PCA space, and labeled (in the following this proce-
dure will be referenced as FPPCA). The result is a set of candidates for each landmark class
(see first row of Figure 4.6). To find an initial position of landmark li, the points in the neigh-
borhoods of umbilics that were labeled li were considered.
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The search starts in the nose tip region. The point selected as starting point, it is the vertex
v of F that corresponds to the umbilic that after FPPCA is the closest point to the medoid of
the cluster of points labeled as nose tip. The new search space corresponds to the set of ver-
tices vk within the geodesic circle of radius r centered at v. For each vk, FPPCA is applied. In
this step, only points vk that are either labeled as nose tip or subnasal were considered. This
procedure is depicted in the second row of Figure 4.6.

Next, the positions of the right and left subalare are refined. The refinement starts from
the point v closest to the medoid of all points that were labeled as subnasal in the previous
step. The algorithm proceeds by classifying points vk in a geodesic neighborhood of radius
r of v using FPPCA. In this step, only the points vk that are labeled as right or left subalare
are considered. Since the M-clusters of these two classes strongly overlap, most of the labeled
points are assigned to two classes and the non-relevant points are discarded (see third row of
Figure 4.6). Since the labeled vertices are distributed over both sides of the nose, this set of
vertices is splited up into two sets by performing a k−means clustering with k = 2. The two
new sets of vertices still have both labels, and the point closest to the medoid of each cluster is
selected as a possible candidate (see fourth row of Figure 4.6). It remains to determine which
of these points corresponds to the right subalare, and which one to the left.

4.2.6 Aligning Landmark Graph to Scan

So far, four points on the nose region have been selected and labeled. Due to the face symme-
try, two of the points have the same labels. To solve this problem, a template Pa of the upper
part of the face with the same structure as the landmark graph (see Figure 4.2) is roughly
aligned to the input scan F. This helps also to estimate the initial guess of the remaining land-
marks: right inner eye corner, right outer eye corner, left inner eye corner, and left outer eye
corner, which are labeled as 1, 2, 3 and 4, respectively.

Here, a rigid alignment T that best aligns the point set va from Pa with the point set vb
from F is computed. The point set va corresponds to the points labeled 5 to 8 of Pa, and vb
corresponds to the four points on the nose region of F. As the labels 5 and 6 of the points in vb
are unknown, there are two possible configurations for the alignment. As a result two linear
transformations T1 and T2 are obtained. In order to select the transformation that produces a
valid result, the transformed point sets P1 = T1Pa, and P2 = T2Pa, are computed. One of the
transformations produces a vertical “flip” of the template, resulting in a wrong estimation of
the coordinates of the points in the eye region. Therefore, the point set Pi that minimizes the
sum of Euclidean distances to closest points on F is the correct transformation. This proce-
dure is depicted in the fifth row of Figure 4.6.
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Figure 4.6: Framework of the proposed initial alignment method.
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The locations of the transformed template vertices are used to define the search space
region on which statistical inference is performed, as discussed in Section 4.2.2. The regions
are defined as all points within distance r from the transformed points Pi.

4.3 Registration

This section describes how a template is fitted to a 3D scan of the face. The input scan cor-
responds to a face of a subject performing a facial expression. Fitting a template to this scan
is challenging because the facial geometry has large variations due to different face shapes
and facial muscle movements. Here a registration method is proposed. The expression and
the shape are fitted separately in order to handle the complexity of the problem. Figure 4.7
shows an overview of the proposed method.

Figure 4.7: Registration procedure. First, the template and the scan are aligned using the predicted landmarks.
Second, the expression is fitted using a blendshape model. Finally, an energy-based surface fitting method is used
to fit the shape. At the end, the overlap between the scan and the template is maximized and a point-to-point
correspondence for the face shapes in different expressions is obtained.

In this case, the facial expression fitting problem is addressed as a facial rigging problem.
In facial rigging, a facial expression is produced by changing a set of parameters associated
with the different regions of the face modeled using blendshapes. Conceptually, to generate
a facial shape from a 3D rest pose face template, just a set of vertices is moved to a new
location, e.g., lift an eyebrow or open the mouth (see Figure 4.8). In this sense and similar to
the approach proposed by Li et al. [95], a facial expression is modeled as a linear combination
of facial blendshapes (denoted by Ai), which are expressed as vectors of displacements from
the rest pose (denoted by A0).
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4.3.1 Affine Alignment

To solve the fitting problem, the template A0 in neutral pose is aligned to a scan F as follows.
Both A0 and F contain a set of landmarks denoted by l̄i and li, respectively. The landmarks
li were predicted using the method described in Section 4.2. The alignment is carried out by
finding a 3× 4 transformation matrix TA that minimizes the energy

Elnd =

L∑
i=1

(
TAl̄i − li

)2
, (4.2)

with respect to the 12 parameters in TA using a quasi-Newton approach starting from TA as
identity matrix.

4.3.2 Expression Fitting

The aim of this step is to model expression variations using a small number of basis shapes.
An expression can be generated using a small number of parameters as

P(αi) = A0 +

j∑
i=1

αiAi, (4.3)

whereA0 corresponds to the rest pose,Ai, i > 0 correspond to the blendshape displacements,
and αi (0 6 αi 6 1) are the blending weights of expression P(αi). For each blendshape Ai,
Figure 4.8 shows the corresponding expressions. The 3D models used in both the creation
of A0 and the generation of Ai were obtained using a commercial software. Notice that
mostly mouth displacements are considered. As the expressions are generated as a linear
combination of displacements, to avoid exaggerated undesired expressions, it is important
that no two blendshapes add the same kind of displacement. By using a blendshape model,
the facial expression fitting problem is transformed into an optimization problem, where the
value of each αi has to be estimated.

Recall that A0 and F are affinely aligned. The αi that best match the expression of F, it
is found by dividing P(αi) into three regions: chin, mouth, and remaining face (as shown in
Figure 4.9). The division is motivated by the fact that the chin and lip regions vary drastically
from one expression to another (mostly in terms of displacements). Thus it is desirable to in-
spect the quality of the fitting in each of these regions separately by assigning higher weights
to points in these regions than to points in the remaining face.

To fit the expression, the energy

Eexpr =
∑
r

ωr〈(NN(pr(αi)) − pr(αi)), ~n(NN(pr(αi)))〉2, (4.4)
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Figure 4.8: Left: template rest pose A0 and a set of blendshapes Ai. Right: examples of models generated as
linear combinations of blendshapes.

Figure 4.9: Regions used in the expression fitting procedure.
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is used. pr(αi) are the vertices of P(αi), NN(pr(αi)) indicates the nearest neighbor point of
pr(αi) on F, ~n(NN(pr(αi))) is the unit outer normal vector of NN(pr(αi)), 〈., .〉 denotes the
dot product of two vectors, andωr is a weight associated with pr(αi). The energy pulls each
vertex of the template to the nearest point on the tangent plane of its nearest neighbor on F.
The weight ωr is used for two purposes: to give different weight to the mouth, chin, and
remaining regions of the model, and to make the method more robust to both the presence
of outliers and mis-oriented surfaces. To achieve the first goal, ωr is set to either ωmouth,
ωchin, or ωremaining, depending on the region containing pr(αi). To achieve the second
goal, only the nearest neighbor is considered if the angle between the outer normal vectors of
pi(αi) and NN(pr(αi)) is small. Specifically, ωremaining is set to zero if the angle is larger
than ϕ. To force the fit to be exact, ωchin and ωmouth are set to zero if the angle is larger
thanϕ/2. The expression is fitted by minimizing Eq. 4.4 with respect to the blending weights
αi. In the experiments performed here, ϕwas set to 80 degrees.

The minimization of Eexpr is carried out in two stages. In the first stage, it is inspected
if some movement occurs in the chin. Once the position of the chin is known, to refine the
match with the expression of the input model, it is necessary to inspect the position of the lips.
Based on this, the expression fitting procedure proceeds as follows: First, the weightωmouth
is set to zero, thus the minimization is only guided by vertices that are not in the mouth re-
gion. In this stepωremaining is set to one andωchin is defined as 1−

(
Vvalidchin /Vchin

)
, where

Vchin is the number of vertices in the chin region and Vvalidchin is the number of valid nearest
neighbors in this region. The second step begins when at least 80% of the vertices in the chin
region have valid nearest neighbors. At this time, ωmouth is set to 1 −

(
Vvalidmouth/Vmouth

)
,

where Vmouth is the number of vertices in the mouth region and Vvalidmouth is the number of
valid nearest neighbors in this region. The minimization process ends when at least 60% of
the vertices in the mouth region have valid nearest neighbors. This weight variation scheme
ensures that the chin and mouth regions of P(αi) match the expression of F. The threshold
values forωchin andωmouth were chosen based on experimental observations.

This step fits the expression of the template to the expression of the scan. However, since
the deformations are modeled by a small number of parameters, the deformation during this
step is restricted, and fine shape details cannot be modeled by this step.

4.3.3 Shape Fitting

To find a more accurate local fitting, the shape of P(αi) is fitted to the shape of F. For ease of
notation, P = P(αi) is used in the following.
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The shape fitting is, again, treated as an optimization problem similar to the method pro-
posed by Allen et al. [121] and extended by Li et al. [129]. The goal is to find a set of 3 × 4
transformation matrices Ti for each vertex pi of P such that pi is moved to the new location
p̃i = Tipi to fit the shape of F. The transformed version of P is denoted P̃. The transformation
matrices Ti are obtained by minimizing an energy function, which is a weighted sum of three
energy terms.

The first term is the data term

Edata =
∑
i

ωi 〈(NN (p̃i) − p̃i) , ~n (NN (p̃i))〉2 , (4.5)

where NN (p̃i) indicates the nearest neighbor of p̃i on F, and ~n (NN (p̃i)) is the normalized
outer normal of NN (p̃i). The weight ωi is set to one if the angle between the outer normal
vectors of p̃i and its nearest neighbor is at most 80 degrees, and to zero otherwise. The data
term ensures that the template is deformed to resemble the input scan.

The second energy is a regularization term that encourages smooth transformations be-
tween neighboring vertices of the mesh. This energy is called the regularization energy Ereg
and it is defined as

Ereg =
∑

(i,j)∈E(P̃)

(
Ti − Tj

)2
, (4.6)

where E(P̃) is the set of edges of P̃. This term prevents adjacent parts of P from being
mapped to disparate parts of F, and also encourages similarly-shaped features to be mapped
to each other [121].

The final energy term encourages the transformation matrices to be rigid. The rigid en-
ergy Erigid, which measures the deviation of the column vectors of Ti from orthogonality
and unit length, is defined as

Erigid =

r∑
i=1

(((
ai1
)T

ai2

)2
+
((

ai1
)T

ai3

)2
+

((
ai2
)T

ai3

)2
+
(
1−

(
ai1
)T

ai1

)2
+

+
(
1−

(
ai2
)T

ai2

)2
+
(
1−

(
ai3
)T

ai3

)2)
,

(4.7)
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where ai1, ai2, ai3 are the first three columns vectors of Ti.
The energy terms described above are combined in the weighted sum

Eshape = ωdataEdata +ωregEreg +ωrigidErigid. (4.8)

The shape is fitted by minimizing Eshape with respect to the parameters Ti. To encourage
smooth and rigid transformations, the weights are set as follows: ωdata = 1, ω0reg = 20000,
and ω0rigid = 10. Similar to Li et al. [129], whenever the energy change is negligible, the
weights are relaxed as ωtreg = 0.5ωt−1reg and ωtrigid = 0.5ωt−1rigid to give more weight to the
data term. This allows the template to deform towards the scan. The algorithm iterates until
the relative change in energy (Ei−1shape − E

i
shape)/E

i−1
shape, where i is the iteration number, is

less than 0.0001. For each set of weights, a quasi-Newton approach [130] was used to solve
the optimization problem, and at most 1000 iterations are performed.

As the template only includes the shape of the face and the template can be free deformed
during the shape fitting, in both expression and shape fitting procedures, the boundary points
of the input model are ignored to prevent that the fitting results include noise shapes from
the hair or ears of the input model.

4.4 Experiments and results

4.4.1 Database

The database BU-3DFE [131] was used for all of the experiments. This database consists of
3D face models from 100 subjects (56 Females and 44 Males) in neutral pose and with the
following facial expressions: surprise, happiness, disgust, sadness, anger and fear. There are
four scans of each facial expression, corresponding to different levels of intensity from low to
highest. As a file containing the raw data of each scan is also available, there are a total of 50
files per subject, 25 raw scans and 25 corresponding to the cropped faces. Figure 4.10 shows
snapshots of different scans from the BU-3DFE database. In the experiments, a subset of 700
3D models corresponding to the cropped faces of the subjects performing the expressions in
the highest level was used.

4.4.2 Landmark prediction accuracy

Two different subsets of models of 50 subjects (25 females and 25 males) to train the landmark
prediction model were used. First, the subset Tn consisting of 50 models of subjects in neutral
pose was used as training set. Second, the subset Te consisting of 350 models of the same 50
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Figure 4.10: Characteristics of the BU-3DFE database.

subjects in neutral pose and performing six different facial expressions was used as training
set. As Tn covers the shape variability and Te covers both shape and expressions variability,
this enables the evaluation of the influence of the variabilities considered in the training sets.
The accuracy of the landmark prediction algorithm is evaluated over the remaining 50 sub-
jects of the database (31 females and 19 males). The test database corresponds to 350 models
of subjects in both neutral pose and when performing six different facial expressions.

To evaluate the accuracy of the landmark prediction algorithm, the error of the Euclidean
distance between a manually located landmark li and its corresponding estimation l̂i was
computed. The mean, the standard deviation, and the maximum of the error were computed.
Also the detection rates were computed by counting the percentage of test models where the
landmark l̂i was predicted with an error below 10mm (T < 10), 20mm (T < 20), and 30mm
(T < 30). Tables 4.1 and 4.2 show the results of the evaluation for the test with Tn and Te as
training databases, respectively.

The best landmark prediction results were obtained when Te is used for training. In both
experiments, the landmarks located in the nose region are better predicted than the ones lo-
cated in the eye region. The tip of the nose is predicted with the lowest error and the outer
corners of the eyes are predicted with the highest error. One of the reasons that the outer
corners of the eyes are not predicted as well as the other landmarks is that the initial posi-
tion is found based on the alignment of the landmark template (see Figure 4.6). This adds an
estimation error that is reflected in the values of the standard deviation. The values of the de-
tection rates show the improvement in accuracy of the landmark prediction when Te is used
as training set. This indicates that for the configuration of the landmark prediction model de-
scribed in this chapter, the variations due to both shape and expression have to be considered.

These results of landmark prediction were compared with two approaches where the BU-
3DFE database is also used for testing. Segundo et al. [71] used 2500 range images obtained
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Landmark Mean ± Std Max. T < 10 T < 20 T < 30

[mm] [mm] [%] [%] [%]

Right inner eye corner 10.35 ± 6.13 33.93 53.71 87.14 92.57

Right outer eye corner 11.79 ± 7.77 34.73 27.71 85.71 93.43

Left inner eye corner 11.63 ± 6.82 34.16 44.57 86.57 94.00

Left outer eye corner 12.57 ± 7.23 34.29 31.43 89.14 95.71

Right subalare 9.96 ± 6.59 33.49 66.00 86.86 98.00

Left subalare 10.93 ± 6.87 34.15 55.14 87.43 94.29

Nose tip 7.42 ± 5.64 32.03 82.57 92.00 96.86

Subnasal 7.12 ± 5.87 33.75 84.57 87.43 95.43

Table 4.1: Error of landmark prediction with training set Tn. T < 10, T < 20, and T < 30 correspond to the
detection rates with a tolerance of 10mm, 20mm and 30mm, respectively.

Landmark Mean ± Std Max. T < 10 T < 20 T < 30

[mm] [mm] [%] [%] [%]

Right inner eye corner 6.14 ± 4.54 34.39 80.86 95.14 97.43

Right outer eye corner 8.49 ± 6.12 34.54 62.29 95.14 97.71

Left inner eye corner 6.75 ± 4.21 33.75 84.00 96.57 98.29

Left outer eye corner 9.63 ± 5.82 34.63 63.14 93.43 98.86

Right subalare 7.17 ± 3.3 32.23 85.43 95.14 97.43

Left subalare 6.47 ± 3.07 32.3 89.71 96.86 97.43

Nose tip 5.87 ± 2.7 29.91 93.71 97.43 100

Subnasal 5.57 ± 2.03 30.26 95.43 98.29 99.71

Table 4.2: Error of landmark prediction with training set Te. T < 10, T < 20, and T < 30 correspond to the
detection rates with a tolerance of 10mm, 20mm and 30mm, respectively.
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Landmark [71] [106] Proposed Method
[mm] [mm] [mm]

Right inner eye corner 6.33 20.46 6.14

Right outer eye corner N.A. 12.11 8.49

Left inner eye corner 6.33 19.38 6.75

Left outer eye corner N.A. 11.89 9.63

Right subalare 6.49 N.A. 7.17

Left subalare 6.66 N.A. 6.47

Nose tip 1.87 8.83 5.87

Subnasal N.A. N.A. 5.57

Table 4.3: Comparison of mean errors of the proposed method and two different approaches.

from the raw data, and Nair and Cavallaro [106] used 2350 of the 2500 3D cropped face
models available. Table 4.3 shows the mean of the error of the landmark prediction. For all
the landmarks, the here described approach outperforms the approach of Nair and Caval-
laro [106]. Compared to Segundo et al. [71], for all the landmarks but the nose tip the mean
error is similar. Recall however that Segundo et al. [71] use a more challenging dataset for
testing.

Although the obtained landmark prediction error appears to be high, it is still possible
to obtain a proper point-to-point correspondence since the landmarks are only used to align
the template to the scan. Afterwards, a non-rigid iterative closest point framework is used to
deform the expression and shape of the template. Figure 4.11 shows some examples of the
landmark prediction results over models of subjects with different facial shapes and perform-
ing different expressions.

In the following Te is used as training data set. Furthermore, only the models where
all landmarks are predicted within 30mm of the ground truth (332 of the 350 models) are
considered.

4.4.3 Registration

The proposed dense point-to-point correspondence algorithm was tested on 332models.
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Figure 4.11: Examples of the landmark prediction results. Red and green spheres correspond to the manually
placed and predicted landmarks, respectively. First row: female subjects; Second row: male subjects.

4.4.3.1 Landmark Fitting Accuracy

To evaluate the accuracy of the registration, the error in the location of manually placed land-
mark points present in the BU-3DFE database that are not considered for the alignment is
computed. The error corresponds to the Euclidean distance between a manually placed point
and its corresponding location after registration. The set of points considered for the evalu-
ation (see Figure 4.12) includes 20 points on the eyebrows (10 left, 10 right), 12 points on the
eye contours (6 left, 6 right), 12 points in the nose region, 12 points on the outer contour of
the lips, 3 points on the chin, and 12 points on the face contour (6 left, 6 right).

Table 4.12 shows the mean, the standard deviation, and the maximum of the error, as well
as the detection rates. In this case, the mean and the standard deviation were computed over
all points in a region and over all 332models used for correspondence computation. Further-
more the detection rates are computed by counting the percentage of test models where all
the points belonging to the same region were predicted with an error below 10mm (T < 10),
20mm (T < 20), and 30mm (T < 30).

The points on the eye contour and the nose region were found with lower mean error
and variation than the points on the mouth, chin, and eyebrows regions. This situation is
expected because the movements in the eyebrows and mouth are more pronounced than in
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Points Mean ± Std Max. T < 10 T < 20 T < 30

[mm] [mm] [%] [%] [%]

Left Eyebrow 6.28 ± 3.30 25.36 52.87 98.79 100

Right Eyebrow 6.75 ± 3.51 23.59 45.62 98.19 100

Left Eye 3.25 ± 1.84 12.53 98.19 100 100

Right Eye 3.81 ± 2.06 12.24 96.07 100 100

Nose 3.96 ± 2.22 16.97 87.61 100 100

Mouth 5.69 ± 4.45 45.36 52.57 94.26 98.79

Chin 7.22± 4.73 33.80 58.01 95.47 99.39

L. Face 18.48± 8.52 52.17 0.60 22.36 64.05

R. Face 17.36± 9.17 58.36 0.30 22.96 60.12

Figure 4.12: Error at landmark points not used for registration. Left: set of points. Right: summary of errors.

the other areas. The big difference between the error on the face contour points with respect
to the other regions is mainly because of there are no strong anatomical attributes that help to
define the face contour, which results in highly inconsistent manually placed markers across
the database.

The next point which will be discussed is the quality of the results after the final shape
fitting step. Figure 4.13 shows the cumulative distribution of the number of models where
the error at the landmark points not used for registration is below a threshold (due to noise,
the set of ground truth points on the face contour was not included). Note that even when
the error at some points is slightly high, it was found that both the face regions and the
surface geometry of the input models are consistently matched with their counterparts in the
deformed template.

4.4.3.2 Surface Fitting Accuracy

To evaluate the accuracy of the fitting, the Modified Hausdorff Distance (MHD) is com-
puted. The MHD is a metric for shape comparison that measures the degree of mismatch
between two points sets. Therefore, it is useful to demonstrate the quality of a registration
algorithm [112]. The MHD is defined as [132]:

MHD(P, F) =
1

Np

Np∑
i=1

min
fj∈F

∣∣pi, fj∣∣ , (4.9)
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Figure 4.13: Cumulative distribution of the number of models where the error at all the landmark points not used
for registration is below a threshold. Example of registration results (left and right). Error distribution (center).

where
∣∣pi, fj∣∣ is the Euclidean distance between vertices of the template P and the vertices of

the input model F, andNp is the number of vertices of P. The MHD represents the average of
the minimum Euclidean distance of the vertices of P, to which F is registered [112]. The val-
ues of the average, standard deviation and maximum of the MHD for the 332 tested models
were 1.42mm, 0.56mm and 3.66mm, respectively. This shows that the proposed method has
the ability of keeping the overall shape during the fitting.

In addition, the bottom row of Figure 4.17 shows the histograms and the false color visu-
alization of the mean magnitude and standard deviation of the distance between the surfaces
F and P computed over all 332 models. For every point pr on P, its nearest neighborNN (pr)

on F is determined, the distance from pr to the tangent plane of NN (pr) corresponds to dis-
tance between the surfaces. As most of the values of the distances are concentrated between
0 and 1mm, in order to improve the visualization, the color map was clamped to this range.
Notice the variation in the lower lip and chin area, which are the regions where the surface is
deformed most due to the facial expressions.

4.4.3.3 Visual Evaluation

Next, some examples that summarize the results of the expression and shape matching stages
of the registration process are shown. The third column of Figure 4.14 shows examples of the
expression fitting results for six different kinds of facial expression. In all cases, the expres-
sion of the mouth region of the input model is properly matched after linear blending. The
fourth column of Figure 4.14 shows examples of the shape fitting results. The models are
color-coded with respect to the signed distance from the input scan. Note that most points on
the models are within 2mm of the scan. Furthermore, notice how the different expressions
in the eyebrows are properly fitted. In order to visualize the quality of the correspondences,
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a chess-board texture (with some facial features colored) was applied to the template model
(see right of Figure 4.14). Results of the texture transferring show that in most of the face
regions, the shape of the deformed template matches the shape of the input model.

The proposed method, which uses nearest neighbors to guide the deformation, the high-
est level of expression is the most difficult to register. All of the experiments outlined so far
have considered this case. Figure 4.15 illustrates two examples of registering different levels
of the same subject in the same expression. Note that the visual differences between the qual-
ity of the results are insignificant.

Finally, the running time of the here presented method is discussed. On a standard PC
(2.4 GHz processor), the typical time to predict the set of landmarks for the initial alignment
is about 5 seconds for rough alignment and about 176 seconds for the refinement of the po-
sition. The typical time for expression and shape fitting is about 6 seconds and 28 seconds,
respectively.

4.4.4 Comparison to 3D Morphable Model

The registration results are compared to the results obtained using the commonly used 3D
morphable model (3DMM) [117], which is a statistical model that encodes information about
a set of training shapes. In order to use the morphable model for fitting, such a model has
to be built. To this end, 50 subjects in highest expression levels (that were used for training
for the landmark detection part) are used. Before computing the model, it is necessary to
parameterize the training shapes. This is achieved by using manually placed marker posi-
tions that guide a non-rigid iterative closest point deformation. This step to parameterize a
training set in a semi-automatic way is time-consuming. The morphable model was analyzed
and it was found that retaining 50 principal components yields a compact, yet general model.

The morphable model was fitted to the data by first using the landmarks predicted by
the proposed prediction method to rigidly align the scan to the model, and by subsequently
minimizing the energy Edata defined in Equation 4.5 with respect to the model parameters.

Note that unlike 3DMM, the method introduced does not require a parameterized training
set as a start. Furthermore, in the future, the proposed method could help building statistical
models without the need to parameterize a training set in a semi-automatic way.

The comparison with the 3DMM is carried out in two ways. First, an evaluation of the
obtained fitting results is provided. Since for the 3DMM, the amount of displacement during
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Figure 4.14: Examples of registration results. The input, fitted expression, error mapped, and texture mapped
models are provided for each example.
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Figure 4.15: Examples of fitting to models of the same subject performing an expression in different levels. Fear
(first three rows). Surprise (last three rows). For each example, first, second, and third rows are the input, output,
and textured models.
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the fitting is restricted to the one learned from the training data, the proposed method can fit
local shape details more accurately than 3DMM, as can be seen in the four examples shown
in Figure 4.16. As most of the values of the distances are concentrated between 0 and 1mm,
in order to improve the visualization, the color map was clamped to this range.

Figure 4.17 compares the histograms and the false color visualization of the mean magni-
tude and standard deviation of the distance between the surfaces F and P computed over all
332 models. Notice that while both methods lead to good fitting results overall, the proposed
method has lower mean error in localized areas such as the tip of the nose or the eyebrows.
The reason is that unlike the proposed method, 3DMM cannot fit to localized shape detail
such as raised eyebrows, because 3DMM restricts the search space for the correspondence
search to the variations observed in the training data.

1.0

0.0

0.5

[mm]

Figure 4.16: Comparison of shape distance of 3DMM fitting and the results of the proposed method. Top to
bottom: input scan, 3DMM fitting, proposed method result.

Second, the results for the application of expression recognition are compared. Note that
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Figure 4.17: Distance between the surface of the template P and the surface of input model F. Histograms and the
false color visualization (different views) of the magnitude of the mean and standard deviation of the distance.
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this experiment is primarily intended to give a comparative evaluation between 3DMM and
the proposed method, and not to introduce a new method for expression recognition.

In the following experiment, the aim was to recognize (the highest expression levels of)
the expressions anger, happiness, and surprise. The features used for this experiment are
based on anatomical facial landmarks and are computed following the methodology de-
scribed in Rabiu et al. [133]. The feature selection, classification and evaluation is carried
out using the pattern recognition tool developed by Duin et al. [134] with a support-vector
classifier based on a 2nd order polynomial kernel. For training, features derived from the
ground truth landmarks of the 50 subjects that were used for training for the landmark
detection part are used. For testing, all fitting results (with expressions anger, happiness,
or surprise) are used. The overall expression recognition rate using the models fitted with
3DMM is 61.1%, while the overall expression recognition rate using the models fitted using
the proposed method is 77.7%. While neither of these results is competitive with human ex-
perts, who achieve a recognition rate of 98.1% [131], the experiment shows that the proposed
method achieves significantly higher recognition rates than 3DMM. The reason is that the
proposed method can fit better to local shape details, as discussed above.

4.4.5 Application

Finally, the fitting results are applied to build a statistical shape space that allows to explore
the identity and expression variations of a database of faces separately. To this end, the reg-
istration results are used to compute to compute a multilinear model [135]. The multilinear
model expresses each face using one weight vector ωi for identity and a second weight vec-
torωe for expression. The expression of a subject can be modified by keepingωi fixed while
modifying ωe. Similarly, the identity can be modified while preserving the expression by
keeping ωe fixed while modifying ωi. This is shown in Figure 4.18. Here, the faces shown
in boxes are the registered faces of the database that were used to compute the multilinear
model, and the remaining faces were generated by fixing ωi to one identity and varying ωe
(top row) and by fixing ωe to the weight of happiness and varying ωi (bottom row). Note
that in this way, realistic looking new expressions and identities can be generated, respec-
tively.

4.4.6 Limitations

The method introduced in this chapter has some limitations. Sometimes, not all local areas
of a face are fitted accurately. Most of the incorrect shape fitting occurs on the inner parts of
the lips. As the input scans have information in the area of the teeth, which is not considered
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Figure 4.18: Real models used to compute the multilinear model (shown in boxes) and synthetic models gener-
ated from the multilinear model.

in the template model, the algorithm converges to this region, thereby causing miscorrespon-
dences during the shape fitting. Figure 4.19 shows an example of the limitations in the shape
fitting. Notice how the expression is matched correctly, but the corners of the mouth are not
well located, which causes an incorrect fitting on the mouth and chin regions.

Input Expression
fitting

Shape
fitting

Texture
mapping

Figure 4.19: Incorrect shape fitting. The differences in topology of the input and template meshes cause incorrect
expression and shape fitting.

Another limitation occurs for models with occluded parts. Figure 4.20 shows the result
of the proposed point-to-point correspondence approach for a model of a subject where the
mouth is occluded by a hand. In this case, the template is correctly fitted to areas not affected
by the occlusion, but occluded regions cause unlikely face shapes.

4.5 Conclusions

This chapter presented a fully automatic method to compute dense point-to-point correspon-
dences between a set of human face scans with varying expressions. The proposed approach
proceeds by learning local shape descriptors and spatial relationships for a set of landmark
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Figure 4.20: Challenging test scenario. Mapped error models correspond to the fitting result. Test was carried
out over one model of the Bosphorus database.

points. For a new scan, the approach first predicts the landmark points by performing sta-
tistical inference on the learned model. The approach then fits a template to the scan in two
stages. The first stage fits the expression of the template to the expression of the scan using
the predicted landmark points. The second stage fits the shape of the template to the shape
of the scan using a non-rigid iterative closest point technique. This approach was applied to
350 models of the BU-3DFE database, and evaluated the results both qualitatively and quan-
titatively. It was shown that for 94.9% of the models, the landmarks are predicted with an
error below 30mm, and that for most of the models, a consistent correspondence is found.
Furthermore, the algorithm was evaluated on a challenging case of a face with occlusion.

The failure cases of the algorithm are mostly caused by noisy data in the mouth area.
For future work it would be necessary to design algorithms that can handle this challeng-
ing scenario. It is also of interest to test the algorithm on a large database of models with
different types of occlusion, such as models wearing eyeglasses (e.g., models from Bospho-
rus database [136]) and on data acquired using different types of sensors. Finally, with the
availability of inexpensive depth cameras, dynamic data is becoming increasingly important.
Interesting future work includes to extend the proposed algorithm to compute correspon-
dences of dynamic facial data in a fully automatic framework.



5
3D Anthropometry of the Face

Since this work is aiming to develop methods that help to overcome the disadvantages of
the traditional anthropometry (which were stated in Chapter 1), this chapter presents the
evaluation of the proposed non-rigid registration as a tool for the detection of several facial
attributes corresponding to landmarks, anatomical regions, and the mouth contour.

So far, only the 3D information of the face geometry has been used as the input of the al-
gorithms presented in this work. However, because the methods that combine different kinds
of information achieve more accurate results [137], a landmark detection algorithm that com-
bines 3D and texture information is used to improve the initialization of the non-rigid fitting
procedure.

This chapter is organized as follows Section 5.1 reviews literature related to finding face
attributes using multimodal approaches. Next, the pipeline of the algorithm for automatic
face anthropometry is depicted in Section 5.2. The methodology used for the testing of the fa-
cial features detection algorithms is described in Section 5.3. Finally, the experimental results
and conclusions are shown in Sections 5.4 and 5.5, respectively.

5.1 Related Work

Facial features extraction, whether realized on texture, depth images, point clouds, or 3D
meshes, always will have to deal with some drawbacks, but each of the methods has its own
advantages. Based on this, it has been demonstrated that combinations of different kinds of
information produce better results than using each of them individually [137]. Some works
which use more than one kind of information for facial feature detection are described below.
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Xue and Ding [88] present a method to integrate range and intensity information. The
algorithm is used to detect the face and three facial landmarks (tip of the nose and the two
centers of the eyes). The detection of the 3D facial features is based on an extension of the
AdaBoost method. The 2D analysis is performed using the Haar features described in [138].
H and K curvatures are used to describe the shape in 3D. ROC curves and Euclidean distance
are the base to evaluate the performance of the face detector and facial landmarks localization
methods, respectively.

Gong and Wang [79] introduce a face segmentation method from the texture of a 3D
model. Twenty-eight regions containing ears, eyes, eyebrows, nose, and mouth are seg-
mented by combining 2D texture and 3D geometry. Although, the segmented regions have a
semantic meaning, the boundaries of the regions are rough. In addition, the accuracy of the
method is determined by visual inspection.

Zou et al. [139] propose a model to extract features on range images based on a 3D de-
formable model. An extra optimization stage allows the extraction of features from the tex-
ture. The mapping of a 3D model to an input range image is made using a linear transforma-
tion, which simplifies and reduces the computational complexity. As the method described
before, the evaluation is done by visual inspection.

Wang and Sung [140] introduce a method for facial feature detection on infrared images.
Extraction of eyes and mouth corners is based on color analysis and edge detection using the
SUSAN operator. The nose tip is detected on the disparity map. The head pose is estimated
from the location of previously extracted features and based on the camera calibration. Using
stereo matching, a 3D model of the face enables the location of more features. The experi-
ments show that the method works well to correct the pose. However, no quantitative results
of the accuracy of the detected facial features were presented because the ground truth was
not available.

Guo et al. [115] propose a method where 17 facial landmarks are automatically annotated
using a combination of a PCA-based feature recognition and a 3D-to-2D data transformation.
The detected landmarks are the guidance to establish dense anatomical correspondence be-
tween facial images using a thin-plate spline protocol. Despite the methods are shown to be
accurate for facial feature detection, the consistency of the registration is not evaluated quan-
titatively.

The method proposed in this chapter allows the location of a set of 39 landmarks, the se-
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mantic segmentation of the face into 26 regions, and the extraction of the three dimensional
contour of the mouth. The algorithm is divided in two stages. In the first part, a multimodal
approach is used to detect a set of 12 landmarks. These landmarks are the base of a non-
rigid fitting procedure that matches the shape of a target 3D model. Figure 5.1 shows an
overview of the method. Unlike some of the works described in this section, all the methods
are evaluated quantitatively. In addition, the potential of these methods for automatic face
anthropometry is also studied.

Input

+ +

Multimodal Landmarks Detection

=

Non-Rigid Shape 
Registration

Landmarks Detection, 
Semantic Segmentation and 
Mouth Contour Detection

Figure 5.1: Overview of the fully automatic face anthropometry approach

5.2 Non-contact Face Anthropometry

This section describes the algorithm used to extract different facial features that are the base of
an automatic face anthropometry procedure. This algorithm is a complement of the method
presented in the previous chapter. Unlike the landmark detection procedure described in
Section 4.2, the texture is used to increase the number (from eight to twelve) and accuracy
of the landmark’s location used for the initial alignment of the face template. Aiming in the
improvement of the initial estimation of the face height, a set of four new landmarks are
located in the mouth area. Before locating these landmarks, a combination of rigid and non-
rigid ICP procedures is used to refine the location of the predicted landmarks in the nose and
eyes areas.

5.2.1 Nose and Eyes Landmarks Detection

Approaches that extract facial features from 2D images rely on the proper frontal orientation
of the subject with respect to the camera position. In the case of textured 3D models, one of
the first steps is to orientate the model in a way that the appearance can be properly projected
to 2D, maximizing the visibility of the facial features. As the eyes, nose and mouth are the
features of interest, detecting some points in these areas, is enough to find a proper point of
view. Here, the pose of the 3D model is corrected based on the locations of eight landmarks
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(four in the nose and four in the eyes). The approach to find these landmarks proceeds as
follows:

1. An initial estimation ve of the landmarks location is found using the method depicted
in Figure 4.6.

2. Using Procrustes analysis, a transformation Te that best aligns the point set vep from a
template Pe with the point set ve is found. Using Te, the template Pe is rigidly aligned
to the input scan F.

3. In order to improve the initial alignment, a rigid ICP procedure is used to minimize the
distance between Pe and F. This step aims for correction of the rotation and translation
of Pe.

4. The eyes and nose landmarks are located on the final positions of vep after the non-rigid
alignment of Pe to F.

The second row of Figure 5.2 illustrates the procedure used for the detection of the land-
marks in the nose and eyes region.

5.2.2 Mouth Landmarks Detection

Once the nose and eyes landmarks have been detected, their locations are used to correct the
pose of F and to restrict the area where the mouth landmarks will be located. The mouth
landmarks detection is performed as follows:

1. Based on the location of six of the located landmarks, namely the inner and outer cor-
ners of the eyes and both subalare points, the pose of F is corrected. The reference plane
PR is set to be the best-fit plane to the six landmarks by least squares. Afterwards, the
texture of F is projected to PR and image It is obtained.

2. It is transformed to the YCbCr color space.

3. In order to filter the red zones, the RGB and YCbCr color information is combined using

Ienh = (IR + ICr) − (IG + IB + ICb), (5.1)

where IR, IG and IB are the RGB components of It; ICr and ICb are the red and blue
chrominance components of the YCbCr image, respectively.
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4. A binary image Ib is obtained selecting the pixels of Ienh that have an intensity value
larger than τmax(Ienh). Where max(Ienh) corresponds to the maximum intensity
value of Ienh and τ is a weight value. In the experiments performed here, τ was set
to 0.1.

5. The white pixels of Ib that are located above the subnasal point are discarded. Using
morphological analysis the biggest region of Ib is selected as the mouth region. The
right and left mouth corners are selected as the points with the minimum and maximum
x coordinates within the mouth region, respectively. The y coordinates of the upper
and lower points of the mouth are extracted from the points with the minimum and
maximum y coordinates within the mouth region. The x coordinates correspond to the
x coordinate of the mass center of the region of the mouth’s bounding box.

6. An initial estimation vm of the mouth landmarks is founded by re-projecting the above-
located points to 3D.

7. Using Procrustes analysis, a transformation Tm that best aligns the point set vmp from
a template Pm with the point set vm is found. Using Tm, the template Pm is rigidly
aligned to the input scan F.

8. The mouth landmarks are located on the final positions of vmp after the non-rigid align-
ment of Pm to F.

The mouth region and mouth landmarks detection procedures are depicted in the third
and fourth row of Figure 5.2.

The twelve detected landmarks are used for the initial alignment and registration of the
input scan F to a face template P following the procedures described in Section 4.3.

5.3 Experimental Setup

The above-described methods were tested as a tool for automatic face anthropometry. Four
different kinds of analysis were performed First, the ability of the method to detect facial
landmarks and its accuracy; second, the reliability of a set of anthropometric dimensions
measured from the detected landmarks; third, the quality of a semantic region segmentation
of the face; last, a quantitative evaluation of the extracted external contour of the lips. The
next sections describes the database, the set of landmarks, the set of dimensions, the semantic
segmentation, a template of the external lips contour, and the methods used to carry out a
quantitative evaluation for each of the analysis that were described above.
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Figure 5.2: Framework of the proposed multimodal landmark dectection method.



5.3 Experimental Setup 69

Figure 5.3: Set of landmarks

5.3.1 Data Collection

To test the system an in-house database (DBH) was used. The database consists of 20 subjects
(10 female and 10 male) between 18 and 35 years old. The subjects were asked to wear a
silicone cap to prevent that the hair interferes during the further 3D data acquisition process.
An expert physically located fourteen landmarks, which coincide with the critical bone struc-
tures, on the face surface of each subject. The 3D geometry and texture data were captured
with a Minolta Vivid 9i. Four scans of the same subject from different angles were necessary
to capture the whole face surface properly. The final 3D face model of each subject was ob-
tained after the registration of the four scans using a commercial software. Once the 3D face
model was obtained, another twenty-seven landmarks were manually located. Figure 5.3
shows the full set of landmarks. The landmarks labeled as 3, 4, 5, 6, 9, 12, 13, 16, 18 19, 22, 38,
40 and 41 are the anatomical landmarks located before the 3D scanning. The set of landmarks
was selected based on the methodology described in the work by Luximon et al. [141].

Figures 5.4a and 5.4b show an example of one model from the DBH database. The white
dots correspond to the locations of the anatomical landmarks. An expert manually located
the anatomical and physical landmarks onto the surface of the 3D models. As the ratio of a
white dot is about 5mm, the location of a landmark corresponds to the mass center of four
points that were located on the edge of the each white dot (see Figure 5.4c). This procedure
helps to reduce the variability of the final location of the point. These points are available
for all the models of theDBH database and correspond to the ground truth for the anthropo-
metric measurements analyzed in this chapter. Figures 5.4d and 5.4e show an example of a
model with the ground truth landmarks.
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(a) (b)

(c) (d) (e)

Figure 5.4: Example of model from the DBH database. (a) Textured and (b) Geometry. (c) Points (blue) used to
compute the absolute (red) position of the landmarks. (d) and (e) show the location of the anatomical (blue) and
physical (red) landmarks computed from the manually annotated points.

In addition, a plaster cast of the face of a subject was made and scanned (see Figure 5.5).
As the plaster casting procedure is highly invasive, only one subject was willing to collabo-
rate. A set of anthropometric dimensions were obtained from both the real model and the 3D
scan model. The aim of this experiment is to evaluate the discrepancy between the magni-
tude of the real and digital dimensions. The set of anthropometric dimensions and the results
of the comparison are shown in the next section.

5.3.2 Anthropometric Dimensions

There are several anthropometric dimensions that can be measured by using the above-
described facial landmarks as a reference. The set of anthropometric dimensions used in
this chapter was selected because they are the base for the computation of anthropometric
ratios, which are useful in different contexts such as design of respirators [142], craneo-facial
surgery planning [17], anthropometric 3D face recognition [143], among others. Figure 5.6
shows the set of dimensions that were selected. Appendix A contains the descriptions of the
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(a) (b)

Figure 5.5: Plaster model. (a) Picture and (b) 3D Geometry.

anthropmetric dimensions.

Notation Dimensions

D1 Bizygomatic breadth
D2 Maximum frontal breadth
D3 Menton-sellion length
D4 Minimum frontal breadth
D5 Nose breadth
D6 Nose protrusion
D7 Subnasale-sellion length
D8 Lip length
D9 Palpebral aperture

Figure 5.6: Set of dimensions

In order to verify the reliability of the acquisition device, a comparison between the mag-
nitude of the dimensions measured on the plaster cast (described in the previous section) and
the dimensions obtained from its 3D model, was carried out. An expert made the physical
measurements following the procedures described in Appendix A. The measurements ob-
tained from the 3D model were computed based on the 3D coordinates of the landmarks that
were located by the expert. The measurement of the dimensionsD1,D2, andD4, was carried
out with a spreading caliper, which has a resolution of 0.5mm. The rest of the dimensions
were measured with a sliding caliper, which has a resolution of 0.05mm.

The results of the comparison are shown in Table 5.1. The discrepancy of each measure
corresponds to the absolute difference between the physical measure and its digital counter-
part. The overall value of discrepancy obtained was 0.45 ± 0.1637mm, which is within the
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Dimension Plaster Cast 3D model Discrepancy
[mm] [mm] [mm]/[%]

Bizygomatic breadth 143.50 143.89 0.39/0.27

Maximum frontal breadth 122.0 122.68 0.68/0.55

Menton-sellion length 125.25 125.48 0.23/0.18

Minimum frontal breadth 112.50 113.17 0.67/0.59

Nose breadth 42.95 42.49 0.46/1.07

Nose protrusion 21.05 20.56 0.49/2.32

Subnasale-sellion length 50.80 51.41 0.61/1.2

Lip length 61.95 61.61 0.34/0.54

Palpebral aperture (right) 38.55 38.86 0.31/0.8

Palpebral aperture (left) 38.80 39.08 0.28/0.72

Table 5.1: Discrepancy between real and 3D measurements.

resolution of the measurement devices (≈ 0.5mm). However, a smaller value of discrepancy
is not enough to conclude that a measure is reliable. Notice that the discrepancy values (in
percentage) for the dimensions measured on the nose region were the highest. As the nose is
one of the face regions where the geometry varies drastically in a small area, this leads to dif-
ficulties in the acquisition due to self-occlusions. Therefore, the nose area is one of the regions
where more geometry corrections (hole filling, smoothing, etc.) have to be made during the
registration, which increases the error of the surface reconstruction.

5.3.3 Semantic Segmentation

The convergence of the classical 3D segmentation algorithms is mostly guided by rules, which
are inspired in the observations of the values of a certain feature or a set of certain features
computed from the surface. Therefore, the results of the segmentation do not necessarily
have a semantic meaning. In the case of faces, this situation becomes evident since the face
can be divided into many anatomical regions, each one with a well-defined description. De-
spite the proper anatomical definitions, the variations of the geometry on the boundaries of
the region are very small, which complicates the definition of rules that can be incorporated
into a system for the automatic segmentation of faces into semantic regions. The non-rigid
registration of surfaces offers an alternative to this problem since the semantic information
can be attached to the template used for fitting. Thus, the semantic segmentation is intrinsic
to the registration. In this chapter, a face template with 26 anatomical regions is used to ob-
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tain a semantic segmentation of the face. Figure 5.7 shows the template with the anatomical
regions highlighted in different colors.

Figure 5.7: Face template used for the semantic segmentation of the face.

For the quantitative analysis of the quality of the segmentation, the four metrics described
below were used. The description of the metrics was taken from [144]:

Cut Discrepancy. It summates the distances from points along the cuts (segment boundaries)
in the computed segmentation to the closest cuts in the ground truth segmentation, and
vice-versa. This method is boundary-based thus, it measures the distances between
cuts. Assuming C1 and C2 are sets of all points on the segment boundaries of segmen-
tations S1 and S2, respectively, and dG(p1, p2) measures the geodesic distance between
two points on a mesh, then the geodesic distance from a point p1 ∈ C1 to a set of cuts
C2 is defined as:

dG (p1, C2) = min {dG (p1, p2) , ∀p2 ∈ C2} ,

and the Directional Cut Discrepancy, DCD (S1 ⇒ S2), of S1 with respect to S2 is defined
as the mean of the distribution of dG (p1, C2) for all points p1 ∈ C1:

DCD (S1 ⇒ S2) = mean {dG (p1, C2) , ∀p1 ∈ C1} .

The Cut Discrepancy, CD (S1, S2), is the mean of the directional functions in both di-
rections, divided by the average Euclidean distance from a point on the surface to the
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centroid of the mesh (avgRadius), in order to ensure symmetry of the metric and to
avoid effects due to scale:

CD (S1, S2) =
DCD (S1 ⇒ S2) +DCD (S2 ⇒ S1)

avgRadius
.

Hamming Distance. Given two mesh segmentation S1 =
{
S11, S

2
1, . . . , S

m
1

}
and S2 = {S12, S

2
2,

. . . , Sn1 } with m and n segments, respectively, the Directional Hamming Distance is de-
fined as

DH (S1 ⇒ S2) =
∑
i

∥∥∥Si2\Sit1 ∥∥∥,
where \ is the set difference operator, ‖x‖ is a measure for set x (e.g., the size of set x,
or the total area of all faces in a face set), and it = maxk

∥∥Si2 ∩ Sk1∥∥. The general idea is
to find a best corresponding segment in S1 for each segment in S2, and sum up the set
difference. If S2 is regarded as the ground truth, then Directional Hamming Distance
can be used to define the missing rate Rm and false alarm rate Rf as follows:

Rm (S1, S2) =
DH (S1 ⇒ S2)

‖S‖
,

Rf (S1, S2) =
DH (S2 ⇒ S1)

‖S‖
,

where ‖S‖ is the total surface area of the polygonal model. The Hamming Distance is
simply defined as the average of missing rate and false alarm rate:

HD (S1, S2) =
1

2
(Rm (S1, S2) + Rf (S1, S2)) .

Since Rm (S1, S2) = Rf (S2, S1), the Hamming Distance is symmetric.

Rand Index. Measures the likelihood that a pair of faces are either in the same segment in
two segmentations, or in different segments in both segmentations. Let S1 and S2 two
segmentations, S1i and S2i as the segment identities of face i in S1 and S2, and N as the
number of faces in the polygonal mesh. Cij = 1 iff S1i = S1j , and Pij = 1 iff S2i = S2j ,
then the Rand Index is defined as:

RI (S1, S2) =

(
2

N

)−1 ∑
i,j,i<j

[
CijPij +

(
1− Cij

) (
1− Pij

)]
.
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CijPij = 1 indicates that face i and j have the same identities in both S1 and S2. Also,(
1− Cij

) (
1− Pij

)
= 1 indicates that face i and j have different identities in both S1 and

S2. Thus, RI (S1, S2) tells the proportion of face pairs that agree or disagree jointly on
their segment group identities in segmentations S1 and S2. In this case, the reported
value corresponds to 1 − RI (S1, S2), in order to be consistent with the other metrics
that report dissimilarities rather than similarities (the lower the number, the better the
segmentation result).

Consistency Error Denoting S1 and S2 as two segmentation results for a model, ti as a mesh
face, \ as the set difference operator, and ‖x‖ as a measure for set x (as in the case of the
Hamming Distance), R (S, fi) as the segment (a set of connected faces) in segmentation
S that contains face fi, and n as the number of faces in the polygonal model, the local
refinement error is defined as:

E (S1, S2, fi) =
‖R (S1, fi) \R (S2, fi)‖

‖R (S1, fi)‖
.

Given the refinement error for each face, two metrics are defined for the entire 3D mesh,
Global Consistency Error (GCE) and Local Consistency Error (LCE), as follows:

GCE (S1, S2) =
1

n
min

{∑
i

E (S1, S2, fi) ,
∑
i

E (S2, S1, fi)

}
,

LCE (S1, S2) =
1

n

∑
i

min {E (S1, S2, fi) , E (S2, S1, fi)} .

Both GCE and LCE are symmetric. The difference between them is that GCE forces all
local refinements to be in the same direction, while LCE allows refinement in different
directions in different parts of the 3D model. As a result, GCE (S1, S2) 6 LCE (S1, S2).

For more details about the definition of the metrics see [144] and the references within.
The computation of the metrics was carried out using a publicly available software 1. The
evaluation of the semantic segmentation proposed in this chapter will be presented in Sec-
tion 5.4.2.

5.3.4 Mouth Contour Extraction

A template of the external contour of the lips was designed. The template is composed by
four parametric functions. The order of these functions was chosen in a way that the resulting

1http://segeval.cs.princeton.edu/
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curves match the shape of the contour of the lips as close as possible. Figure 5.8 shows the
four curves that were used to define the external contour of the mouth.

Notation Contour

CC Cupid’s arc
CR Upper lip external contour (right)
CL Upper lip external contour (left)
CU Lower lip external contour

Figure 5.8: Curves used to define the external contour of the lips.

Lower Lip. To characterize the lower lip one curve was used. It was observed that a third
order polynomial was not able to fit the whole contour of the lower lip (see Figure 5.9a).
Therefore, a fourth order polynomial was chosen as the curve to characterize the lower
lip shape (see Figure 5.9b). This also helps to catch shape variations due to asymmetry.

(a) 3rd order (b) 4th order (c) 2nd order (d) 3rd order

(e) 3rd order (f) 4th order (g) All (h) Merged

Figure 5.9: Parametric functions used to define a external lips contour template.

Upper Lip. Three functions were used to characterize the shape of the upper lip. First, as
a second order polynomial did not offer a proper match of the shape of the CR and
CL upper lip contour sides (see Figure 5.9c), a third order polynomial was used (see
Figure 5.9d). Last, a third and fourth order polynomial were tested to characterize CC.
It was observed that a fourth order polynomial allows a proper matching of the shape
of CC (see Figure 5.9e and Figure 5.9f).

The coefficients of the polynomials are obtained by Singular Value Decomposition of the
over-constrained system of equations using the contour points, obtained from the face tem-
plate after the shape fitting stage. To preserve the continuity among the functions, common
points from the adjacent curves are used (see Figure 5.9g and Figure 5.9h).
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5.4 Experimental Results

This section is divided into four parts. First, the results of the automatic landmark detection
algorithm are introduced in this chapter. The second part is the comparison between the
ground truth anthropometric dimensions and the ones obtained automatically. Then, a third
section shows the results of the quantitative evaluation of the semantic segmentation of the
face. Last, but not least follows the evaluation of the quality of the external lips contour
extraction algorithm.

5.4.1 Automatic Landmarks Location Accuracy

The accuracy of the automatic landmark location was computed following the same proce-
dures described in Section 4.4.2. The only difference is that the detection rate was computed
by counting the percentage of test models where the landmark l̂i was predicted with an error
below 5mm (T < 5). Table 5.2 shows the results of the evaluation of the automatic location
for the twelve detected landmarks.

Notation Landmark Mean ± Std Max. T < 5

[mm] [mm] [%]

l1 Right Endocanthion 2,72 ± 1,87 5,55 90

l2 Right Ectocantus 4,34 ± 1,92 6,76 75

l3 Left Endocanthion 2,47 ± 1,08 5,77 90

l4 Left Ectocantus 4,16 ± 1,58 6,81 75

l5 Right Subalare 2,80 ± 1,84 5,72 90

l6 Left Subalare 2,96 ± 1,78 5,58 90

l7 Pronasale 1,65 ± 1,73 4,35 100

l8 Subnasale 1,94 ± 1,36 5,26 95

l9 Right Cheilion 2,53 ± 1,45 5,64 90

l10 Left Cheilion 2,14 ± 1,86 5,44 90

l11 Labiale Superius 2,35 ± 1,77 5,65 95

l12 Labiale Inferius 2,57 ± 1,83 6,04 95

Table 5.2: Error of landmark detection used the multimodal approach. T < 5 corresponds to the detection rates
with a tolerance of 5mm.

The Pronasale and Subnasale landmarks are detected with the lowest errors and both
Ectocantus are predicted with the highest error. As the scaling factors for the initial align-
ment are derived from the non-rigid fitting of the nose template, where the horizontal scale
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is less influenced, this could cause that the initial estimation of the Ectocantus is less accurate
than for the other points. For the rest of the points the mean error is within the same range
(< 3mm). Notice that for most of the landmarks, the detection rate T < 5 is 90% or higher, es-
pecially for the Pronasale and both Labiale landmarks, which are the points with the highest
detection rate. Figure 5.10 shows some examples of the landmark detection results.

(a) (b) (c)

(d) (e) (f)

Figure 5.10: Examples of the landmark detection results. Red and green spheres correspond to the manually
placed and predicted landmarks, respectively. (a)-(c): female subjects; (d)-(f): male subjects.

5.4.2 Segmentation

In order to verify the influence of the set of points (excluding and including the landmarks on
the mouth area) used for the initial alignment in the quality of the segmentation and also to
see if the expression fitting step offers advantages for the automatic segmentation, four tests
were performed:

1. Test T1 uses only eight landmarks (landmarks l1 to l8 in Table 5.2) for the affine align-
ment and the non-rigid registration without expression fitting.

2. Test T2 uses eight landmarks (same set used for the test T1) for the affine alignment and
the non-rigid registration with expression fitting.

3. Test T3 uses twelve landmarks (landmarks l1 to l12 in Table 5.2) for the affine alignment
and the non-rigid registration without expression fitting.
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4. Test T4 using twelve landmarks (same set used for the test T3) for the affine alignment
and the non-rigid registration with expression fitting.

(a) Cut Discrepancy (b) Hamming Distance

(c) Rand Index (d) Consistency Error

Figure 5.11: Evaluation of the segmentation for the tests T1 to T4.

The evaluation of the segmentation quality was carried out based on the principles de-
scribed in [144]. Figure 5.11 shows the results of the evaluation of the four previously de-
scribed tests. It is not easy to draw a conclusion about the magnitude of the metrics. As was
mentioned before, the lower the value of the metric the best. Based on this, the best results
were obtained using the T4 configuration, which shows that the mouth landmarks are impor-
tant for the affine alignment, resulting on a better initial estimation of the vertical scaling of
the template. In addition, the results show that during the expression fitting step, the subtle
variations from the rest pose are caught, which contributes with a better initial estimate of
the face shape, resulting in a more consistent segmentation of the regions.

Figure 5.12 shows examples of the segmentation results for each of the four configura-
tions. Notice the inconsistency of the results when the landmarks of the mouth are not con-
sidered, causing an inappropriate fitting mostly in the mouth and chin regions. Also, notice
that it is quite difficult to perceive the difference between the T3 and T4 segmentation results.
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This situation highlights the importance and efficacy of the quantitative evaluation.

(a) Input+Ground
Truth

(b) T1 (c) T2 (d) T3 (e) T4

(f) Input+Ground
Truth

(g) T1 (h) T2 (i) T3 (j) T4

Figure 5.12: Results of the semantic segmentation.

Next, the segmentation results obtained using the T4 configuration were used for a more
detailed analysis. In this case, the segmentation metrics were computed individually for each
region of each side of the face. Table 5.3 lists the set of regions used for the region evaluation.

Figure 5.13 shows the results of the evaluation of the segmentation for each region. Notice
that the magnitude of the metrics is slightly different for the right and left side of the face.
Regarding to the regions, the best results were obtained in the nose region. Similar results
were obtained for the regions: Palpebrale, Mentalis, and Oralis. On the other hand, the worst
results were obtained for the regions: Bucalis, Zygomatic, and Parotid-Masseteric; which are
the regions where the anatomical boundaries are not well defined.

Last, the error in the location of landmark points that are not considered for the alignment
is computed. The error corresponds to the Euclidean distance between a manually placed
point and its corresponding location after registration. The set of points considered for the
evaluation corresponds to the remainder points from the landmarks set shown in Figure 5.3.
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(a) Cut Discrepancy

(b) Hamming Distance

(c) Rand Index

(d) Consistency Error

Figure 5.13: Evaluation of the segmentation for each region individually.
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Region Notation (Right/Left)

Supraorbitalis R1R/R
1
L

Orbitalis R2R/R
2
L

Palpebrale R3R/R
3
L

Infraorbitalis R4R/R
4
L

Nasal Dorsum R5R/R
5
L

Nasal Apex R6R/R
6
L

Nasal Alae R7R/R
7
L

Bucalis R8R/R
8
L

Labialis R9R/R
9
L

Oralis R10R /R
10
L

Mentalis R11R /R
11
L

Zygomatic R12R /R
12
L

Parotid-Masseteric R13R /R
13
L

Table 5.3: Set of evaluated regions.

Table 5.4 shows the results of the evaluation. Notice that the points located on the nose
base and mouth were located with a low error. The points with the highest location error
were the points located on the eyebrows and cheeks. Similar to the segmentation results,
this situation is caused by the small geometry variations around the areas where the above-
mentioned points are located. Regarding to the side of the face, no considerable differences
were observed between the landmarks location errors of the left and right side.

5.4.3 Dimensions Magnitude

Once the automatic location of landmarks has been evaluated, the next step is to analyze
how reliable the magnitude of the dimensions computed using the detected landmarks, is.
Table 5.5 shows the values of the mean, standard deviation, and maximum of the absolute
difference of automatic magnitudes with respect to the ground truth ones. As the dimen-
sions are derived from the above-analyzed landmarks, the best result were obtained for the
dimensions of the nose and mouth region. The results for the dimensions derived from the
landmarks of the eyebrows and cheeks regions were the worst.

5.4.4 Automatic Mouth Contour Location

In this section, the results of the automatic detection of the external contour of the lips are
shown. First, in order to evaluate the consistency of the shape of the detected contour, a
visual inspection of the results was made. Figure 5.14 shows examples of the detected lips
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Landmark Mean ± Std Max. Mean ± Std Max.
[mm] [mm] [mm] [mm]

Superciliare 5,88 ± 2,47 7,28 5,29 ± 2,72 7,65

Frontotemporale 5,54 ± 3,21 7,75 5,14 ± 3,18 7,96

Glabella 3,29 ± 1,62 7,07 N/A N/A

Zygofrontale 3,65 ± 2,58 7,32 3,65 ± 2,16 7,69

Infraorbitale 2,69 ± 2,41 6,02 3,87 ± 2,70 6,70

Nasal root point 3,41 ± 1,75 6,05 3,29 ± 1,59 6,67

Nasion 2,15 ± 0,95 4,15 N.A. N.A.

Sellion 2,02 ± 0,80 3,52 N.A. N.A.

Zygomatic 4,37 ± 1,13 6,77 4,14 ± 1,39 6,39

Supalare 2,46 ± 1,43 4,95 3,12 ± 1,88 5,16

Alare curvature point 2,30 ± 1,14 4,75 2,10 ± 1,37 5,24

Alare 2,38 ± 1,03 4,30 2,44 ± 1,18 5,31

Christa philtre 1,89 ± 1,27 5,56 1,93 ± 1,53 6,53

Sublabiale 2,06 ± 1,12 4,60 N.A. N.A.

Pogonion 4,24 ± 1,79 6,89 N.A. N.A.

Gnation 3,97 ± 1,70 7,02 N.A. N.A.

Table 5.4: Error at landmarks points not used for the initial alignment. Gray column corresponds to the land-
marks located at the left side of the face and the other column to the landmarks located at the right. N.A. means
that the point is located on the center line of the face.
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Dimension Mean ± Std Max
[mm] [mm]

Bizygomatic breadth 4,76±2,32 8,95

Maximum frontal breadth 4,52±2,26 7,56

Menton-sellion length 3,13±2,12 7,30

Minimum frontal breadth 5,96±3,63 9,66

Nose breadth 1,26±0,98 3,27

Nose protrusion 1,04±0,81 3,01

Subnasale-sellion length 2,99±1,39 6,31

Lip length 2,05±1,35 6,26

Palpebrale aperture (right) 2,37±1,98 5,84

Palpebrale aperture (left) 2,06±1,65 5,97

Table 5.5: Error of the magnitude of the dimensions.

contours, red and green points correspond to the ground truth and the automatically detected
contours, respectively. Notice that the shape of the contours is consistent and non-aberrant
(local and global) shapes were obtained.

Second, a quantitative analysis of the automatic lips contours location was performed.
The error corresponds to the Euclidean distance between the points of the ground truth con-
tour and their corresponding contour points of the fitted template. Figure 5.15 shows the
mean and standard error for each of the contour points. For a better visualization, the error
was clamped to 3mm. Most of the points were located with an error between 0.8mm and
2.25mm, just a few points around the right corner of the lips were located out of this range.

Last, the surface measurements that can be derived from the detected contour were eval-
uated. Table 5.6 shows the values of the mean, standard deviation, and maximum of the
absolute difference of automatic measurements with respect to the ground truth ones. The
measurements with the biggest error were the contour of the lower lip and the cupid’s arc,
which are derived from points lying on a surface where the geometry variations are the high-
est.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.14: Mouth contour detection results. Red: Ground truth. Green: Detected.

3.0

0.0

1.5

[mm]

Figure 5.15: Lips contour location error. Mean (left) and Standard deviation (right).
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Dimension Mean ± Std Max
[mm] [mm]

Cupid’s arc 2,48±1,48 5,99

Upper lip external contour (right) 1,40±0,95 3,68

Upper lip external contour (left) 1,30±0,83 3,53

Lower lip external contour 2,82±1,61 5,85

Table 5.6: Error of the surface measurements of the mouth contour.

5.5 Conclusions

In this chapter, the potential of a dense point-to-point fully automatic correspondence method
as a tool for face anthropometry was studied. The shape fitting method is initialized with a
set of 12 landmarks located on the eyes, nose, and mouth region. These landmarks are located
using a multimodal approach. After the shape fitting procedure the location of 39 landmarks,
26 anatomical regions, and the lips contour are extracted. In addition, 10 anthropometric di-
mensions were derived from the detected landmarks; and four surface measurements were
carried out over the lips contour.

Regarding to the landmark location, the set of points considered in this chapter included
osseous and soft landmarks. In this case, the soft landmarks on the nose and mouth regions
were more accurately detected than the osseous landmarks. The detection of osseous land-
marks is a challenging task because the geometry variation around their locations is very
subtle, thus, there are no convergence cues for the shape-matching algorithm. Consequently,
the anthropometric dimensions derived from the detected osseous landmarks were the ones
with the highest error.

The consistency of the registration was established through a quantitative analysis of the
face region segmentation. The nose and lips were the regions with the highest consistency.
On the other hand, the structures located around the cheeks and the eyebrows were the re-
gions where the consistency was the lowest. The initialization that includes mouth landmarks
in combination with the expression and shape fitting procedures was shown to be the best
configuration for the registration.

The shape of the extracted lips contours was correct (no degenerate shapes were obtained)
and close to the target ground truth contours. This leads to a proper measurement of the
surface length of the lips contours. This result shows the potential of the method to be incor-
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porated to the planning and monitoring of lips reconstruction surgery in the event of malfor-
mation or trauma.





6
Conclusion and Further Work

In this thesis, several methods for automatic detection of facial features were presented. With
these methods it is possible to locate a set of 39 landmarks, to segment a face in 26 anatom-
ical regions, and to extract the three dimensional contour of the mouth. This is achieved by
means of the non-rigid registration of a raw scan to a face template. Thus, a dense point-to-
point correspondence of surfaces across a database also can be obtained.

The non-rigid registration method relies on the proper location of a small set of land-
marks, which serve as the initial position of the face template. Two different methods for
the detection of the initial landmarks were proposed. The first method encodes 3D informa-
tion of the location and spatial relationships and predicts the location of the landmarks using
statistical inference. The second method performs better than the first one, but requires the
information of the shape and the appearance of the surface. It was shown that the quality
of the final registration highly depends on the proper location of the initial set of landmarks.
Likewise, the inclusion of some landmarks in the mouth area improves the consistency of the
final registration.

To cope with the high variation in the cheeks, chin and mouth areas, an expression-fitting
step was added to the process. It was demonstrated that with a small set of blendshapes,
it is possible to obtain a proper point-to point registration in presence of expressions such
as surprise, happiness, disgust, sadness, anger and fear. In addition, through a quantitative
evaluation of the consistency of the segmentation, it was proven that for the segmentation
of neutral pose models, the facial expression fitting step positively affects the performance of
the algorithm.

The proposed methods were tested for dense point-to-point registration, facial expression
recognition, expression synthesis, and face anthropometry; reliable results were obtained in
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all the tests carried out. This shows the versatility of the methods and their potential to be
extended in order to be used in a large field of disciplines.

The automatic detection of facial features is a task that always will offer many ways for
future research. One of the main drawbacks of the template registration methods is the re-
quirement of a proper initialization. Hence, the development of more accurate landmarks
detection methods is of great importance.

Another advancement would be the extension of the methods to work in presence of
noise and occlusions. In this sense, the statistical models are an alternative to face this chal-
lenge. Building a statistical model requires an appropriate registration of the training data,
thus, the methods proposed in this thesis could help building statistical models without the
need to parameterize a training set. For instance, in the comparison of statistical models pre-
sented in [16], the registration proposed in this work was used to generate the parameterized
database in which the statistical models were based. These models shows robustness to dif-
ferent types of severe occlusion. The models are publicly available at [145].

Particularly in terms of the set of detected features, these could be increased in order
to cover the whole surface of the head (e.g., to analyze the ear morphology) and the whole
body. Additionally, as there are databases available that include the dynamics of facial expres-
sion [146], it should be considered to extend the registration method to enable the inclusion
of this kind of data.



A
Anthropometric Dimensions
Description

The descriptions of the set of linear dimensions considered in this work are listed below.

Bizygomatic breadth The maximum horizontal breadth of the face between the zygomatic
arches is measured with a spreading caliper. The subject is sitting, looking straight
ahead and with the teeth together (lightly occluded). Only enough pressure to ensure
that the caliper tips are on the zygomatic arches is exerted.

Maximum frontal breadth The straight-line distance between the right and left Zygofrontale
landmarks at the upper margin of each bony eye socket is measured with a spreading
caliper. The subject sits looking straight ahead. Only enough pressure to ensure that
the caliper tips are on the landmarks is exerted.

Menton-sellion length The distance in the midsagittal plane between the Menton landmark
at the bottom of the chin and the Sellion landmark at the deepest point of the nasal root
depression is measured with a sliding caliper. The subject is sitting, looking straight
ahead and with the teeth together (lightly occluded). The fixed blade of the caliper is
placed on Sellion. Only enough pressure to attain contact between the caliper and the
skin is exerted.

Minimum frontal breadth The straight-line distance between the right and left Frontotem-
porale landmarks on the temporal crest on each side of the forehead is measured with
a spreading caliper. The subject sits looking straight ahead. Only enough pressure to
ensure that the caliper tips are on the landmarks is exerted.

Nose breadth The straight-line distance between the right and left Alare landmarks on the
sides of the nostrils is measured with a sliding caliper. The subject sits looking straight
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ahead. Only enough pressure to attain contact between the caliper and the skin is ex-
erted.

Nose protrusion The straight-line distance between the Pronasale landmark at the tip of the
nose and the Subnasale landmark under the nose is measured with a sliding caliper.
The subject sits looking straight ahead.

Subnasale-sellion length The straight-line distance between the Subnasale landmark under
the nose and the Sellion landmark at the deepest point of the nasal root is measured
with a sliding caliper. The subject sits looking straight ahead. Only enough pressure to
attain contact between the caliper and the skin is exerted.

Lip length The straight-line distance between the right and left Chelion landmarks at the
corners of the closed mouth is measured with a sliding caliper. The subject is sitting,
looking straight ahead with the teeth together (lightly occluded). The facial muscles are
relaxed, and the mouth is closed.
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[121] B. Allen, B. Curless, and Z. Popović, “The space of human body shapes: Reconstruction
and parametrisation from range scans,” ACM Transactions on Graphics (SIGGRAPH),
vol. 22, no. 3, pp. 587–594, 2003. 34, 47

[122] S. Wuhrer, C. Shu, and P. Xi, “Landmark-free posture invariant human shape corre-
spondence,” The Visual Computer, vol. 27, no. 9, pp. 843–852, 2011. 34, 37

[123] A. Bronstein, M. Bronstein, and R. Kimmel, “Generalized multidimensional scaling: a
framework for isometry-invariant partial surface matching,” Proceedings of the National
Academy of Sciences, vol. 103, no. 5, pp. 1168–1172, 2006. 34

[124] ——, “Expression-invariant representations of faces,” IEEE Transactions on Image Pro-
cessing, vol. 16, no. 1, pp. 188–197, 2007. 35

[125] T. Weise, S. Bouaziz, H. Li, and M. Pauly, “Realtime performance-based facial anima-
tion,” ACM Transactions on Graphics (SIGGRAPH), vol. 30, no. 4, pp. 77:1–77:10, 2011.
35

[126] J. Yedidia, W. Freeman, and Y. Weiss, Understanding Belief Propagation and Its Generaliza-
tions. Science & Technology Books, 2003. 37



104 REFERENCES

[127] J. Han and M. Kamber, Data Mining: Concepts and Techniques. Morgan Kaufmann
Publishers, 2006. 39

[128] F. Cazals and M. Pouget, “Smooth surfaces, umbilics, lines of curvatures, foliations,
ridges and the medial axis: a concise overview,” INRIA, route des Lucioles, BP 93,
06902 Sophia Antipolis Cedex (France), Tech. Rep. RR-5138, 2004. 40

[129] H. Li, B. Adams, L. Guibas, and M. Pauly, “Robust single-view geometry and mo-
tion reconstruction,” ACM Transactions on Graphics (SIGGRAPH Asia), vol. 28, no. 5, pp.
175:1–175:10, 2009. 47, 48

[130] D. Liu and J. Nocedal, “On the limited memory BFGS method for large scale optimiza-
tion,” Mathematical Programming, vol. 45, pp. 503–528, 1989. 48

[131] L. Yin, X. Wei, J. Wang, Y. Sun, and M. Rosato, “A 3D facial expression database for
facial behavior research,” in IEEE International Conference on Automatic, 2006. 48, 60

[132] Y. Gao, “Efficiently comparing face images using a modified hausdorff distance,” in
IEEE Conference on Vision, Image and Signal Processing, 2003, pp. 346–350. 53

[133] H. Rabiu, M. Saripan, S. Mashohor, and M. Marhaban, “3D facial expression recogni-
tion using maximum relevance minimum redundancy geometrical features,” EURASIP
Journal on Advances in Signal Processing, vol. 2012, no. 1, pp. 1–8, 2012. 60

[134] R. Duin, P. Juszczak, P. Paclik, E. Pekalska, D. de Ridder, D. Tax, and S. Verzakov,
PRTools4.1, A Matlab Toolbox for Pattern Recognition. Delft University of Technology,
2007. 60

[135] D. Vlasic, M. Brand, H. Pfister, and J. Popovic, “Face transfer with multilinear models,”
ACM Transactions on Graphics (SIGGRAPH), vol. 24, no. 3, 2015. 60
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