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Abstract

Nowadays, condition monitoring of rotating machinery is becoming increasingly important
for the industry because it allows reducing accidental damages and improving the machine
performance at the same time. This tool, also calledCondition-based Maintenancerelies
on the adequate evaluation of the machine health or state, employing a set of measurements
as mechanical vibration signals. Nevertheless, most of thereal-world machinery operates
unique pieces, which are not suitable for inducing faults, making unfeasible to collect use-
ful data on damaged conditions. Furthermore, in many cases,the operating conditions of
the machine are governed by speed or load changes, which makes difficult the traditional
analysis based on the ISO standards, and hides relevant information of the machine health.

In that sense, this document present a machine diagnostic methodology, based on the analysis
of non-stationary vibration signals, which includes the detection, isolation, and identification
of the possible faults. Particularly, the proposed methodology has the same stages but in an
order different. Firstly, an order tracking (OT) model is proposed to decomposes the signal
into a set of narrow-band spectral components that capture information associated with the
operating conditions. Besides, the OT model provides the possibility also to extract the refer-
ence shaft speed when that measure is unavailable. Secondly, a novel methodology for fault
detection, calledfrequency-located fault detection, based on novelty detection techniques
that use one-class classifiers (OCC) to describe the normal machine performance. Here, the
obtained order components, obtained using the OT model, areused as pseudo-observations
of the vibration signal and a classification scheme is applied to determine if any new instance
corresponds with an outlier. Therefore, this step makes a decision for each order component,
assigning to each one a label either target or outlier. The advantage in this step is centered
in the fact that allow determining the frequency range wherethe fault arises, reducing the
search time and giving useful information to the machine operator. Finally, the cyclostation-
ary properties of the order components are analyzed and inspected to identify the type of
faults, which in this case are related with bearing failures. With the proposed methodologies
to machine diagnostic, it is possible detecting effectively that the fault exists, taking into
complex account scenarios where the operating conditions are time-varying.

Several experiments are discussed, lasting from laboratory test rigs to case studies such as
ship driveline, wind turbine, gearbox and diesel engine, where the proposed OT model was
tested estimating the instantaneous speed. Another significant finding is defined by the cyclic
properties that the order components present because the model may be used as a preprocess-
ing tool that contributes to separate stationary and cyclostationary processes whenever the
operating condition of the machine be constant. In conclusion, the proposed methodology
for machine diagnostic based on the OT model to extract blindcomponents and to detect
outlier behaviors is a promising tool in condition monitoring.
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Resumen

Hoy en dı́a el monitoreo de condición de maquinaria rotativa ha comenzado a ser un tema
importante para la industria porque permite al mismo tiemporeducir daños accidentales y
mejorar el rendimiento de las máquinas.Ésta herramienta, conocida también comoManten-
imiento basado en condiciónse basa en la evaluación adecuada de la salud de la maquinaria,
empleando una serie de mediciones como vibraciones mecánicas. No obstante, la gran
mayorı́a de máquinas en ambientes industriales reales utilizan piezas únicas, por lo cual no
es posible inducir o simular fallas, haciendo infactible coleccionar datos útiles de la máquina
bajo condiciones de daño. Además, en muchos casos, las condiciones de operación de la
máquina se rigen depedendiendo de los cambios de la velocidad o carga, lo cual incrementa
la dificultad del análisis tradicional basado en normas ISO, y oculta información relevante
de la salud de máquina.

Bajo esa perspectiva, este documento presenta una metodologı́a de diagnóstico de maquinaria
basada en el análisis de señales de vibración no estacionarias, incluyendo las etapas de de-
tección, separación e identificación de las posibles fallas. Particularmente, la metodologı́a
propuesta esta compuesta por las mismas etapas que cualquier procedimiento de diagnóstico
de fallas pero en un orden diferente. Primero, se propone un modelo de seguimiento de orden
(Order Tracking - OTen inglés) para descomponer la señal en un conjunto de componentes
espectrales de banda angosta, los cuales capturan la información asociada con las condi-
ciones de operación. En ese sentido, el modelo OT propuestobrinda la posibilidad de extraer
tanto la velocidad del eje de referencia cuando ésta medidano es disponible. Segundo, se
propone una novedosa metodologı́a para detección de fallas, llamadadeteccíon de fallas con
localizacíon en frecuencia, la cual se basa en técnicas de detección de atı́picos (Novelty De-
tectionen inglés) y usa clasificadores de una clase para describir el rendimiento normal de
la máquina. La metodologı́a propuesta utiliza los componentes de orden, obtenidos usando
el modelo OT, como nuevas pseudo-observaciones de la señalde vibración, y se emplea un
esquema de clasificación, como etapa posterior, con el fin dedeterminar si cualquiera de los
nuevas observaciones puede ser catalogada como un atı́pico. En consecuencia, a cada com-
ponente de orden se le asigna una etiqueta que puede tomar dosvaloresnormalo at́ıpico. La
ventaja de esta metodologı́a se centra en el hecho que permite determinar el rango de frecuen-
cia donde se encuenta una falla, reduciendo el tiempo de búsqueda y brindando información
útil al personal de mantenimiento, que en muchos casos no tiene conocimientos especializa-
dos para este tipo de análisis. Finalmente, se analizan laspropiedades cicloestacionarias de
los componentes de orden y, mediante inspección visual, seidentifican distintos tipos de falla
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relacionados con defectos en rodamientos. Con el uso de la metodologı́a propuesta es posi-
ble detectar de una forma efectiva que y cuales fallas puede estar experimentado la máquina,
considerando escenarios complejos donde las condiciones de operación son cambiantes en a
través del tiempo.
Varios experimentos son discutidos, desde bancos de pruebade laboratorio hasta estudios
de caso tales como la lı́nea de propulsión de un barco, turbinas de viento, sistemas de en-
granajes y motores de combustión interna, donde el modelo OT propuesto fue probado para
estimar la velocidad instantánea. Otro hallazgo significativo se basa en la definición de las
propiedades cı́clicas que tienen los componentes de orden,ya que ésto abre la posibilidad
de emplear el modelo propuesto como una técnica de descomposición para separar compo-
nentes estacionarias y cicloestacionarios cuando las condiciones de operación de la máquina
son constantes. En conclusión, la metodologı́a propuestaes una herramienta prometedora en
el área de monitoreo de condición de máquinas rotativas.

Palabras claves: Seguimiento de orden, Extracción de sẽnales ocultas, Detección de at́ıpicos,

Sẽnales de vibracíon no estacionarias
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1 Introduction

1.1 Motivation

Technological developments had represented a challenge for the industry to improve the ma-
chinery and the productive systems, motivating an increment in their demand from commu-
nity searching a stable economy and a reliable plant. Besides, to decrease the environment
and human risks. Therefore, the importance of maintenance area has increased because it
allows holding the system health and its availability. The continued progress in sensing
capabilities together with the necessity of monitoring processes have changed the indus-
try paradigm, where the companies are migrating from traditional preventive maintenance
strategies to conservative maintenance tasks, and they areincorporating predictive mainte-
nance concepts, which are carried out only when these are required.
In this context, speaking about machine fault diagnostic turns relevant, and it can be defined
as the procedure of mapping the information obtained from a measurement space to a fea-
ture space. This mapping process is also calledFeature extraction. Traditionally, feature
extraction oriented to pattern recognition is done manually with statistic indicators as root
mean square value, or auxiliary graphical tools such as power and phase spectrum graphs,
cepstrum graph, AR spectrum graph, spectrogram, wavelet scalogram, wavelet phase graph,
etc. However, manual pattern recognition requires expertise in the particular area of the
diagnostic application. Thus, highly trained and skilled personnel is needed. Therefore,
automatic pattern recognition is highly desirable, and canbe achieved by classification of
signals based on the information or features extracted frommechanical vibration signals. It
is worth noting that vibration analysis is attractive in theindustry due to its low cost and
the acceptable precision that it can reach using this technical tool, in comparison with tech-
niques as acoustic emission and thermography. In consequence, this work covers only the
issue related to the digital processing of vibration signals.
In Colombia, the industrial sector had seen the necessity ofimplementing predictive main-
tenance programs, aiming to optimize the performance and the useful lifetime of their ma-
chines. Hence, the vibration analysis as a tool for machine diagnostics has generated all
kind of expectations, because it has a high profitability w.r.t the cost/benefit relationship.
Therefore, the development of a methodology in machine diagnostics allows increasing the
predictive and preventive maintenance in Colombian industry, entailing a major competi-
tively in their products and processes. Furthermore, the Signal Processing and Recognition
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Group focuses its activity on the research and development of stochastic characterization,
training, and recognition systems, which are applied to machine diagnostics using the vi-
bration analysis. Additionally, this doctoral work is framed into the research project titled
“Sistema aut́onomo de monitoreo de vibraciones mecánicas para diagńostico de fallas no
estacionarias en ḿaquinas rotativas”, which was endorsed by Colciencias.

1.2 Problem statement

Condition-based monitoring recommends maintenance decisions grounded on the informa-
tion collected from the machine, also calledDiagnostics, which deals with fault detection,
isolation, and identification whenever it occurs. Fault detection is a task to indicate whether
something is going wrong in the monitored system; fault isolation locates the component
that is faulty; fault identification determines the nature of the damage whenever it is detected
(Jardine et al., 2006). The most used technique in diagnostics is vibration analysis because
it allows to find the different sources, either internal or external, which excite the machine.
Thereby, it is possible to identify the fault source that generates the abnormal state of the ma-
chine. However, several problems involve the identification of the source, especially, when
the machine behavior is dynamic, i.e. there are changes of load and/or speed in the system,
causing non-stationary vibration signals.
Those non-stationary sources are then analyzed by several methods to detect a possible
change in their dynamics, which is reflected in the original measurements, yet it is tough
to identify that change (Popescu, 2010). For this reason, it is necessary to estimate or mea-
sure the fundamental frequency that governs the dynamic behavior of the machine, giving a
detailed identification of speed changes, and analyzing theimpact of those changes on the
vibration signals (Barszcz and Randall, 2009). Those effects are known astransients, and
its analysis has always been a crucial problem for localizedfault detection. In that sense, the
principal aim of transient feature analysis is to identify its model and parameters (frequency,
damping ratio and time index), as well as the time interval orfrequency band (i.e. the period
between transients) (Wang et al., 2011a). In practical applications, however, the transient
model and frequency parameter may not be so entirely accurate for identifying the period.
Therefore, the frequency band selection problem is understood as the selection of optimal
center frequency or cyclic frequency and its bandwidth dyad. The practical concern in ma-
chine diagnostics is that any of these two parameters is hardly known a priori. Furthermore,
in many cases, the sought impulses are masked by a sharp noiseor other signal components
excited during normal operation (Barszcz and JabŁoński, 2011).
If there exists a priori knowledge about the cyclic frequency, a set of blind sources could be
separated into cyclostationary, periodic and random sources. However, conventional blind
source separation (BSS) algorithms rely on assumptions, which often do not fit into obser-
vations in reality. Hence, there is an urge to address the robustness issues such as separation
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of sources when the number of sources is not known a priori, the sources are not statistically
independent, the mixing system is time varying or non-stationary, and the mixture is nonlin-
ear or convolutive (Antoni, 2005, 2009). For instance, most of the BSS models developed
are based on the assumption of a stationary mixing system. But in practice, there are many
circumstances where this assumption is violated, due to non-stationary behavior caused by
load and speed changes (Das et al., 2009, 2010). Thereby, it is necessary to alleviate some
of the difficulties of BSS, such as convolutive mixtures, an insufficient number of collected
mixtures and an unknown number of sources. Therefore, the problem is focused to blind
source extraction, where a blind component is sought assuming the knowledge of the part
of the machine that is going to fail (Jing and Meng, 2009). Nonetheless, those assumptions
cannot be applied to real applications because they requireexpertise in the particular area of
the diagnostic application. Moreover, a single machine component may represent multiple
signal sources, reflected by multiple faults of different characteristics. Then, using a dedi-
cated sensor and an algorithm for each and every such failureis of course not viable both
technically and economically. It is, therefore, highly desirable to develop an efficient method
for simultaneous detection of multiple transient faults and blind signals of a single or multi-
ple neighboring machine components based on a single- or multi-channel signals (Wang and
Liang, 2012).

It is worth noting that distinguishing the different blind signals only gives a partial solution
to the diagnostic problem, because it allows identifying where may be the fault, but it does
not say if the defect exists, especially, in actual environments, where the faulty cases are
not available. Therefore, it is necessary to render an additional stage for fault detection,
known asnovelty detection. In most of the cases, the input dataset holds unbalance of the
faulty/undamaged classes (states of the machine), since the recordings of the damaged ma-
chine are not available and the amount of available data characterizing the different states
of the machine are very low. In consequence, the applicationof conventional classification
techniques can not be considered (McBain and Timusk, 2009; Xiao et al., 2013). Likewise,
to reflect practical constraints; usually, there is only a small available dataset for the learning
task, at the constant regime and with no mechanical model. Indeed, in the field of large and
complex rotating machines such as turbofans, many defects can not be modeled nor antici-
pated, and recordings of faults are unavailable (Hazan et al., 2012). In the event, however,
that the distribution of available data among classes is unbalanced, the ability of conventional
classification techniques to distinguish undamaged from any damage is limited. So, in ma-
chinery monitoring, this unbalance is particularly potentsince the data that describe the fault
conditions are often non-existent, and their measurement would require damage equipment,
a costly or wholly unacceptable operational consideration(McBain and Timusk, 2011).
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1.3 A brief literature review

In the field of machine diagnostic problem, several authors had studied different points of
view such as the non-stationary behavior identification of the machine governed by variable
speed and/or load and its associated individual components, usually so calledorder track-
ing). The extraction of blind components from the vibration signal that characterizes fault
conditions, and the machine health state description when just undamaged recordings are
available (novelty detection). Although each issue looks like separated tasks, every tech-
nique is driven to the same problem, and the works related here were the motivation at the
beginning of this doctoral work.

1.3.1 Order tracking

In this regard, techniques grounded on order tracking (OT) have been devoted to obtaining
the fundamental component features of the reference shaft speed (calledbasic order) and
capturing the dynamics of the measured vibration signals. The OT technique has shown
to be useful in the analysis of non-stationary vibration signals, condition monitoring, and
fault diagnosis (Bai et al., 2005). Moreover, it allows to identify the rotation speed and their
spectral/order components, being both fundamental to describe the machine state as well as
its conforming mechanisms under changing load and speed regimes, for instance, start-up
and coast-down of the machine (Guo et al., 2006; Pan and Lin, 2006).
OT is used in the literature for two specific tasks, on one handthere are the techniques related
with the estimation of the instantaneous angular speed (IAS), where the pattern that governs
the machine dynamic is extracted from the vibration signal.This fact is specially useful
when the speed is not measured by tachometer or speed sensors. In that regard, the IAS
could be estimated from non-parametric or parametric representations. In the former case, it
could be found approaches based on time-frequency representations such as Gabor transform
(Zhao et al., 2008) and Short-Time Fourier Transform (Guo et al., 2006; Gao et al., 2006;
Zimroz et al., 2011; Leclère et al., 2016), which in many cases fitting the extracted IAS
by a least squares method. Another approaches are based on time-scale transformations
such as scale transform (Combet and Zimroz, 2009) and wavelet transform (Gryllias and
Antoniadis, 2013). In the case of parametric representations are found approaches based
on state space models that are mainly solved by recursive algorithms such as the Extended
Kalman Filtering (EKF) (Scala and Bitmead, 1994; Bittanti and Saravesi, 2000; Zhang et al.,
2008), and the eigenvalue parametric computation (Rodopoulos et al., 2014). In spite of these
methods achieve satisfactory results, the fitting of a parametric model of the vibration signal
could provide more information about the spectral components in the signal, and hence,
similar approaches use the EKF to extract both IAS and order/spectral components (Alves
and Coelho, 2010; Hajimolahoseini et al., 2012).
On the other hand, there are the approaches that use the speedinformation to extract a sin-
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gular or multiple order components. In that sense, based on asuggested estimation strategy
using Kalman filtering inBai et al.(2005), its improved version with increased precision,
termedVold-Kalman filtering(VKF OT), is employed inPan and Lin(2006); Pan and Wu
(2007); Stephens and Vold(2014). However, either parametric estimation approach requires
for measuring the shaft speed, which makes the order analysis still complicated since track-
ing performance is subject to the synchronization process between the vibration signal and its
reference speed. Also, the shaft speed measurement impliesinstalling additional equipment
near the machine, which in not all situations may be feasible. Other approaches proposed in
Cardona-Morales et al.(2011) andWang and Heyns(2011), use a combined model for OT.
In the former case, an oscillatory model is employed together to Extended Kalman Filter and
the latter case uses the VKF-OT together to Empirical Mode Decomposition for separating
the non-stationary and stationary components. However, the estimation of the number of or-
der components is still an open issue, because it requires a huge a priori knowledge about the
machine, moreover, it is sensible enough to the noise environment. Nonetheless, if a priori
information about the machine is available, it is possible to carry out an order-angle transfor-
mation that compensates the speed fluctuations, obtaining asignal map where the majority
of components governed by the reference shaft speed are stationary. The most commonly
used techniques is called computed order tracking (COT) (Fyfe and Munck, 1997), which
performs a resampling of the signal according with the angleinformation. Nonetheless, an-
other techniques based on resampling are synchronous averaging used inRenaudin et al.
(2010); Borghesani et al.(2012, 2013), and a improved version termed moving synchronous
averaging approach is presented inLeclère and Hamzaoui(2014). Those approaches have
showed interesting results identifying rolling element bering faults, and its application to
other mechanisms is increasing.

1.3.2 Novelty detection

One-class classification (OCC) techniques have been used, to determine when the state of
machine ceases to be normal and when the first symptoms of damage appear. For instance,
Tax and Duin(2004) shows a comparison between several standard one-class classifiers such
as the normal distribution classifier, thek-nearest neighbor (k-NN) classifier and an algo-
rithm called support-vector data description (SVDD). Those one-class classifiers are trained
and tested employing vibration signals at different constant speeds using the set of features
extracted with the statistical methods. However, the data description performance is low.
Therefore, several authors have proposed different methodologies oriented to improve the
performance of OCC; for instance,Zhang et al.(2009) suggested the use of weighted SVDD,
McBain and Timusk(2009) employed a characterization using average-moving model,Pan
et al. (2010) used a wavelet packet transform andMcBain and Timusk(2011) reduced the
subspace on classification using principal component analysis. Those methodologies seg-
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ment the non-stationary vibration signal piecewise and estimate statistical features of each
part. Those approaches reach a high classification performance but, in some practical cases,
the signal segmentation entails loss of information eitherin time or frequency (Bartkowiak
and Zimroz, 2011).

Also, for some data set, if the parameters are set inappropriately, the fault positive rates of
SVDD models will be too large (Tax and Juszczak, 2002). Hoffmann(2007) introduced the
conventional Kernel Principal Component Analysis (KPCA) into novelty detection. This
method performs well and involves only the linear algebra. But it is not robust to outliers in
the normal samples due to the inherent properties of L2 norm.When non-uniform distributed
outliers contaminate the undamaged instances, the loadingvectors found by the conventional
KPCA will deviate a lot from the real loading vectors, leading to the downgrade of the
performance.Xiao et al. (2013) introduced the L1 norm into KPCA problem, taking the
advantage of the robustness of L1 norm to outliers, to strengthen the immunity of the model
to outliers, and therefore to improve the detection performance. Nonetheless, the L1-KPCA
algorithm requires to reach the global maximum point and then enable the detection model
to be more accurate. Furthermore, the way of choosing decision thresholds is still an open
issue.

1.3.3 Blind signal extraction - BSE

In this field the issue of inferring the nature of unknown endogenous sources from exogenous
measurements has always been a major concern. The works in this domain have already
proved that BSS provides new solutions for vibration and noise analysis.

Regarding the BSS problem, several methods for instantaneous and convolutive mixtures are
used. In the former case, the most popular method is independent component analysis (ICA),
which assumes a statistical independence between the sources (Hyvärinen and Oja, 2000)
and it is commonly employed in communication and biomedicalapplications. Especially for
mechanical systems,Yang and Nagarajaiah(2014) andWang et al.(2011b) have been used
ICA for separating an output that is statistically independent of other sources, both structural
and rolling element bearing damages, respectively. On the contrary, the algorithm Nguyen
Thi-Jutten allows the separation of the contributions of two coupled machine assuming a
convolutive mixture (Gelle et al., 2000; Ypma et al., 2002). Another method is presented in
Peled et al.(2005), where a kurtosis-based blind deconvolution separation method is used to
bearing diagnostics. Since the machine environment is noisy, in Servière and Fabry(2004)
is presented a “robust-to-noise” technique for the separation of rotating machine signals, in
the context of spatially correlated noise. In the concrete case, they use a whitening matrix
computed either by Principal Component Analysis (PCA) or spectral arrays of delayed ob-
servations, to improve the signal-to-noise rate, and then applying the BSS algorithm termed
JADE (Joint Approximate Diagonalization of Eigen-matrices) as also presented inServière
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and Fabry(2005). This algorithm is also used inPopescu(2010) to separate the sources and
detect the change in the vibration level for each one, yet theresults are not consistent in the
sense that the method depends on an appropriate whitening process.

Nonetheless, when BSS is used in mechanical signals, which are typically characterized by
an excessive complexity, it faces some difficulties which severely hinder its feasibility, such
as a mixture of vibrations of the convolutive type, an unknown number of the individual
sources in the mixture, among others (Antoni, 2005). Therefore, a new concept so-called
Blind Component Extractionor Blind Signal Extraction(BSE) was introduced by the same
author to compensate the BSS drawbacks. The major difference between BSE and BSS is
that the former identifies the different system responses (components) excited by the different
sources rather than seeking the sources themselves, whereas the latter blindly deconvolutes
the collected signals and identifies the sources. In that sense, the BSE is focused on sep-
arating the distinct processes present in the vibration signal that exhibits a behavior either
periodic, periodically correlated (cyclostationary) or random. The method proposed byBon-
nardot et al.(2005) addresses the issue of extracting the pure second-order cyclostationary
part of a signal, exploiting its spectral redundancy.Randall and Antoni(2011) summarizes
some methods, such as an autoregressive model, adaptive noise cancellation, self-adaptive
noise cancellation, discrete separation and time synchronous averaging, that could remove
the periodic components prior to spectral kurtosis analysis (Antoni, 2006) and cyclic spectral
analysis (Antoni, 2009), for the non-stationary transient components. In the caseof a simu-
lated signal,Tan et al.(2006) illustrates the effectiveness of using an eigenvector algorithm
(EVA) to extract bearing-fault signals from periodic sinusoidal noises. To further explore the
performance of the EVA and its application to a real industrial case,Tse et al.(2007) uses
the EVA and a generalized EVA to recover the bearing fault signal from a signal mixture
containing an eccentric rotor fault and a bearing fault. Thesame author includes inWang
and Tse(2012) a second strategy based on Averaged Regression filtering toremove the in-
fluence of the periodic components before implementing EVA.Finally, the cyclic spectral
analysis is performed to identify the cyclic frequency (themodulating frequency or bearing
fault characteristic frequency) to diagnose the bearing failure.

1.4 Objectives

1.4.1 General objective

Develop a methodology for machine diagnostics that allows identify, isolate and detect dif-
ferent kind of faults, based on time-varying blind signal extraction and novelty detection
using non-stationary vibration signals.
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1.4.2 Specific objectives

• Develop an algorithm to estimate the instantaneous angular speed and the order com-
ponents correctly, describing the system dynamic behaviorand considering the time-
varying operational conditions of the rotary machines.

• Develop a methodology for fault detection using novelty detection techniques taking
into account the insufficient amount of vibration signals, the lack of labeled data and
the unbalance of the faulty/undamaged classes.

• Design and implement a methodology that allows extractingthe blind components in
the vibration signal, involving correctly the characteristics of the fault processes that
are embedded in the data.

1.5 Contributions of this work

The present work is done within the framework of data-drivenmachine diagnostics, includ-
ing the detection, isolation and identification of different types of faults. In particular, the
analysis of vibration signals that exhibit non-stationaryprocesses generated either by rota-
tional speed changes or non-stationary faults like rollingelement bearing failures. In that
sense, we aim to provide some approaches and methodologies to diagnose damages in ma-
chines under non-stationary operating conditions, which are focused on the industry sce-
nario where the maintenance operators do not have specialized knowledge in condition-based
monitoring. With this in mind, the main contributions of thework are described:

• An order tracking approach (Cardona-Morales et al., 2014), namedsquare root cuba-
ture Kalman filtering - order tracking(SRCKF OT), is proposed aiming to estimate
simultaneously the instantaneous frequency (IF) associated to the shaft speed, and the
order components related with that IF. The proposed SRCKFOT introduces an oscil-
latory model the may describe the machine operating conditions and provides a set of
narrow-band spectral components that are governed by the shaft speed. Those com-
ponents could be stationary and cyclostationary giving useful information that allows
identifying the faulty processes generated in the machine.An important characteristic
of the proposed approach is that it may be implemented on-line because the estimation
of the IF and the order components is based on the Kalman recursion. As a conse-
quence, SRCKFOT can characterize the vibration signal taking into account that each
spectral component describes the performance of the mechanisms present inside the
machine, therefore, this approach contributes in the faultisolation stage.

• We propose a novel methodology for fault detection, calledfrequency-located fault
detection, based on novelty detection techniques that use one-class classifiers (OCC)
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to describe the normal machine performance. The methodology includes two differ-
ent OCC schemes oriented to provide to the machine operator information about the
machine in two senses: detecting if any fault exists or not (traditional scheme), and
detecting the spectral band where the fault arise (novel scheme). This information al-
lows to inferring the type of the fault that it is starting into the machine and to give the
needed elements of judgment to deciding the possible machine repairs. To this end,
the methodology comprises a classical framework of patternrecognition, where it is
performed the vibration signal characterization and the machine health condition clas-
sification. The contribution consists of utilizing as dynamic features of the machine
condition, the order components obtained with the proposedSRCKF OT approach.
Then, the features are fed into the classification algorithms under both OCC schemes,
but in the first scheme statistical and similarity characteristics are computed from the
order components, yet in the novel scheme those narrow-bandcomponents comprise a
new set of pseudo-observations. This fact allows identifying the order component that
is an outlier and may be considered a potential fault in a specific part of the machine.

• Regarding the fault identification, we proposed a methodology based on the SRCKFOT
approach, taking advantage of the cyclostationary properties that the order components
could exhibit. In the concrete case, the methodology consists of to compute the enve-
lope of the narrow-band components and to verify if the rolling element bearing faults
arise. The proposed methodology is focused on the field of blind signal extraction, so,
the obtained order components are filtered versions of the raw signal that inherit the
stationary and cyclostationary properties.



2 Instantaneous frequency
estimation based on order tracking

Vibration analysis of rotating machines is one of the most used techniques for fault diag-
nosis and condition monitoring due to its high performance and low implementation cost.
Nowadays, one of the main challenges in vibration analysis is to track and reduce influence
of changes during time–varying operating conditions and loads. In this regard, techniques
grounded on order tracking (OT) had been proposed, which aredevoted to obtaining fun-
damental component features of the shaft reference speed (called basic order) and capture
dynamics of measured vibration signals. The OT technique has shown to be useful mostly
within the analysis of non–stationary vibration signals, condition monitoring, and fault di-
agnosis (Bai et al., 2005). OT allows identifying the rotation speed and the spectral/order
components, being both fundamental to describe the machinestate as well as its conform-
ing mechanisms during changing loads and speed regimes (e.g. start and stop of the ma-
chine) (Guo et al., 2006; Pan and Lin, 2006).

Mostly, OT is based on estimation of the instantaneous frequency (IF) that in turn can be
extracted from a given time–frequency representation (Guo et al., 2006; Gao et al., 2006).
For instance, the Gabor transform is employed inZhao et al.(2008), where the shaft speed
reference signal is not required allowing to analyze rotating machines with less quantity of
sensors or when the reference signal is not available at all.Nevertheless, the windowed
Fourier–based transforms have limited resolution in both,time and frequency, axes and they
suffer from increased computational burden (Pan and Wu, 2007). To overcome this issue,
OT technique is carried out grounded on parametric modelingincluding adequate estimation
of spectral/order components.

Particularly, an OT approach based on Kalman filtering is suggested inBai et al.(2005). Its
improved version with increased precision, termedVold-Kalman filtering(VKF-OT), is pro-
posed inPan and Lin(2006); Pan and Wu(2007). Yet, either of them needs for measuring
the shaft speed, which makes the order analysis more complexsince tracking performance
must rely on the synchronization process between vibrationsignal and its reference speed.
Furthermore, shaft speed measurement implies installing additional equipment close to the
machine, which in not all situations may be feasible. To copewith this trouble, indirect
measurement of shaft speed, based just on the instantaneousfrequency, is also discussed
in Scala and Bitmead(1994); Bittanti and Saravesi(2000), where a frequency tracker is in-
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troduced using the oscillatory model. Parameters of the model are calculated employing the
Extended Kalman Filtering (EKF), which supplies amplitude, phase, and mainly frequency
of harmonic signal, for de-noising in non-stationary environments. Nonetheless, tuning of
the above approach is heuristic and relies to some degree on expertise. In this regard, better
estimation of amplitude and frequency using a non–linear least minimum square algorithm
is suggested inAvendano-Valencia et al.(2007).

On the other and, an improved version of the EKF frequency tracker for non-stationary har-
monic signals is presented inHajimolahoseini et al.(2008), where the time-varying ampli-
tude is another state variable included in the oscillatory model, i.e., the standard state space
model of a measured signal takes into consideration amplitude variations of harmonic data,
which can be assumed as time–variant or even corrupted. In many real applications, how-
ever, the number of harmonic signals to track can increase remarkably, and consequently
the needed amount of state variables implies more computational cost affecting the on–line
tracking task implementation.

This chapter discusses a nonlinear model-based OT approachfor condition monitoring of
non-stationary vibration signals that reduces the computational burden by decreasing the
model order. Particularly, time-varying amplitude is estimated assuming the state variables
as the in-phase and quadrature components from the input signal, and then computing the
quadratic mean between those components. As a result, the amount of state variables re-
quired to track the signal becomes lower and hence the model order itself also decreases.
Besides, to avoid numerical precision errors that are implicit during derivative calculation
within the EKF framework (Cardona-Morales et al., 2011), the use of Square-Root Cuba-
ture Kalman Filter is considered (Arasaratnam et al., 2010; Arasaratnam and Haykin, 2011).
The proposed scheme, presented inCardona-Morales et al.(2014) is tested over several
experiments: first, a synthetic signal is used aiming to distinguish between closed-order
components; second, a test rig is employed under two different regimes, steady-state and
non-stationary, to track main order components and extractthem; and finally, real-world
case studies are used to validate the approach, including vibration signals acquired on ship
driveline, internal combustion engine, and two international contest using signals from a
wind turbine and gearbox.

2.1 Order tracking and instantaneous angular speed
model

Given a machine vibration signal, OT provides estimation ofoscillatory modes and corre-
sponding amplitudes. The machine shaft speed is assumed asbasic order, while superior
orders are related asshaft speed harmonics. So, shaft speed,η = 60fr , is assumed as the ma-
chine shaft fundamental frequency, whereη is the speed, expressed in revolutions per minute
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(rpm), while fr is given inHz.
As a rule, a vibration signal,y(n) ∈ R, that is acquired from a rotating machine can be
represented along the discrete-time axis,n, as a superposition ofK sinusoidal functions
(termedorder components), as follows:

y(n) =
K∑

k=1

ak(n) cos(kω(n)n+ ϕk(n)) (2.1)

where notationsak(n) andϕk(n) stand for the amplitude and phase ofk-th order component,
respectively;ω(n) = 2π fr(n) is the angular frequency of a rotational frequencyfr(n). Vari-
ablesak(n), ϕk(n), andω(n) are time-varying.
So, based on a representative mono-component model that is delayed in one time instant, a
version of lagged signal,y(n+ 1), can be expressed as (Hajimolahoseini et al., 2012):

y(n+ 1) =a(n+ 1) cos(ω(n+ 1)n+ ϕ(n+ 1)) cos(ω(n+ 1))

− a(n+ 1) sin(ω(n+ 1)n+ ϕ(n+ 1)) sin(ω(n+ 1)). (2.2)

Under the assumption that the amplitude, phase, and frequency have smooth transitions (i.e.,
their speed does not change strongly enough to have discontinue behavior) (Borghesani et al.,
2012), the next approximations hold:a(n+ 1) � a(n), ϕ(n+ 1) � ϕ(n), andω(n+ 1) � ω(n).
Therefore, Eq. (2.2) can be rewritten to get the following simpler decomposition that is given
in terms of sine and cosine components as:

y(n+ 1) =a(n) cos(ω(n)n+ ϕ(n)) cos(ω(n))

− a(n) sin(ω(n)n+ ϕ(n)) sin(ω(n)). (2.3)

On–line processing that appraises both, order component estimation and inference of ma-
chine dynamic behavior can be accomplished if Eq. (2.3) is now expressed through the fol-
lowing state space model:

x(n+ 1) =

[
cosω(n) −sinω(n)
sinω(n) cosω(n)

]
x(n) +

[
1
0

]
ξ(n) (2.4a)

y(n) =
[
1 0

]
x(n) + v(n) (2.4b)

where variablesξ(n) ∈ R2×1 andv(n) ∈ R are the process and measurement noise, respec-
tively; x(n) = [x1(n) x2(n)]⊤ ∈ R2×1 is the state variable vector, with vector elements defined
asx1(n) = a(n) cos(ω(n)n + ϕ(n)) andx2(n) = a(n) sin(ω(n)n + ϕ(n)). In this work, ampli-
tude of signaly(n) is computed assuming that state variables,x1(n) andx2(n), are provided,
respectively, as in-phase and quadrature components of thesignal. Afterwards, it holds for
amplitude thata(n) =

√
x1(n)2 + x2(n)2.
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Generally, the singular–state space model of Eq. (2.4a) can be extended to the multiple sinu-
soidal component model as:



x1(n+ 1)
...

xK(n+ 1)


=



M (ω1) 0 · · · 0

...
...

. . .
...

0 0 · · · M (ωK)





x1(n)
...

xK(n)


+



ξ1(n)
...

ξK(n)


(2.5)

whereM (ωk) ∈ R2×2 is thestate transition matrix, defined as follows:

M (ωk) =

[
cosωk(n) −sinωk(n)
sinωk(n) cosωk(n)

]
(2.6)

Besides, the model in Eq. (2.5) can be described also in vectorial form as:

X(n+ 1) = F (n+ 1, n)X(n) + ξ(n) (2.7)

whereX(n) ∈ R2K×1 is the state variable vector comprising in-phase and quadrature com-
ponent for each orderk, vectorxk(n) represents thek-th state variable corresponding tok-th
order component; termF (n+ 1, n) ∈ R2K×2K denotes the state transition matrix defining the
changes of state variable vector through the time;ξ(n) ∼ N(0,Q(n)) ∈ R2K×1 is the process
noise, whereQ(n) ∈ R2K×2K is the covariance matrix of process noise; and diagonal ofQ(n)
is defined as diag{Q(n)} = [qa

1 qa
1 · · · qa

K qa
K qf

K+1], whereqa
i (i = 1, . . . ,K) denotes amplitude

variance of the order component andqf
K+1 denotes frequency variance describing the system

dynamics.
At the same time, measurementy(n) in Eq. (2.4a) can be written in a short form as

y (n) =
[
h h · · · h

]


x1 (n)
...

xk (n)


+ v (n)

=HX (n) + v (n) (2.8)

whereh = [1 0] appraises the measurement matrixH ∈ R1×2K , v(n) ∼ N(0, r(n)) ∈ R is the
measured noise, andr(n) ∈ R is the measured variance.
To estimate the IF that is associated toy(n), an additional state variable should be introduced
at (K + 1)-th position. In this regard, state variable is set based on described oscillatory
model (see Eqs. (2.7) and (2.8)), as discussed inHajimolahoseini et al.(2012). Thus one can
assume thatωk (n) = xK+1 (n), and therefore the needed state space model takes the form:
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x1 (n+ 1)
...

xK (n+ 1)
xK+1 (n+ 1)


=



M (xK+1)
. . .

M (KxK+1)
1





x1 (n)
...

xK (n)
xK+1 (n)


+



ξ1 (n)
...

ξK (n)
ξK+1 (n)


(2.9)

y (n) =
[
h · · · h 0

]



x1 (n)
...

xK (n)
xK+1 (n)


+



v1 (n)
...

vK (n)
vK+1 (n)


(2.10)

where the remaining terms of the state transition matrix arezero filled.

Lastly, the process equation in Eq. (2.9) can be written in short form as

X (n+ 1) = ϑ (n,X (n)) + ξ (n) (2.11)

whereϑ (n,X (n)) is a state transition nonlinear vectorial function, such that estimation ofX
implies a set of nonlinear equations, which can be implemented by using the widely known
nonlinear Kalman filtering.

2.2 Estimation of Model Parameters

2.2.1 K-orders based on maxima frequencies

As regards the valueK denoting the order components, it can be defined using two differ-
ent approaches: firstly, thephysics-basedcalculation that requires exact knowledge about
machine mechanisms to choice the interest components (Pan and Lin, 2006). This choice
includes maintenance crew having available information ofgeometric and physical charac-
teristics of every single machine mechanism; secondly, thedata-drivenestimation based on
the analysis of measured vibration signal power. Estimation of order components, yield-
ing high amplitude level extracted from time-frequency signal representation, includes the
following steps:

– Given a signal signaly(n), compute its time-frequency representation,Ωy(i, j), that is
a 2-dimensional plane with positions (i, j), beingi = 1, . . . , n; j = 1, . . . , l,wherei and
j are the bins located at the time and frequency domains, respectively.
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Table 2.1:SRCKF algorithm (Part 1).

Initialization:

1. Define the input values

y1:N, x̂0, P0|0 = S0|0S
⊤
0|0,Q0,R0

2. Define the cubature points

φi =
√

m/2
{[
Im×m −Im×m

]}

Tracking:

3. for n = 1 to N do

Time update

4. Evaluate the cubature points (i = 1, 2, . . . ,m), wherem= 2K + 1,

χi,n−1|n−1 = Sn−1|n−1φi + x̂n−1|n−1

5. Evaluate the propagated cubature points (i = 1, 2, . . . ,m)

χ∗i,n|n−1 = ϑ
(
χi,n−1|n−1

)

6. Estimate the predicted state

x̂n|n−1 =
1
m

m∑
i=1
χ∗i,n|n−1

7. Estimate the square-root factor of prediction error covariance

Sn|n−1 = tria
{[
χ̂n|n−1 SQ|n

]}

whereχ̂n|n−1 =
1√
m

[
χ∗1,n|n−1 − x̂n|n−1 χ∗2,n|n−1 − x̂n|n−1 . . .χ

∗
m,n|n−1 − x̂n|n−1

]

andSQ|n denotes a square-root factor ofQn−1

– Find magnitude value,α = arg max∀i{Ωy(i, j)}, preserving positions (iα, jα), whereiα
and jα denote time and frequency indexes, respectively, whereα takes place. Then,
the local maxima are extracted from frequency vector{Ωy(iα, j)}. It allows to build a
set ofk frequencies with the greatest vibration power,z(k).

– Compute the rate between the first component ofz(k) and the (k − 1) remainder com-
ponents, to obtain the different harmonics or spectral componentsΓ(k), whereΓ(k) =
{z(k)/z(1) : k = 2, . . . ,K} .

2.2.2 IAS-OT model parameters

As seen in Eqs. (2.9) and (2.10), parameter computation implies a recursive nonlinear analy-
sis allowing to get an approximated solution when Gaussian noise is assumed, but avoiding
calculation of corresponding Jacobians of state variables. To this end, the Square-Root Cu-
bature Kalman Filter (SRCKF), which is based on recursive propagation of state variable
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Table 2.1:SRCKF algorithm - (Part 2).

Measurement Update

8. Evaluate the cubature points (i = 1, 2, . . . ,m)

χi,n|n−1 = Sn|n−1φi + x̂n|n−1

9. Evaluate the propagated cubature points (i = 1, 2, . . . ,m)

ψi,n|n−1 = h
(
χi,n|n−1

)

10. Estimate the predicted state

ŷn|n−1 =
1
m

m∑
i=1
ψi,n|n−1

11. Estimate the square-root of the innovation covariance matrix

Syy,n|n−1 = tria
{[
Yn|n−1 SR|n

]}

whereYn|n−1 =
1√
m

[
ψ1,n|n−1 − ŷn|n−1 ψ2,n|n−1 − ŷn|n−1 . . .ψm,n|n−1 − ŷn|n−1

]

andSR|n denotes a square-root factor ofRn

12. Estimate the cross-covariance matrix

Pxy,n|n−1 = Xn|n−1Y
⊤

n|n−1

whereXn|n−1 =
1√
m

[
χ1,n|n−1 − x̂n|n−1 χ2,n|n−1 − x̂n|n−1 . . .χm,n|n−1 − x̂n|n−1

]

13. Estimate the Kalman gain

Wn =

(
Pxy,n|n−1/S

⊤
yy,n|n−1

)
/Syy,n|n−1

14. Estimate the updated state

x̂n|n = x̂n|n−1 +Wn
(
yn − ŷn|n−1

)

15. Estimate the square-root factor of the corresponding error covariance

Sn|n = tria
{[
Xn|n−1 −WnYn|n−1 WnSR|n

]}

16. end

moments (mean and variance), is suggested inArasaratnam et al.(2010), under assumption
that implicated nonlinear function,ϑ, should be reasonably smooth. In this case, a quadratic
function near the prior mean is used assuming that it could properly approximating the given
nonlinear function. To this end, the error covariance matrix should be symmetric and positive
definiteness to preserve the filter properties on each updatecycle, and hence, SRCKF uses
a forced symmetry on the solution of the matrix Ricatti equation improving the numerical
stability of the Kalman filter (Grewal and Andrews, 2001), whereas the underlying meaning
of the covariance is embedded in the positive definiteness (Arasaratnam et al., 2010).

The SRCKF algorithm that is described in Table2.1 carries out the QR decomposition
(termed triangularization procedure,S = tria{·}), where theS is a lower triangular matrix
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and denotes a square-root factor (Arasaratnam et al., 2010).

2.2.3 Constrained model state variables

Constraints on statesx(n) to be estimated are important model information that is often not
used in state estimation. Typically, such constraints are due to physical limitations on the
states. In Kalman filter theory, there is no general way of incorporating these constraints into
estimation problem. However, the constraints can be incorporated in the filter by projecting
the unconstrained Kalman filter estimates onto the boundaryof the feasible region at each
time step (Simon and Chia, 2002; Ungarala et al., 2007). The numerical optimization at each
time step may be a challenge in time-critical applications.In this section, a simple method
introduced inKandepu et al.(2008) is applied to handle state constraints in the SRCKF.
Assume that the constraints of state variables are represented by box constraints as follow:

xL(n) ≤ x(n) ≤ xH(n) (2.12)

where subindexesL andH denote the lower and upper boundaries, respectively. The method
is illustrated forx(n) ∈ R2. In case of a second order system, the feasible region by the
box constraints can be represented by a rectangle as in Fig.2.1. It is showed the illustration
of the steps of constraint handling of the SRCKF algorithm from one time step to the next.
At t = n − 1, the true statexn, its estimatêxn−1 and state covariance are selected. The
constraints information can be incorporated in the SRCKF algorithm in a simple way during
the time-update step (Table2.1-Part 1). After the propagation of the sigma points (step
5.), the (unconstrained) transformed sigma points which are outside the feasible region can
be projected onto the boundary of the feasible region and continue the further steps. In
Fig. 2.1, at t = n two sigma points which are out-side the feasible region are projected
onto the boundary (right plot in the figure). The mean and covariance with the constrained
sigma points now represents the a priori state variable (x−S RCKF

n ) and covariance, and they
are further updated in the measurement-update step (Table2.1-Part 2). The advantage here is
that the new a priori covariance includes information on theconstraints, which should make
the SRCKF estimate more efficient (accurate) compared to theSRCKF estimate without
constraints. Extension of the proposed method to higher dimension,d, is straightforward.
Alternative linear constraints, e.g.,Cx ≤ d are easily included by projecting the sigma point
violating the inequality normally onto the boundary of feasible region. It is observed that
the new (constrained) covariance obtained at a time step is lower in size compared to the
unconstrained covariance. If, in case, the estimate after the measurement-update (Table2.1-
Part 2) is outside the feasible region, the same projection technique can be extended. In a
practical point of view, the boundaries are fixed according to maximum and minimum values
that could take the state variables, it means, in case of the order componentsLa

= miny(n)
andHa

= maxy(m), whereas the IF constraints depend on the approximated knowledge of
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Xn-1

^

Initial set up, t=n-1 SRCKF, t=n

Transformed sigma points

Xn

Covariance
- SRCKF

Figure 2.1: Illustration of sigma constrained points.

the machine speed range, whereL f and H f are normally fixed as zero or idle speed and
maximum speed, respectively.

2.3 Simulation Study

As recommended inPan and Wu(2007), a testing signal is synthesized to validate perfor-
mance of considered OT schemes in closed-order component identification. Particularly, the
synthetic signal comprises the following three order components: 1st, 4th, and 4.2th, for
each one the amplitude is linearly increased from 0− 10, 0− 3, and 0− 2.5, respectively.
Order amplitude level is set as time-varying since it is assumed that most of the machine
mechanisms have different vibration levels. The assumed reference shaft speed has an incre-
ment ranging from 0 to 1800rpm (that is, 30Hz) to reproduce a start-up machine process.
Besides, the synthetic signal lasts 5 seconds going from initial steady state to final maximum
speed. A sample frequency of 1kHz is used through this simulation.

Generally, methods based on Fourier transform face limitations in distinguishing closed-
order components, as seen in Figure2.2 that shows time-frequency representation of syn-
thetic signal and its corresponding time series. Also, it isworth noting that the amplitude
differences between the first order and its harmonics make almost insignificant the low fre-
quency information. If using OT techniques instead, it is possible to capture properly infor-
mation about each order component. This work uses OT two approaches based on parametric
models: VKFOT and the introduced SRCKFOT scheme. Both schemes have computation
parameters that are fixed as suggested inPan and Wu(2007); Alves and Coelho(2010).
Parameters that influence tracking performance the most arethe initial values of process co-
variance matrix,Q, and measurement noise,r. In the proposed SRCKFOT scheme, filter
response bandwidth depends on the signal error covariance,qa

i , and in a less extent to the
frequency error covariance,qf , that is, the following condition should hold:qf < qa

i . For this
reason, when choosing initialization parameters, two aspects should account: the maximum
range of machine speed and the maximum variance of measured vibration signal to preserve
a needed convergence region of estimation (Ungarala et al., 2007).

Aforementioned parameter tuning is carried out for each testing. In the case of the synthetic
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Figure 2.2: Simulated synthetic signal with closed-order components:a) in time domain, and b) the
time-frequency representation obtained by STFT (hamming window, 512 frequency samples and 50%
overlap).
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Figure 2.3: 1st order component tracked from the synthetic signal, in time domain (top) and the
time-frequency representation using STFT (bottom), whichis calculated using the approaches: a)
SRCKFOT, b) VKF OT.

signal, therefore, the following values of initializationparameters are fixed for SRCKFOT
scheme:qa

i = 10−11, qf
= 10−12, andr = 10−9; while for VKF OT scheme:q = 10−10, and

r = 10−3.

Figures2.3, 2.4, and2.5show accomplished order components (i.e., 1st, 4th, and 4.2th, re-
spectively) that are estimated from the synthetic signal using the above described models.
As seen in Figure2.3, the VKF OT scheme accomplishes better energy concentration of the
1st order component. Proposed scheme achieves energy concentration of the 1st order com-
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Figure 2.4: 4th order component tracked from the synthetic signal, in time domain (top) and the
time-frequency representation using STFT (bottom), whichis calculated using the approaches: a)
SRCKFOT, b) VKF OT.
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Figure 2.5: 4.2th order component tracked from the synthetic signal, in time domain (top) and the
time-frequency representation using STFT (bottom), whichis calculated using the approaches: a)
SRCKFOT, b) VKF OT.

ponent, but also preserves spectral information associated with other spectral components.
This degradation happens just within the first second until the Kalman recursion converges.
A similar situation takes place during tracking of 4th and 4.2th order components (see Fig-
ures2.4 and2.5). But in this situation, spectral contamination becomes higher since the
order components are closer. Once the Kalman recursion converges, however, order tracking
improves remarkably. At this point, two aspects must be highlighted: a) both OT schemes
estimate correctly closed-order components (either waveform or amplitude); b) SRCKFOT
scheme gets higher convergence time, especially, when estimating 4th and 4.2th order com-
ponents.
To determine the estimation accuracy of tracked closed-order components, Table2.2shows
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Table 2.2:Estimated RMSE for synthetic signal

Parameters 1st order 4th order 4.2th order

VKF OT
A 0.01 0.01 0.01

WR 0.54 0.64 0.56

SRCKFOT
A 0.09 0.16 0.24

WR 0.07 0.23 0.24
IF 0.29 - -

the root mean squared error (RMSE) of estimated model parameters, namely, amplitude
(noted A), waveform reconstruction (WR), and instantaneous frequency (IF). For IF estima-
tion, only SRCKFOT is applied since VKFOT requires a reference pattern to track distinct
order components. So, VKFOT scheme gets the same estimated amplitude error for all
considered order components. While using SRCKFOT, the higher the order – the higher
the amplitude error. But in the case of WR estimation, the error increases using VKFOT.
This error augmentation, which is due to a shift-phase between estimated and original com-
ponents, is not perceptible in the Figures2.3, 2.4, and2.5. In contrast, SRCKFOT gets the
lower RMSE for estimated WR and IF. Thus, proposed approach allows to capture signal
dynamics of the basic order, but it preserves the phase of each component. As a result, pro-
vided above detailed analysis shows that SRCKFOT scheme gets better performance than
VKF OT.

2.4 Experiments on Test Rig: Universidad Nacional
de Colombia data 1

Evaluation is rendered on test rig over fixed machine operating regimes: steady-state and
non-stationary. In the former regime, performance is relevant because of importance of
machine working analysis under normal operational conditions at given constant speed. In
the latter regime, speed becomes time-varying (i.e., during coast-down maneuvers of the
machine), and it is important to track order components for identifying machine dynamic
behavior.
As shown in Figure2.6, experimental test rig includes a 2HP electromotorSiemens with
1800rpm maximum speed. The motor is connected to shaft by a rigid coupling and has two
supports, each one holding a ball bearingSKF-6005NR and two wheels. Drilling wells
are designed to create either static or dynamic unbalance problems. To measure machine
mechanical vibration, accelerometers are also included, which are located perpendicularly
to the shaft horizontal plane (labeled asaccelerometer location). In this experiment, just
theACC102 accelerometer placed near the machine is employed, which has a measurement
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Figure 2.6: Experimental set-up for test rig.

range of 0−10kHzand 100mV/gof sensibility. TheNational Instruments USB-6009

data acquisition card acquires vibration recordings at 20kHzsampling frequency.

2.4.1 Steady-state regime analysis

In this regime, the main goal of provided testing is to compare achieved performance of
amplitude and waveform estimation of both considered OT schemes under different ma-
chine states: bearing fault and undamaged. Used data set areacquired on described above
test rig at fixed 1800rpm speed. 20 vibration recordings are obtained from aforementioned
measurement locations. Besides, according to bearing mechanical characteristics, inner and
outer race frequencies are fixed as 6.3th and 3.7th order of shaft rotation frequency, respec-
tively. Afterwards, input signal is filtered by low-pass filter with 2500Hz cut frequency to
preserve most of information.

Figure 2.7 shows an example of vibration signal that is acquired on testrig. As seen in
subplot of Figure2.7(a)for undamaged state, there are several salient spectral components,
namely: 1st order (30Hz) component showing the highest constant amplitude and having
a periodic behavior; time-varying 6.3th order component (180Hz) with amplitude ranging
from−20dB till −10dB; and both, 13th order (390Hz) and 14th order (420Hz), components
having meaningfulness amplitude. For bearing fault case, although 1st order component
behaves similarly as in undamaged state, amplitude of higher order components changes
differently (see Figure2.7(b)), as follows: in case of 6.3th order component, amplitude span
increases in 10dBand shows an impact at 0.2 seconds; for 13th and 14th order components,
bearing fault frequency harmonics are cyclo-stationary meaning that there are some hidden
changes in the waveform that must be estimated.

So, the proposed procedure in Section2.2 is carried out supplying the following order com-
ponent setΓ = {1, 4, 5, 6.3, 8, 10, 11, 13,14}, which regards bearing and shaft frequencies to
be tracked by compared OT schemes. In addition, for this concrete experimental set-up, the
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(a) Undamaged machine state in time domain (top) and its time-
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Figure 2.7: Exemplary of acquired recordings on the test rig at 1800rpm. (a) Undamaged machine
state, (b) bearing fault, where displayed recording representations are: time-domain (top) and time-
frequency (bottom). Red rectangles denote regions where a bearing inner race fault is expected.

initial parameters are heuristically set as:qa
i = 10−6, qf

= 10−10, r = 10−11 for SRCKF OT,
andq = 10−10 andr = 1 for VKF OT. Selected parameter values remain the same for whole
database to test stability and tracking performance of compared OT estimation approaches.
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Figure 2.8: Waveform reconstruction of order component tracked from undamaged (left) and bearing fault
(right) recordings at 1800rpm

Under assumption that the higher the amplitude – the relevant the component, the following
orderΓ set is selected: 1st, 6.3th, 13th, and 14th. As seen in the Figure2.8, either OT scheme
reaches enough accuracy in all estimated component amplitudes. This fact means that fre-
quency associated with each component keeps proportionally to corresponding harmonic,
i.e., 1st order relates to 30Hz, 6.3th to 180Hz, and so on. Nonetheless, each OT scheme
performs differently amplitude and waveform reconstruction, specifically, in case of 6.3th,
13th, and 14th order components.

In case of fault identification, Figure2.8 shows that 6.3th order amplitude, estimated by
SRCKF OT scheme, clearly increases from 0.2 to 0.5, while VKF OT based estimation does
not capture any amplitude change. But that change should be fixed whenever a bearing
fault appears. Also, SRCKFOT based waveform reconstruction of 13th and 14th order
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Figure 2.9: Example of an acquired signal in the test rig under coast-down operating condition:
(a) in time domain, (b) time-frequency representation using STFT, and (c) estimated instantaneous
frequency using SRCKFOT.

components shows remarkable cyclo-stationary behavior asa result of short impacts, instead,
the VKF OT scheme does not show any information on that regard.

2.4.2 Non-stationary Regime Analysis

A set of signals is acquired to analyze order component estimation under non-stationary
regime induced by speed changes, particularly, in the case of coast-down operating condi-
tions. The dataset comprises 20 recordings that are acquired under coast-down operating
condition in the test rig displayed in Figure2.6. The data are measured within 10-seconds
interval; this time interval is enough to register three different operating moments:i) maxi-
mum speed (1800rpm), ii ) once again, 5-secondsdeceleration, andiii ) total stop. In all 20
recordings, the beginning of the deceleration is not synchronized, i.e., the time instant when
the machine is turned-off is different in each recording. Figure2.9displays an exemplary of
an acquired signal during machine coast-down operation.
It must be noted that the order components present constant amplitude while the machine is
working at maximum speed. But when deceleration occurs, theamplitude of each component
monotonically decays until reaching the frequency minimumvalue, as seen in Figure2.9(b).
The frequency minimum value is the estimated IF by SRCKFOT (see Figure2.9(c)) as the
base frequency that does not reach the zero level, yet preserving a frequency minimum with
such a value that can be attributed to the structural resonance of the test rig. Nonetheless, the
estimated IF allows identifying machine dynamic behavior,which is associated to the first
order component. The IF supplies useful information about mechanical functionality in the
proximity of the shaft.
For order component estimation, the set of initial parameters is the same as in the steady-
state regime analysis (Section2.4.1). However, the order components to be tracked,Γ, are
only the first ten, since they contain most of information about machine behavior, including
the main bearing frequencies. Particularly, Figures2.10, 2.11, and2.12show first three or-
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Figure 2.10: 1st order component tracked from the coast-down signal, in timedomain (top) and the
time-frequency representation using STFT (bottom), whichis calculated using the approaches: a)
SRCKFOT, b) VKF OT.
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Figure 2.11: 2nd order component tracked from the coast-down signal, in timedomain (top) and
the time-frequency representation using STFT (bottom), which is calculated using the approaches: a)
SRCKFOT, b) VKF OT.
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Figure 2.12:3rd order component tracked from the coast-down signal, in timedomain (top) and the
time-frequency representation using STFT (bottom), whichis calculated using the approaches: a)
SRCKFOT, b) VKF OT.
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der components, respectively, that are estimated using SRCKF OT and VKFOT. Although
in the former case, each amplitude gets non-zero value at theminimum frequency, ampli-
tude estimation and posterior waveform reconstruction areclose to the original. For latter
approach, in contrast, each amplitude reaches zero value. But the order components are con-
taminated with noise since reference speed forces the modelto get zero value, and hence
the estimated amplitude differs from the one of the originalcomponents. After waveform
reconstruction, however, each order component gets cyclo-stationary nature; that behaviour
does not correspond to real one. Mostly, VKFOT is very sensitive to synchronization be-
tween vibration and reference speed signals, particularly, when there are changes among the
different operating moments. Instead, SRCKFOT does not present that issue.

2.5 Order tracking case studies

2.5.1 Case study 1: Ship Driveline

The proposed methodology is also tested on the ship starboard driveline appraising a diesel
engineCaterpillar 3412C, 12 valves in Vee, 4 strokes-cycle. The engine that pro-
vides 2100rpm maximum speed is directly coupled by a gearboxMG-520. The database
is recorded using aACC102 accelerometer with a spectral range of 0− 8 kHzand 10mV/g
sensibility.NI9234 acquisition card is employed at a 25.6 kHzsampling frequency. The ac-
celerometer is located between the gearbox output and the vessel axel, but perpendicularly to
the shaft horizontal plane. The recordings, each one lasting one second, are captured under
the forward-running operating condition. Since it is not possible to measure the reference
shaft speed that is required by VKFOT, only SRCKFOT is used, for which the following
free parameters are heuristically fixed as,qa

i = 10−2, qf
= 10−13 andr = 10−12.

Figure2.13shows a time-frequency representation of the measured signal and the estimated

Figure 2.13:Example of an acquired signal from ship driveline under the forward running conditions:
(a) in time domain, (b) time-frequency representation using STFT, and (c) estimated instantaneous
frequency using SRCKFOT.
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Figure 2.14:Examples of estimated 1st (subplot a), 6th (b), 19th (c), and 25th (d) order components,
for forward running condition, tracked from ship drivelinesignal using SRCKFOT in time domain
(top) and its corresponding time-frequency representation using STFT (bottom). The red rectangles
show the region of interest in the time-frequency map.

IF using the proposed SRCKFOT scheme. As seen, the machine speed decreases slowly
despite the ship is running forward; that means that the loadon the vessel axle is chang-
ing. Since the largest the spectral component – the more information they have, only order
components with bigger amplitude are extracted. In the concrete case, stronger components
relate to the gearbox (e.g. gear-mesh, bearings) and the shaft. As a result, using the above
explained procedure in Section2.2, the estimated and tracked order components for the an-
alyzed signal areΓ = {1, 6, 8, 10, 11, 13.6, 15, 16.6, 19, 20, 22, 23.4, 25, 26.2, 28.5, 29.6,
30.6, 36, 37.6, 89.4}. Time domain (top) and the time-frequency representation (bottom) of
the 4 components holding highest amplitudes are shown in Figure2.14, namely: (a) 1st, (b)
6th, (c) 19th, and (d) 25th.

As seen in Figures2.14(a) and2.14(b), the most representative components are 1st and
6th, since they describe the dynamic behavior of the shaft and the output gearbox bearing,
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respectively. The first order component shows short impactsassociated to the exerted load for
a sea movement. An increment in 1st component can supply information about an eventual
propeller crash into an object, which might generate unbalance or misalignment in the axle.
In turn, the 6th order component shows a concentrated energy within short time instants; that
accumulation distinguishes the output gearbox bearing. Therefore, we hypothesize that fixed
amplitude change of the 6th order component can supply discriminating information about
an eventual fault.

Regarding the 19th and 25th order components, as seen in Figures2.14(c) and2.14(d), they
present the highest spectral amplitudes and are derived from the gear-mesh since those com-
ponents are in constant friction. It must be noted that as theship speed decreases, the com-
ponent amplitudes also diminish since there is less friction.

2.5.2 Case study 2: Internal Combustion Engine

In this experiment, the IF is estimated from an IC engine and compared with the tachometer
reference to demonstrate that the proposed method can extract the non-stationary behavior
associated to variable speed even when the interest component presents a low amplitude. The
analyzed mechanical system consists of a 2L diesel engine with 4 cylinders in line. The ac-
celerometer recording (provided by Vibration and AcousticLaboratory from INSA-Lyon) is
located on the motor support distribution side in the axial plane, and acquired using 32768Hz
of sampling frequency lasting 80 seconds approximately. The Fig.2.15shows the analyzed
signal, where Fig.2.15(a)depicts in the top part the complete vibration recording andthe
bottom part the signal downsampled 32 times, reaching 1024Hzof sampling frequency. The
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Figure 2.15:Signal acquired in the IC engine from INSA-LVA laboratory: (a) Signal in time domain
complete (top) and a downsampled version 32 times (bottom),and (b) the time-frequency represen-
tation of downsampled version.
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Figure 2.16: IF estimated by IAS-OT model from INSA-LVA IC engine signal:(a) time-frequency
representation highlighting the estimation with blue line, and (b) a comparison with the tachometer
reference (top) and its relative error (bottom).

preprocessing applied to the signal is required because thecomplete signal exhibit a time-
varying cyclic behavior that breaks the imposed oscillatory model. However, the downsam-
pled version present a clear harmonic behavior that preserves the continuity condition to
estimate the order component amplitude. Fig.2.15(b)display the time-frequency represen-
tation of downsampled version computed by the spectrogram with a 4096 frequency bins,
50% overlapping and a Hamming window of 512 samples. It is worth noting that highest
order corresponds with 4 harmonic signal that represents the crankshaft by the number of
pistons, and hence, the expected IF has a very low amplitude.Although, the IF extraction
by the maxima bins in the spectrogram works successfully taking into account the scalable
relationship between the first and forth orders, the proposed approach is applied to obtain
multiple order components even when the signal of interest has a low SNR.

Taking into account that the 4th order has a biggest amplitude, the harmonic algorithm ex-
plained in Section2.2.1could not be able of correctly estimating the order components to
be tracked. Therefore, the amount of orders is fixed such asΓ = {1, 2, 3, 4, 5, 6, 7, 8, 9
10, 11, 12 ,13, 14, 15}, and the SRCKF covariances are fixed toqa

i = 10−5, qf
= 10−11 and

r = 10−12. As a result, the IF estimated is displayed in Fig.2.16(a), and the relative error
compared with the tachometer reference (Fig.2.16(b)) allows to observe that the estimation
is closer to measured crankshaft speed, starting in−6% and decreasing to reach error levels
under 2%. The high error at the beginning corresponds to the time that the algorithm takes
to stabilize the order and IF estimation.

In Fig. 2.17could be observed the time-frequency representation of theorder components
lasting from 1st to 6th in logarithmic scale. It could be appreciated that all ordercomponents
include information about the 4th order due to the model is driven by the spectral component
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Figure 2.17: Time-frequency representation of six order components estimated from INSA-LVA IC
engine signal using the IAS-OT model.

amplitudes. In addition, the spectral information relatedwith orders beyond from 15th is
distributed into the all estimated components since the model does not separate noise from
signal part. However, it is worth noting that the component with highest amplitude on each
order corresponds with the estimated component, and its amplitude is much more represen-
tative than in the complete signal (see Fig.2.15(b)). The error introduced by the amount of
estimated order components may be reduced if the harmonics set is increased, but the com-
putational cost is increased also. Since the 4th order component has the highest amplitude,
it is perfectly extracted from the signal, which implies that spectral components with high
energy could be estimate with high precision, and the proposed approach is sensitive to the
SNR in the sense that between higher is the desired order amplitude, higher is the estimation
accuracy.
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Figure 2.18:Gearbox schematic from CMMNO2014 contest (CMMNO, 2014)

Table 2.3:Amount of each gear teeth presented in Fig.2.18.

No. Gear g1 g2 (3 planets) g3 g4 g5 g6 g7 g8 g9 g10 g11

No. Gear teeth 123 50 21 93 22 120 29 63 23 10 13

2.5.3 Case study 3: Wind Turbine - CMMNO2014 contest

This experiment consisted of estimating the instantaneousspeed inrpm, or instantaneous fre-
quency inHz, from a wind turbine operating under non-stationary conditions. The informa-
tion given hereafter, as well as the signal, have been kindlyprovided byMaı̈a Eolis to solve
the contest in the framework of the International conference on Condition Monitoring of
Machinery in Non-stationary Operations (CMMNO), December15-16, 2014 Lyon-France1.
The provided signal comes from an accelerometer located on the rotor side of the gearbox
(high speed shaft) casing in the radial direction, and the speed of the main shaft (also called
low speed shaft) is between 13 and 15rpm during the recording. The sampling frequency is
20 kHzand the acquisition time is 547 seconds approx. Aiming to understand the planetary
gearbox from wind turbine, a kinematic scheme is presented Fig. 2.18. The whole gearbox
has three stages: one planetary (pairs 1-2 and 2-3) and two helical parallel stages (pairs 4-5
and 6-7), neglecting the gear pairs 8-9 that are related withthe oil bump. Table2.3 lists
the gear parameters of the planetary gear and the fixed-shaftgears. Regarding with the IAS
estimation, the red shaft is used as the input shaft (low speed shaft) and the yellow shaft is
regarded as high speed shaft. When the input speed of the red shaft is given at any time, it
is possible calculating the characteristic frequencies ofthe planetary gearbox by using the
equations listed in Table2.4, which are deduced from the configuration of planetary and par-
allel gearboxes. As regards to high speed shaft estimation,fy, using the expressions listed in

1Contest rules link:
http://cmmno2014.sciencesconf.org/conference/cmmno2014/pages/cmmno2014contestV2.pdf
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Table 2.4:Characteristic frequencies of planetary gearbox

Characteristic frequency Expression
Meshing frequency of gear pairs 1-2 and 2-3fm12 = fm23 = g1 · fr
Rotational frequency of blue shaft fb =

g1+g3
g3
· fr

Meshing frequency of gear pair 4-5 fm45 = g4 · fb = g4 · g1+g3
g3
· fr

Rotational frequency of grey shaft fgr =
g4
g5
· fb =

g4
g5
· g1+g3

g3
· fr

Rotational frequency of yellow shaft fy =
g6
g7
· fgr =

g6
g7
· g4

g5
· g1+g3

g3
· fr

Meshing frequency of gear pair 6-7 fm67 = g7 · fy = g7 · g4
g5
· g1+g3

g3
· fr

where fr is the rotational frequency of the low speed shaft.

0 100 200 300 400 500
Time [sec]

- 0.8

- 0.6

- 0.4

- 0.2

0

0.2

0.4

0.6

0.8

A
m

p
li

tu
d

e

(a)

0 100 200 300 400 500 600 700 800 900
0

0.2

0.4

0.6

0.8

1

1.2

2
6

.2

5
2

7
8

.2

1
0

4

1
3

6

1
6

5

2
0

3

2
4

7

2
7

3

3
0

0

3
3

7
3

6
2

4
1

0

4
4

5

4
7

5

5
1

5

5
4

2

5
6

8

5
9

5

6
2

9

6
5

5

7
4

2

7
7

5

8
0

4

8
3

1

8
7

6

Frequency [Hz]

N
o
rm

al
iz

ed
 a

m
p
li

tu
d
e

(b)

Time [sec]

F
re

q
u

en
cy

 [
H

z]

0 100 200 300 400 500
0

100

200

300

400

500

600

700

800

900

1000

(c)

Figure 2.19: Signal provided by CMMNO2014 contest in: (a) time domain, (b) frequency domain,
and (c) time-frequency domain.

Table2.4are defined the boundaries [L f ,H f ] from the desired IF, obtaining that the reference
frequency is between 25.99Hzand 29.98Hz. However, when the testing is carried out, it was
found that the minimum boundary must be fixed at 15Hz. In Fig. 2.19, it is shown the pro-
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Figure 2.20: IF estimated by IAS-OT model from CMMNO2014 contest wind turbine signal: (a)
time-frequency representation highlighting the estimation with blue line, and (b) a comparison with
the tachometer reference and the common (top) and its relative error (bottom).

vided signal, where it is possible to observe the signal in time, frequency and time-frequency
domain ((a), (b) and (c) part, respectively). In frequency domain, the harmonics obtained
using the harmonic algorithm are marked and showed in the Fourier transform computation
from 20 seconds signal segment (see Fig.2.19(b)). Here, the harmonic 26.2Hz is used as first
order, obtaining in total a setΓ of 26 orders. In addition, the SRCKF parameters associated
to process and measurement covariances are fixed asqa

i = 10−3, qf
= 10−10 andr = 10−11.

On the time-frequency representation, it is possible to observe that there are two different
dynamic behavior in the signal, which are dominated by two different rotating systems, it
means that there are harmonics synchronized with the low andhigh speed shafts, yet there
are other harmonics that do not match1. As a result, Fig.2.20 displays the IF estimated
using the proposed IAS-OT model. Obtained IF is highlightedwith blue line on the time-
frequency representation Fig.2.20(a), where it is possible to see that the estimation match
with the high speed shaft, ranging from 20Hz to 30Hz, which confirms the boundaries fixed
into the IAS-OT model. A comparison with the tacho referenceis shown in Fig.2.20(b),
and besides, the IF estimation (red line) using a traditional method based on time-frequency
representation (noted as STFT), which consists in trackingthe maxima values in the STFT
(Urbanek et al., 2013). It is worth noting that using the aforementioned method was achieved
the fifth place in the contest. In that sense, the proposed IAS-OT model allows to improve
the result obtained using the based-STFT method, reaching arelative error under±3% de-
spite the fact that the intervals [220−250] and [320−350] seconds there are a delay between
the reference and the estimated IF. Also, it is important to highlight that the IF estimated

1Contest results link:
http://cmmno2014.sciencesconf.org/conference/cmmno2014/pages/PresentationCMMNOcontestwopicts.pdf
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Figure 2.21:Time-frequency representation of nine order components estimated from CMMNO2014
contest wind turbine signal using the IAS-OT model.

by STFT does not match with the reference shaft speed becausethe maxima tracking was
obtained at frequency interval [500, 750]Hz and the scaling factor was not enough accurate.
Finally, a time-frequency representation of nine order components is displayed in Fig.2.21,
where it is important to notice that each plot is presented inlogarithmic scale, therefore, the
filtering provided by the proposed method allows to extract the non-stationary components,
even if the order components are not integer multiple from 1st order. Similar to case study
presented in Section2.5.2, there are components that comprise noise around the tracked or-
der component, nonetheless, the fact that the order amplitude holds during all signal length,
improving the filtering precision of the proposed IAS-OT model.



2.5 Order tracking case studies 37

Figure 2.22:Gearbox schematic from SAFRAN contest (SAFRAN, 2015).

2.5.4 Case study 4: Gearbox - SAFRAN SURVEILLANCE 8
contest

This experiment consisted of estimating the instantaneousspeed inrpm, or instantaneous
frequency inHz, from a gearbox operating under non-stationary conditions. The informa-
tion given hereafter, as well as the signal, have been kindlyprovided bySAFRAN to solve
the contest in the framework of the International conference Surveillance 8, October 20-21,
2015, Roanne-France2.
The contest includes two independent exercises, the signalon each exercise is under non-
stationary conditions, i.e. coast-down and start-up operating conditions (exercise 1 and 2
respectively). In this case study just the first exercise wassolved using the IAS-OT model,
and the results are presented here. The provided vibration signal has a 50kHzof sampling
frequency and 3.4 minutes of time acquisition. Fig.2.22shows the kinematic scheme of the
gearbox, where it is possible identifying the transmissionlines (L1 − L11), and the number
of gear teeth, as well as the relationship between differentlines in order and frequency terms
(Fig.2.23). For sake of simplicity, the signal exhibits a visible harmonics from HP shaft, and
the objective is to recover the non-stationary rotation speed of HP shaft (N2) from a vibration
signal mounted on the gearbox casing. A visual inspection ofvibration signal is presented
in Fig. 2.24, where it is displayed the gearbox signal under coast-down operating condition
both in time, frequency and time-frequency domains. When the signal is decimated to 25kHz
(Fig. 2.24(c)), two different dynamics that cross between them could be distinguished, yet
the signal is downsampled 25 times obtaining a clear harmonic patterns that are related to
required shaft speed. Nonetheless, there is no a spectral component around 166.67Hz (i.e.
10000rpm) that presents a visible harmonics. Therefore, in spite of the information included

2Contest rules link:
http://surveillance8.sciencesconf.org/resource/page/id/17
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Figure 2.23:Characteristic frequencies referenced to HP shaft rotating speed (N2) (SAFRAN, 2015).
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Figure 2.24:Provided gearbox signal by SAFRAN contest in: (a) time domain, (b) frequency domain,
and time-frequency domain from downsampled signal (c) 2 and(d) 25 times.

in Fig.2.23allows to infer that expected HP shaft component must appears around 166.67Hz
(1storder), inspecting the tacho signal measured on line 4, and given for solving the exercise
2, shows that theL4 rotational speed ranging from 181Hz to 243Hz. Therefore, taking into
account that the relationship betweenL4 andL1 (HP shaft speed) is 1.014, it is assumed that
the desired shaft speed is around 183Hzand 246Hz. Then, the IAS-OT model boundaries are
fixed L f

= 180 andH f
= 250, and it is not relevant if the operating condition is start-up of

coast-down, due to the required useful information is to define an approximated range where
the expected IF is changing. The orders to be tracked into theproposed model are estimated
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Figure 2.25: Time-frequency of SAFRAN contest gearbox signal (exercise1) and the estimated IF
using the IAS-OT model (blue line).

using the harmonic algorithm (Section2.2.1) from a 20 seconds signal segment, obtaining
the harmonics showed in Fig.2.24(b). As regards to properly fix the first order component,
a high-pass FIR filter is applied, because there is a component around 100Hz that is a sub-
harmonic of desired component, and the proposed model requires that the first component
in the signal corresponds with the first order. In that sense,a total of 6 order components are
needed to estimating the IF associated to HP shaft speed. As aresult, adjusting the SRCKF
parameters toqa

i = 10−7, qf
= 10−11 andr = 10−12, it is obtained the IF showed in Fig.2.25.

The blue line indicates the IF estimated by the proposed method, and green line corresponds
to estimation using the based-STFT method ((Urbanek et al., 2013)). It is possible to see
that IF extracted with SRCKFOT method is centered with respect to spectral component
(red band), whereas the based-STFT method obtains a shiftedIF which could be generated
by a bias introduced when the interpolation of the estimatedIF is carried out. Nonetheless,
it is worth noting that both methods extracting correctly the IF structure, but the proposed
scheme is more accurate, taking into account that the scaling factor in the maxima tracking
must be fixed. Other aspect to highlight is that the estimatedIF allows us achieve the third
place in the contest, yet including the exercise 2 answer. Fig. 2.26shows the time-frequency
representation of the six extracted order components in logarithmic scale. It is important to
highlight that first order is extracted perfectly, it means,without spurious noise, whereas the
other components are contaminated with low power noise.

2.6 Discussion

The developed experiments allow formulating several findings about the considered OT
schemes. So, the following advantages and drawbacks of the proposed scheme are high-
lighted:
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Figure 2.26:Time-frequency representation of six order components estimated from SAFRAN con-
test gearbox signal using the IAS-OT model.

– The proposed nonlinear model for solving the OT problem canhandle vibration signals
with multiple oscillatory components represented throughseveral order components.
Yet, the approach has a trade-off between the model order (2K+1, beingK the number
of components to be tracked) and the computational cost associated with parameter
estimation. Moreover, asK increases the precision also improves, but at the same
time, the computing burden grows since the amount of iterations becomes bigger. In
the concrete case,K can over exceed hundred components. To cope with this Kalman
filtering issue, estimation is carried out just over the mostrelevant order components.
So, the proposed methodology downsizes to the needed variable amount (more less
thanK) such that it provides enough precision of the respective reconstructed order
components.

– However, the proposed OT scheme represents both the signaland noise energy as state
variables, and therefore the estimation performance decreases inasmuch as obtained
order components from vibration signal are corrupted. To achieve the needed estima-
tion accuracy, particularly, ten order components are usedin test rig experiment, as
seen in Figures2.10, 2.11, and2.12. Likewise, since the noise level is higher, the
amount of order components increases to 20 in the ship driveline application (Fig-
ure2.14). Besides, the IF estimation also depends on the amount of spectral compo-
nents to be tracked, but the noise influence is more focused onamplitude estimation
according to the selected model covariance,Q.Here, it is worth noting that the tracked
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order components could be estimated using the algorithm explained in Section2.2.1,
but when the signal comprises an order components with considerable amplitude, as
in the case studies related with both contest.

– Since the IAS-OT model is solved by Kalman filtering, the process and measure-
ment covariances are parameters that strongly affect the estimation accuracy, there-
fore, it is suggested to utilize a grid of parameters comprising the following values:
i) qa ∈ [10−3, 10−6], ii) q f ∈ [10−6, 10−11], andiii) r = qf · 10−1. Starting with
those parameter values reduce the possibility to find a correct estimation both order
components and IF.

In addition, comparison between SRCKFOT and VKFOT brings the following observa-
tions:

– In terms of the achieved estimation performance, comparedmodels turn to be ade-
quate for all considered databases. Therefore, the obtained outcomes in simulated
experiment (see Table2.2) allow inferring that the waveform reconstruction using
SRCKF OT gets a lower error, which is reduced to half in average, foreach estimated
order component. Error reduction can be explained since theproposed scheme does
not require any synchronization between vibration and tacho signals, while VKFOT
scheme does. In contrast, amplitude estimation of each order component shows that
VKF OT supplies better approximation to the original components because it modu-
lates each component using the amplitude parameter, while the proposed scheme is just
based on the frequency parameter. Yet, when experimental data are used, the achieved
performance has no meaningful differences between compared approaches, i.e., both
schemes are satisfactory. Therefore, comparison must be rendered in a graphical way.
Generally, the VKFOT scheme needs a reference signal coming from the rotation
speed of the machine. Instead, the SRCKFOT does not require any synchronization
and is able to estimate the frequency associated with the first component as well as
other components that might not be integer multiples of the rotation speed, such as
resonances (Figure2.9).

– As seen in Figures2.3, 2.4, and2.5(theoretical experiment), as well as in Figures2.10,
2.11, and2.12(test rig experiment), the VKFOT approach performs as an amplitude
modulation scheme, carrying out a cumulative integration of the angular velocity to
get the forming signal phase of each component (Pan and Lin, 2006), and hence, this
approach presents a high estimation error when reference signal vanishes at all. In
contrast, in the proposed scheme, each component is estimated from its own waveform
and then the amplitude is calculated from each in-phase and quadrature component;
this allows to track more complex dynamic systems.
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– As shown in Table2.2, the proposed scheme requires larger component amountK to
perform more precise estimation of each component. Instead, the VKF OT can es-
timate the desired component, provided the reference speedsignal. However, to get
similar accuracy, the latter scheme requires fine synchronization of the vibration sig-
nal along with the reference. In the case of the closed-ordercomponent estimation,
VKF OT is more accurate in determining the amplitude, but the waveform reconstruc-
tion error is worse when the order component is estimated since there is a phase delay
between the base signal and the modulation performed. The same behavior can be
seen in Figures2.10, 2.11, and2.12. On the other hand, SRCKFOT performs more
precise estimation because it preserves the waveform and amplitude at current time,
despite the noise influence; this fact is an advantage in real-world applications.

– From the carried out test rig analysis two aspects are to be emphasized: first, the
proposed scheme performs suitable estimation, mainly, since it does not require any
reference shaft speed measurement. Rather, there are threeparameters associated to
Kalman filter recursion that must be tuned. In case of the VKFOT, there are only two
parameters to be fixed. Second, the estimation stability in SRCKF OT is better than
in the VKF OT case since for each recording a reference shaft speed measurement is
needed.



3 Fault identification by novelty
detection

Nowadays, condition monitoring of rotating machinery is becoming increasingly important
for the industry because it allows reducing accidental damages and improving the machine
performance at the same time. This tool mainly relies on the adequate evaluation of the ma-
chine health or state, employing a set of measurements (called Condition-based Maintenance
– CBM). Nevertheless, most of the real-world machinery operate unique pieces, which are
not suitable for inducing faults, making unfeasible to collect useful data from undamaged
machine conditions. Therefore, training datasets are unbalanced, presenting enough infor-
mation just about normal class. Regarding this matter, thenovelty detectiontechniques had
been developed that aim at inferring or modeling the undiscovered or missing data.

According to the extensive review inPimentel et al.(2014), the novelty detection methods
(also termed one-class classifiers OCC) can be constructed using generative or discrimina-
tive models. In either case, non-normal classes can be builtbased on several representations:
Distance-based, Probabilistic, heuristic, subspace-based, or based on information-theoretic
learning. Nonetheless, extraction of a representative feature set must be carried out accu-
rately to provide robust performance on test data. To this end, feature extraction achieves a
trade-off that maximizes the exclusion of novel samples while minimizes the exclusion of
known samples.

For training of CBM systems, data can be measured by several principles: vibration, acoustic
emission, and temperature signals, among others. However,the vibration principle is more
frequently used because of its low cost and high performanceusually provided (Randall,
2011). Furthermore, a set of statistical features has been already proposed for extracting a
set of discriminating features from vibration signals (Lei et al., 2010; Villa et al., 2012; Lei
et al., 2012; Wang, 2016). However, several machine operations often lead to non-stationary
signals due to the dynamic behavior of the machinery excitations, resulting in time-varying
operating conditions. Therefore, the development of signal analysis methods suited to ex-
tracting the time-varying features from non-stationary signals has become increasingly rele-
vant for machinery fault diagnosis (Feng et al., 2013). To obtain valuable information from
non-stationary signals, several principles of feature extraction have been suggested for diag-
nosis of machinery health conditions (Worden et al., 2011; Goyal and Pabla, 2015). Where
it is possible to find stochastic models for time series (likeregressive models (Langone et al.,
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2015), Markov models (Zhou et al., 2015)), linear time-varying decompositions (harmonic
analysis (Cardona-Morales et al., 2014; Heo and joon Kim, 2015), time-frequency analy-
sis (Wang et al., 2015), time-scale analysis (Chen et al., 2016)) , non-linear time-varying
decompositions (empirical mode analysis (Lu et al., 2015), complex analysis (Caesarendra
et al., 2015)), among others.

Although the implicit trade-off between the time and frequency resolution of the analysis
may degrade the performance of time-frequency representation (TFR), its use remains very
desirable for machinery diagnostics. The major advantagesof TFR are its fast implemen-
tation and the provided physically meaningful interpretation as suggested inSejdic et al.
(2009), where different TFR methods are discussed to discriminate test rig faults. Never-
theless, one aspect that may jeopardize the use of linear time-varying decompositions for
condition monitoring is the high dimension of the extractedfeature set, extremely increasing
the computational load of the CBM as a whole notably (Cardona Morales et al., 2013).

In this chapter, a CBM methodology for non-stationary operating conditions is introduced
that relies on a set of the time-varying narrow-band features extracted from order tracking ap-
proach presented in Chapter2, aiming to encode the non-stationary behavior of the acquired
vibration signals. The key point here is conceiving the order components like dynamic fea-
tures, and then, estimating several statistical parameters over those features to carry out the
dimension reduction of the input training set as discussed in Lu et al. (2015). Another ap-
proach to properly characterize each narrow-band component is employing similarity mea-
sures as is presented inSierra-Alonso et al.(2014). Particularly, the multi-dimensional out-
lier detection problem is solved using two different data description classifiers, including the
Support Vector Data Description(SVDD) as OCC method that is assumed to accomplish a
spherical boundary around the data set by avoiding the estimation of the data density (Tax
and Duin, 2004; Cha et al., 2014). The other data description classifier is based on the estima-
tion of the probability distribution function, assuming that the boundary can be modeled by a
Gaussian distribution, so-calledGaussian Distribution One-Class Classifier(GDOCC) (Tax,
2011).

The proposed CBM methodology comprises two different OCC schemes under different
points of view (Section3.3). Firstly, a traditional scheme, similar toDing et al. (2015);
Lei et al. (2015), where one class encloses the all undamaged data, and another class is
compounded from different types of machine faults, either unbalance and misalignment or
bearing faults. Moreover, secondly, a novel scheme based onblind label assignment where
the dynamic features (i.e. order components) are dealt likepseudo-observations taking into
account that each order component inherits the properties of the complete signal. Then, a
feature set is built with all undamaged order components to train the classifier algorithms,
and the order components estimated from faulty signals are assessed to identify a spectral
region where the abnormal condition appears. In order to validate the proposed methodol-
ogy, several experiments are shown in Sections3.4 and3.5 using three different datasets.



3.1 Feature estimation 45

First, a dataset collected on a test rig for undamaged, unbalanced and misaligned instances
under speed-varying machine conditions (start-up and coast-down). Second, a set of signals
acquired on a test rig including undamaged and bearing faults under constant speed. Finally,
a dataset composed by undamaged and bearing faults under coast-down operating machine
condition.

3.1 Feature estimation

With the purpose of separating the information of spectral sub-bands, the filter bank methods
(FBM) decompose bandwidth-limited signals into a set of narrow-band components. Thus,
a given signaly(t)∈R(T) that has a finite bandwidth∆F (with F=[0, 1/2∆t], being 1/∆t the
sampling frequency) is decomposed intoK∈R+ narrow-band componentsx={xk(t):k∈K} so
that each one has a bandwidth∆Fk such thatFk⊆F.
In that sense, the order tracking model (OT) proposed in Section 2.1decomposes the signal
y(t) in a set of order componentsxk(t)∈R(T) such that the (2.1) can be written as follows:

y(t) =
K∑

k=1

xk(t),∀t∈T (3.1)

where each order component isxk(t) = ak(t) cos(kω(t) + ϕk(t)), beingak(t) the order ampli-
tude,kω(t) thek-thharmonic of the fundamental rotational frequencyω(t) andϕk(t) the order
phase. It is worth noting that depending on the amount ofK order components extracted,
it is feasible thatxk(t) could be associated with a mono-component signal (i.e. thespectral
information is contained in a singular frequencykω(t), but considering that in the most of
casesK is lower than the actual harmonics iny(t), eachxk(t) has a limited-bandwidth∆Fk.
Due to the narrow-band components comprises much information about the machine condi-
tion, it is necessary to estimate a set of features that may befed into the classification scheme.
In that sense, two different type of features are computed from each order component includ-
ing the statistical and similarity characteristics.

3.1.1 Features based on statistics

To compute a commonly state-of-the-art feature set, used inLei et al. (2010); Villa et al.
(2012); Wang(2016), both each single recording (yi(t)) and each dynamic feature (xi,k(t)) is
represented by a set of scalar-valued time–invariant features. Specifically, the suggested sta-
tistical features appraises two sets: set 1 having 11 features,{χ1, . . . , χ11},which are proposed
to be estimated directly from the time seriesψ(t), that denotes either the raw signalyi(t) or
an order componentxi,k(t); set 2 with 13 features,{χ̃1, . . . , χ̃13}, which are estimated from the
frequency domain computed by the Fourier Transform of the time series,Ψ( f ) = F{ψ(t)}.
Both sets are shown in Table3.1, where fi denotes thei-th frequency value, and in this
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Table 3.1:Extracted statistical features in time and frequency domains, afterLei et al.(2008, 2010).

χ1 = E {ψ(t) : ∀t ∈ T} χ̂1 = E {Ψ( f ) : ∀ f ∈ F}
χ2 = std(ψ(t)) χ̃2 = var(Ψ( f ))
χ3 = rms (ψ(t)) χ̃3 = rms(Ψ( f ))
χ4 = skew (ψ(t)) χ̃4 = skew(Ψ( f ))
χ5 = kurt (ψ(t)) χ̃5 = kur(Ψ( f ))

χ6 =
(
E

{ √
|ψ(t)|

})2
χ̃6 = E { fiΨ( f )} /E {Ψ( f )}

χ7 = maxt |ψ(t)| χ̃7 =
√
E

{
( fi − χ̃6)2Ψ( f )

}

χ8 = χ7/χ3 χ̃8 =

√
E

{
f 4
i Ψ( f )

}
/E

{
f 2
i Ψ( f )

}

χ9 = χ7/χ6 χ̃9 = E
{
f 4
i Ψ( f )

}
/

√
E {Ψ( f )}E

{
f 4
i Ψ( f )

}

χ10 = χ6/E {|ψ(t)|} χ̃10 = χ̃7/χ̃6

χ11 = χ7/E {|ψ(t)|} χ̃11 = E
{
( fi − χ̃6)3

Ψ( f )
}
/χ̃3

7

χ̃12 = E
{
( fi − χ̃6)4

Ψ( f )
}
/χ̃4

7

χ̃13 = E
{
( fi − χ̃6)1/2

Ψ( f )
}
/χ̃

1/2
7

study, both sets are merged into a single statistical feature set (SFS). An optional dimension
reduction is also considered by using Principal Component Analysis (SFS-PCA).
In Table3.1, E {·} stands for the expectation operator, and the set of features{χ2, . . . , χ5}
are: the standard deviation, std(·); the root mean square (RMS) value, rms (·); the skewness,
skew(·); and the kurtosis, kurt(·); all of them providing a physical interpretation in terms of
vibration severity levels. In addition, other statisticalfeatures asχ9, χ10 and ˜χ6 are the crest
factor, the shape factor and the frequency center, respectively.

3.1.2 Features based on similarity measures

With the aim of improving the discriminating ability of the feature set, it is computed a
measure of similarity between the input signaly(t) and each extractedk-the narrow-band
component,xk(t)∈R(T), quantifying their mutual statistical dependence. Taking into ac-
count the available FBM representation, it is measured the statistical dependence through
thecross-correlation spectral density (CCSD)between{y(t), xk(t)} that depicts the distribu-
tion of signal content over the frequency domain, defined as below:

Syxk(ω) =

∣∣∣∣∣∣∣∣

∫

T

∫

T

y(τ)xk(t + τ)dτ exp(− jωt)dt

∣∣∣∣∣∣∣∣

2

(3.2)

whereω = 2π f . Derived from the spectral measure in (3.2), it could be consider the follow-
ing generalizing values of mutual statistical dependence:

– Pearson’s correlation coefficient (PCC), ρy,xk∈R[−1, 1], that is a straightforward way
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to quantify the linear relationship of dependence as bellow:

ρy,xk = E
{
Syxk(ω) : ∀ω∈ Fk

}
/σyσxk (3.3)

whereσ2
ξ=(2π)−1

∫
Fk
|Sξ(ω)|2dω is the variance. Note that bothy(t) and xk(t) are as-

sumed zero-mean values.

– Cumulative spectral density index (CSDI)introduced as follows:

̺y,xk = E



ω∫

−∞

Syxk(ω̃)dω̃ : ∀ω ∈ Fk


, ̺y,xk ∈ R+ (3.4)

It is worth noting that the higher the values ofρy,xk and̺y,xk, the higher statistical association
between variables.

3.2 One-class data inference

Based on the optimal signal detection that infers whether the damage is present, different
approaches to distinguish one class from the rest of the feature data space,Z ∈ RN×p, had
been developed, (beingp the data dimension andN the number of available objects). Partic-
ularly, the measured data space is related to just one of the classes (termedtargetand noted
asZtr⊆Z) that can be properly characterized and compactly clustered, in such a way, as to
guarantee the discrimination of other possible objects (that is,outlier class from which no
measurements are available) distributed outside of the target class. So, to hold the target
class within concrete boundaries, two concepts are introduced: i) the distance,d(zi) ∈ R+,
that measures the closeness of an object{zi : i = 1, . . . ,N; zi ∈ Z} to the target class, and
ii ) the thresholdθ ∈ R+ on this distance, that fixes the decision boundary of the target class,
that is (Tax, 2011):


d(zi) < θ, zi → target class

d(zi) > θ, zi → non-target class
(3.5)

The definition of the adequate classification boundary around target class remains the most
challenging issue. Moreover, the thresholdθ should allow as many objects as possible from
the target class, minimizing the chance of accepting non-target (or outlier) objects at the
same time (Khan and Madden, 2010). The most important feature of OCC, as is discussed
in (Tax, 2011), is the trade-off between the fraction of the target class that is accepted,tp,
and the fraction of outliers that is rejected,fn, or the equivalent trade-off between the error of
the first and the second types,εI andεII , respectively (see Table3.2). In OCC problems, the
errors are commonly denote in terms of the false positivefp (outlier accepted) and the true
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Table 3.2: Types of classification error in the OCC problem. In multiclass problem the errors are
noted as type I error (εI ) and type II error (εII ).

True class label
target outlier

Assigned label
target

true positive (tp) false positive (fp)
target accepted outlier accepted (εI )

outlier
false negative (fn) true negative (tn)
target rejected (εII ) outlier rejected

εI

εII

Z
Ztr

Figure 3.1: Regions in OCC. A spherical shaped one-class boundary is trained using the training set
(blue dots). The outliers are represented by red dots. The gray areas represent the error of the first
and second types.

negativetn (target rejected). The general setup is shown in Fig.3.1. The circular boundary
is the data description which should describe the data, however, it makes some errors: a part
of the target data are rejected and some outliers are accepted. Increasing the volume of the
data description aiming to decrease the errorεII , will automatically increase the number of
accepted outliers, and hence, increase the errorεI . In practice, the employed distance can be
implemented by the simple Euclidean or even more complex statistics-based distances. In
that sense, the distances are more robust when it is impose a model to the OCC that allows to
provide a highly dense volume of the decision hyper-sphere.Specifically for implementing
the OCC, the Gaussian distribution classifier (using Mahanalobis distance) and the Support
Vector Data Description (using kernel based square distance) are explained below.



3.2 One-class data inference 49

-3 -2 -1 0 1 2 3

volume

0

0.1

0.2

0.3

0.4

rejected
region

accepted
region

R
ej

ec
ti

o
n

 f
ra

ct
io

n

Figure 3.2: Threshold on a 1-dimensional Gaussian distribution.

3.2.1 Gaussian-Distribution One-Class Classifier - GDOCC

The Gaussian-distribution-based OCC fits ap-dimensional multivariate normal distribution
(e.g. see Fig.3.2) to the data set (Bishop, 1995):

Ξ(z) =
1

(2π)p/2 det(Σ)1/2
exp

(
−

1
2

(z − µ)⊤Σ−1(z − µ)

)
, (3.6)

whereµ ∈ Rp×1 andΣ ∈ Rp×p stand for the mean vector and covariance matrix of the
training set,Ztr . In order to distinguish between target and outlier data a threshold on the
probability distribution function is set and then, the Mahalanobis distance of a new objectzv

is computed as follows:

d(zv) =
√

(zv − µ)⊤Σ−1(zv − µ). (3.7)

The instances with theθ = 10% amount of largest Mahanalobis distance are regarded as
outliers. As a result, an ellipsoidal boundary around the data is achieved. This method is
expected to work reasonably well when the data are normally distributed.

3.2.2 Support Vector Data Description - SVDD

The objective of SVDD is finding the best data description of target data in OCC. Assume a
dataset{zi , i = 1, ...,Ntr }, whereNtr is the number of target data. The objective function of
SVDD is as follows (?):

min R2
+C

Ntr∑

i=1

ξi

s. t. ‖zi − a‖2 ≤ R2
+ ξi, ξi ≥ 0 ∀i∈Ntr (3.8)

wherea is the sphere center,R is the radius andξi is a slack parameter used to incorporate the
effect of data not included in the spherical description, i.e., it allows a soft boundaries (see
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a
R

ξi
zi

Figure 3.3: SVDD in feature space.

Fig. 3.3). The variableC represents the trade-off between sphere volume and the number of
target data outside the sphere, allowing the relative importance of each term to be adjusted.
To solve the optimization problem in (3.8), it is constructed a Lagrangian function as follows:

L(R,a, αi , γi, ξi) = R2
+C

Ntr∑

i=1

ξi −
Ntr∑

i=1

αi{R2
+ ξi − ‖zi − a‖2} −

Ntr∑

i=1

γiξi (3.9)

where Lagrange multipliers areαi ≥ 0 andγi ≥ 0. Finding the stationary point of (3.9), the
rearranged function in (3.8) is rewritten as:

min
α

Ntr∑

i=1

Ntr∑

j=1

αiα jK(αi , α j) −
Ntr∑

i=1

αiK(αi , αi)

s. t.
Ntr∑

i=1

αi = 1, αi ∈ [0,C], ∀i, j = 1, . . . ,Ntr (3.10)

whereK represents a Mercer’s kernel; usually a Gaussian kernel with standard deviation
σ (adjustable parameter) is employed, that is,K(zi , z j) = exp

(
‖zi − z j‖/σ2

)
, with i, j =

1, . . . ,Ntr . Those vectors for whichαi = C, termed thebounded support vectors, are located
outside of the sphere, whereas the objects withαi ∈ [0,C], or unbounded support vectors, are
located exactly on the surface of the decision boundary sphere. By the way, a large fraction
of theαi should become zero during the optimization in (3.10). Then, the introduced squared
distance of an objectzv ∈ Z, to the center of the sphere is estimated as follows:

d(zv) = K(zv, zv) − 2
Ntr∑

i=1

αiK(zv, zi) +
Ntr∑

i=1

Ntr∑

j=1

αiα jK(zi , z j) ≤ R2 (3.11)

In consequence, the thresholdθ, is the radius calculated as the distance from the sphere center
to an unbounded support vector. In practice, the average distance to a set of unbounded
support vectors is used.



3.3 Experimental setup 51

3.2.3 Performance measures

In classification problems, the primary source of performance measurements is the coinci-
dence matrix showed in Table3.2. The equations of most commonly used metrics that can
be calculated from coincidence matrix are as follows (Olson and Delen, 2008):

prec=
tp

tp + fp

rec=
tp

tp + fn

f1 = 2 · prec· rec
prec+ rec

(3.12)

whereprec, recand f1 denote precision, recall andf -measure, respectively. The precision or
confidence denotes the proportion of predicted positive cases that are correctly real positives,
whereas the recall or sensitivity is the proportion of real positive cases that are correctly pre-
dicted positive. Thef -measure references the true positive instances to the arithmetic mean
of predicted positives and real positives, being a constructed rate normalized to an idealized
value (Powers, 2011). Those measures focus only on the positive instances and predictions,
for which are adequate measures for OCC problems, i.e. when negative examples are miss-
ing. In addition, those measures are ranged at the interval [0, 1], being measure values closer
to 1 a sign of satisfactory performance in classification.

3.3 Experimental setup

The proposed methodology comprises two different classification schemes, for which is em-
ployed the diagram displayed in Fig.3.4. First, a traditional classification scheme is carried
out, where OCC algorithms are trained with a feature setZ∈RN×p, such that the goal is
detecting if any fault exists or not. Here, three distinct ways to build the feature sets are
considered:i) p = 24 statistic features from the raw signaly(t) (Table3.1); ii) a singular
statistical features (p = K) from each order componentxk(t) such as standard deviation (OT-
STD), root mean square (OT-RMS) and kurtosis (Ot-KURT), dueto those statistics provided
basic information about the physical nature of each narrow-band component; andiii) the
similarity measures (OT-CCSD, OT-CSDI and OT-PCC) computed betweenxk(t) andy(t)
(i.e. p = K), aiming to encode the relevant spectral information that each dynamic feature
enclosed.

In consequence, 8 feature sets are individually tested and fed into the OCC algorithms. Be-
sides, a feature extraction stage is performed using PCA to compare the performance of the
estimated features against a set the extracted features. Itis worth noting that order decompo-
sition could obtain a different amount of orders, and hence,to accomplish a square feature
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- Statistics from

One-Class Data InferenceFeature extractionFeature Estimation

OT-SRCKF
- Principal
Component
Analysis (PCA)

(SFS)

- Statistics from
(OT-statistic)

- Similarity measures
(OT-measure)

- Support Vector Data
Description (SVDD)

- Gaussian Distribution
Data Description
( )GDOCC

y(t)y(t)

{xk(t)}

{xk(t)} Z Z̃

Figure 3.4: Diagram of proposed methodology for fault detection and identification using dynamic
features extracted from order component decomposition method.

matrixZ, it is needed to fix thep features according to the minimum number of decomposed
componentsK.

Second, taking into account that each order componentxk(t) holds the main characteristics
of y(t) in a limited-bandwidth defined by the order frequencykω(t), it is possible assuming
that xk(t) is a newpseudo-observation. In that sense, the OCC problem comes up the fault
detection task like a frequency-located fault detection, where it is assessed if each order
component is labeled either target or outlier. The statement mentioned above implies that an
outlier order component could be associated with a type of fault, considering that damages
close to low orders are related to the shaft defects (e.g. unbalance, misalignment, looseness,
among others), and high orders are linked to either bearing or gear faults.

In particular, as regards feature set composition,Z∈R(N×K)×p indicates an augmented feature
matrix, whereN × K is the set of pseudo-observations. In a similar way that the first classi-
fication scheme, different feature sets are comprised by statistic features (p = 24), singular
statistics (named as STATS withp = 3) comprising STD, RMS and KURT, and similarity
measures (p = 3) including CCSD, CDSI and PCC, that is named as CSIM. Because of the
feature matrix,Z, in the major of cases has few features, the feature extraction stage is not
carried out.

Both classification schemes are employed by a 20-fold cross-validation and 75% of target
objects to training the algorithms aiming to reduce the overtraining, inasmuch the number
of observations is very low. Besides, the fraction rejection of the OCC algorithms is fixed
to 10%, which gives the fraction of the target set which will be rejected. The tuning of free
parameters both SVDD and GDOCC are founded by grid search, inparticular, the former
case isσ∈[1, 100000] using a logarithmic scale, and the last case uses theregularization ofΣ
given byΣ̃ = (1−β)Σ+βIp, beingβ∈[0.05, 1] andIp the identity matrix of dimensionp. The
methodology is tested using three different experiments obtained in a test rig from Univer-
sidad Nacional de Colombia. Firstly, a dataset that comprises unbalance and misalignment
damages under two particular dynamic operating conditions(start-up and coast-down). Sec-
ondly, a dataset including bearing faults such as inner race(BPFI), outer race (BPFO) and
ball bearing (BSF) defects, under constant speed. And lastly, a dataset of the same damages
on bearing faults, but under coast-down operating condition.
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3.4 Experiment on test rig: Universidad Nacional de
Colombia data 1

A set of experiments is performed by using the supplied test rig, shown in Fig.2.6, that
includes a2 HP Siemens electromotor with a maximum speed of 1800rpm (a detailed
description is provided in Section2.4.2).

The data set holds the following types of acquired outliers regarding the considered ma-
chine states:i) a static unbalance generated by a mass of 0.5gr located on the drilled wheel
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Figure 3.5: An exemplary of signals under both operating conditions, (left) start-up and (right) coast-
down. Each type of signal is presented in time domain (top) and its time-frequency representation
(bottom).
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closer to the rigid coupling, andii ) an angular misalignment generated by a horizontal and
vertical displacements of 0.3 and 0.7µm, respectively. The data collection also includes an
undamaged condition that is assumed as the target class. Therecordings are measured under
start-up and coast-down operating conditions, where each signal under coast-down condi-
tion (Fig.3.5-right) contains three phases:i) maximum speed (1800rpm), ii) turning motor
off, and iii) steady–state regime. The start-up condition case (Fig.3.5-left) has the same
phases in reverse order. Each recording is five seconds long,and the working phases are not
synchronized, that is, the decreasing (increasing) may begin at different times within each
recording. Here, it is important to highlight that start-upcondition includes an interference
generated by the electromotor while the speed increase, whereas the coast-down condition
shows clear order components.

As a result, 20 recordings were acquired for undamaged and unbalance classes, whereas for
misalignment were 8. Taking into account that the maximum spectral information is around
1.2kHzeach recording is downsampled to 4kHzto reduce the computational cost, yielding a
recording length ofL = 20000 samples in 5s. Consequently, the respective OCC analysis is
carried out both start-up and coast-down operating conditions using the traditional and novel
classification schemes.

3.4.1 Analysis of start-up operating condition

With respect to the feature estimation, it is needed to definethe signal harmonics that will
be tracked by the SRCKFOT algorithm. To cope this procedure, a harmonic estimation
algorithm is performed to 1 second signal segment at maximumspeed (i.e. the last recording
second), obtaining the harmonics showed in Fig.3.6. It is possible to observe that unbalance
class presents a highest amplitude in the order attained to 30Hz (1st order), whereas the 3rd
order stands out in misalignment and undamaged case. As a result, the amount of harmonics
is K = 10, K = 9 andK = 10 for undamaged, unbalance and misalignment instances (that
number could change depending on the spectral information of the each observation). In
addition, the SRCKF covariances are fixed toqa

i = 10−6, qf
= 10−9 andr = 10−9, and an

advantage of the method is based in the fact that the parameters are founded once time and
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Figure 3.6: Orders estimated from start-up regime using maximum harmonics algorithm.
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Figure 3.7: An exemplary of first six order components for the machine states under start-up operat-
ing condition.

it does not need searching those parameter values again.

An exemplary of tracked orders in time domain is shown in Fig.3.7, where it is notorious
that both undamaged and misalignment are distributing the electromotor noise between all
order components, increasing the OCC problem difficulty. Incontrast, the unbalance class
has different signal structures on each component, especially, the 1st order that could be
considered without noise since it presents a great amplitude respect with the others.

Afterwards, the traditional classification scheme resultsare shown in Table3.3, where it is
observed that OT-RMS and OT-STD features overcome the otherfeatures, reaching an over-
all performance 95± 8.3 and 89± 11 percent using GDOCC (β = {0.5, 0.4}) and SVDD
(σ = {8.8, 10}), respectively (where the first number indicates the mean value of 20-folds
and the second is its corresponding standard deviation). Also, the traditional feature set
(SFS) presents an acceptable performance, being comparable with OT-RMS and OT-STD
when the SVDD is utilized. In contrast, the OT-KURT feature set achieves the worst per-
formance, and when PCA is used, the performance does not increase (in almost all cases),
which is expected in the sense that the employed OCC algorithms work better under the
non-linearities of the feature set. On similarity feature sets, the obtained performance indi-
cates that those characteristics are not suitable to represent the considered machine condition
(start-up), nonetheless, by means the SVDD, the performance increases significantly.

In case of the classification scheme 2, Table3.4 shows the averaged training performance
of each classifier in terms of percentages. It is observed that both algorithms (GDOCC and
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Table 3.3: Performance results in (%) of faults associated to shaft under start-up regime using the
classification scheme 1.

GDOCC SVDD
Feature set fp prec rec f1 fp prec rec f1
SFS 5.2± 14 83± 3.5 90± 7.3 86± 4.1 0± 0 100± 0 72± 16 83± 14
SFS-PCA 16± 8.7 50± 10 81± 19 59± 5.5 4.5± 3.4 77± 18 67± 23 68± 14
OT-STD 0 ± 0 100± 0 91± 14 95± 8.3 0.52± 1.7 97± 9.1 84± 14 89± 10
OT-STD-PCA 11± 5.7 61± 16 84± 18 67± 5.9 4.1± 2.1 78± 10 78± 17 76± 10
OT-RMS 0 ± 0 100± 0 91± 14 95± 8.3 0.52± 2.3 98± 9.6 83± 16 89± 11
OT-RMS-PCA 8.6± 6.2 68± 18 80± 18 70± 7.2 2.8± 1.4 83± 9.7 75± 19 77± 12
OT-KURT 32± 16 30± 12 69± 19 40± 11 3.4± 0 61± 9.9 35± 14 44± 14
OT-KURT-PCA 94± 6.6 15± 1.3 94± 13 25± 2.5 5.9± 1.6 53± 11 39± 14 44± 12
OT-CSDI 21± 16 55± 30 83± 16 59± 16 2.4± 1.6 85± 11 69± 17 75± 10
OT-CSDI-PCA 21± 16 52± 29 78± 14 57± 17 0± 0 100± 0 67± 25 77± 19
OT-CCSD 21± 16 54± 30 81± 17 59± 18 1.2± 1.7 92± 14 65± 23 73± 18
OT-CCSD-PCA 17± 17 63± 32 78± 17 62± 16 0± 0 100± 0 62± 16 75± 12
OT-PCC 3.4± 2.5 83± 11 78± 19 78± 8.5 4± 2.6 75± 15 60± 17 65± 11
OT-PCC-PCA 4.1± 2.1 79± 8.2 84± 14 80± 4.6 2.2± 1.7 82± 14 56± 18 65± 16

Table 3.4: Performance results in (%) of faults associated to shaft under start-up regime using the
classification scheme 2.

GDOCC SVDD
Feature set prec rec f1 prec rec f1
SFS 100 75 86 100 97 98
STATS 100 89 94 100 85 92
CSIM 100 91 95 100 98 99

SVDD) properly describe the target class, achieving performance rates over 86%. A preci-
sion (prec) of 100% indicates that all predicted training samples are effectively true positive,
which it is expected since the training is performed using only target samples. Therefore, the
performance depends on the proportion of real positive instances that are correctly labeled as
target. Nonetheless, when the outlier objects are labeled by the classifiers, the performance
rates do not preserve, which implies that a high classification rates in the training step do not
entail a high performance in testing.

Fig. 3.8 displays the label assigned to each pseudo-observation (xi,k(t)) from the actual ob-
servationsyi(t), where the label could be target (blue color) or outlier (red color). Here, the
goal consists of detecting if each order component labeled as outlier effectively corresponds
with the expected fault, it means, in unbalance case (UNB) the outliers are located in the
1st order, whereas the 2nd and 3rd orders are characteristics from misalignment (MIS). As
a result, the CSIM feature set reaches the best performance since it is able to distinguish
the order components associated to faults mentioned above.The best or worst performance
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Figure 3.8: Performance obtained under start-up regime with (left) GDOCC and (right) SVDD clas-
sifiers using the features: a) SFS, b) STATS, c) CSIM.

is defined taking into account the ability for identifying the spectral range where the faults
are present, from each pair OCC classifier together each typeof feature set. It implies that
in several classification outcomes the OCC methodology fails, for example, the class MIS
is wrongly classified in the majority of employed approachesdue to that the relevant order
components are labeled either as outliers or targets. This low performance is because the
pseudo-observations of undamaged and misalignment classes are very similar, and hence,
the estimated features do not provide discriminant information.

3.4.2 Analysis of coast-down operating condition

When the proposed methodology is validated in the coast-down case, the obtained results
are presented below. First, the set of harmonics (Γ) are calculated from 1 second signal
segment using the algorithm proposed in Section2.2.1. In consequence, the harmonics
showed in Fig.3.9are introduced to the SRCKFOT algorithm to estimate the new pseudo-
observations. In this case, it is observed that undamaged class differs in amplitude from
misalignment, but the 3rd harmonic still preserving the highest amplitude. As the same way
than start-up operating condition, unbalance is characterized by a 1st order predominant.
For the sake of estimate the order components, the amount of harmonics of each observa-
tion is aroundK = 11, K = 8 andK = 11 for undamaged, unbalance and misalignment,
respectively. Since the number of harmonics depends on the spectral information of the sig-
nal. Besides, the covariances of the OT algorithm are found through grid search, obtaining
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Figure 3.9: Orders estimated from coast-down regime using maximum harmonics algorithm.
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Figure 3.10: An exemplary of first six order components for the machine states under coast-down
operating condition.

the reference valuesqa
i = 10−4, qf

= 10−8 and r = 10−8, which may present changes of
10±1, avoiding performing the complete searching. Fig.3.10displays an exemplary of six
extracted order components that are considered as dynamic features. It is possible to see that
the amplitude of each narrow-band component is consistent with its own amplitude showed
in Fig. 3.9, that is, the 3rd order is predominant in undamaged class, as well as in misalign-
ment, whereas in the unbalance class the highest amplitude corresponds to the 1st. It is worth
noting that since the electromotor is turned off, there is noexternal noise that contaminates
the order component information.

When the classification scheme 1 is applied, the OT-STD and OT-RMS achieve the best
performance again, both using the GDOCC (withβ = {0.45, 0.8}) and SVDD (withσ =
{9000, 8500}) classifiers. In Table3.5, it is observed that GDOCC overcomes to SVDD, but
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Table 3.5:Performance results in (%) of faults associated to shaft under coast-down regime
GDOCC SVDD

Feature set fp prec rec f1 fp prec rec f1
SFS 9.2± 13 86± 5,6 92± 11 89± 6.6 0± 0 100± 0 86± 22 91± 16
SFS-PCA 3.8± 0.9 88± 6.1 92± 19 90± 13 2± 1.3 85± 14 87± 22 85± 16
OT-STD 0± 0 100± 0 96± 8.2 98± 4.6 0± 0 100± 0 93± 9.8 96± 5.4
OT-STD-PCA 27± 5.5 31± 3.8 93± 9.8 46± 4.5 16± 6.9 41± 7.4 80± 19 52± 3.9
OT-RMS 0± 0 100± 0 96± 8.2 98± 4.6 0± 0 100± 0 89± 15 93± 9.3
OT-RMS-PCA 25± 5.7 32± 4 92± 16 47± 6 20± 5.8 38± 8.6 92± 12 53± 6.4
OT-KURT 70± 13 14± 2.6 88± 12 24± 2.9 20± 1.3 33± 4.9 79± 19 47± 8.2
OT-KURT-PCA 79± 1.2 13± 1 93± 9.8 22± 1.9 23± 2.3 30± 3.8 82± 17 44± 6.5
OT-CSDI 6.6± 13 83± 29 95± 14 84± 22 0± 0 100± 0 88± 14 93± 8.2
OT-CSDI-PCA 7.4± 20 88± 27 96± 8.2 88± 22 0± 0 100± 0 89± 17 93± 11
OT-CCSD 5.8± 17 88± 26 96± 14 88± 22 0± 0 100± 0 88± 15 93± 9.2
OT-CCSD-PCA 5.8± 15 87± 27 87± 18 83± 21 0± 0 100± 0 88± 16 93± 10
OT-PCC 0± 0 100± 0 81± 17 89± 10 0.13± 0.6 99± 5.6 67± 25 77± 19
OT-PCC-PCA 0.13± 0.6 99± 4.5 84± 18 90± 12 0± 0 100± 0 63± 23 75± 16

Table 3.6:Performance results in (%) of faults associated to shaft under coast-down regime using the
classification scheme 2.

GDOCC SVDD
Feature set prec rec f1 prec rec f1
SFS 100 86 93 100 86 93
STATS 100 82 90 100 100 100
CSIM 100 97 98 100 98 99

the last increases the performance (over 90%) when the similarity measures are employed,
even using PCA. This fact implies that SVDD has a better generalization capability than
GDOCC and offers more feature set options to characterize the considered faults. The pos-
sibility of working with a major set of distinct features, allows to assess relevant information
that provide different physical interpretations. On the other hand, CSIM and STATS reach
the best performance under the classification scheme 2, because of the training rate is 99%
and 100%, when SVDD is applied Table3.6. Nonetheless, the former case is better because
the outcomes classifying the outliers shows that in many cases the pseudo-observations as-
sociated to unbalance and misalignment are correctly labeled as outliers. In spite of there
are several mistakes concerning the exact order component that characterizes each fault, i.e.,
1st and 3rd orders, the results indicate that the fault is located in a low frequency range (see
Fig.3.11(c)). As regards to STATS feature set, the performance is very low on the unbalance
class, assigning the outlier label to the last order component. While SFS and CSIM achieve
regular classification rates, falling in the number of accepted non-target pseudo-observations
when GDOCC is used, and in some cases, labeling both low- and high-frequency instances
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Figure 3.11: Performance obtained under coast-down regime with (left) GDOCC and (right) SVDD
classifiers using the features: a) SFS, b) STATS, c) CSIM.

like target class. In misalignment case, CSIM has a satisfactory result since a big number
of the objects are correctly classified. Conversely, both statistic feature sets do not provide
a successful identification, because there are either a lot or none of the outliers accepted.
This result may be caused by the similar component amplitudes between undamaged and
misalignment classes.
In general terms, both classification schemes achieve satisfactory results when they are ap-
plied to detect frequency-located faults associated to shaft speed like unbalance and mis-
alignment. In particular, the dynamic features based on order tracking components allow
extract relevant information of the machine providing a physical meaning that improves the
OCC interpretation.

3.5 Experiment on test rig: Universidad Nacional de
Colombia data 2

The goal of this experiment is validating the proposed methodology (presented in Fig.3.4)
to detect bearing faults and identify the spectral range where the fault exists. The mechanical
system is displayed in Fig.3.12(a), and consists of a shaft driven by a 1.5HP DC electric mo-
tor able to reach 1720rpm through the equipped rigid coupling. The test rig has two bearings
HTH-UC206 and two drilling wheels that are used to simulate bearing andunbalance faults,
respectively. The database holds acoustic signals lastingthree seconds at 44.1kHz sam-
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Figure 3.12: Experimental test rig (left): 1) Motor driven, 2) Rigid coupling, 3) Drilling wheels, 4)
Bearing housing. Sensors location: (A) Accelerometers and(B) Microphones. The simulated BPFO,
BPFI and BSF defects (right).

pling frequency and 20 vibration recordings captured simultaneously, lasting four seconds
at 25.6kHzsampling rate. The acoustic signals were acquired by two microphones located
at a distance of 2cm in front of each bearing housing. Simultaneously, the vibration record-
ings were collected in the horizontal plane, employing several accelerometers mounted on
bearing supports.
In the concrete case of introduced bearing faults, the following outlier classes in rotating
machines are considered: inner race (BPFI), outer race (BPFO), and ball elements (BSF).
The damages are simulated on the bearing located at shaft end, introducing a crack on the
surface of interest with a motor tool (Fig.3.12(b)). To validate the proposed OCC scheme,
two different operating conditions are analyzed: steady-state regime and dynamic regime,
that is, the machine operates under constant and variable (coast-down) speed, respectively.

3.5.1 Bearing faults under steady-state regime

For this experiment, the signals were recorded at∼ 1800rpmconstant speed and just the vi-
bration signal closest to the faulty bearing is employed. Fig. 3.13shows an exemplary of the
different bearing faults in the time domain (top part) and its correspondingly time-frequency
representation (bottom part) using the STFT with 8192 frequency bins, a Hamming win-
dow of 512 samples, and 50% of overlapping. The bearing faults evidence a notable cyclo-
stationary behavior that is characteristic of this type of defects. Nonetheless, two aspects
must be highlighted: First, it is expected that at high-frequency appears a representative
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Figure 3.13: Exemplary of bearing fault signals in time domain (top part)and its time frequency
representation (bottom part), which was acquired under steady-state regime.

spectral information, which is clearly observed in BPFI andBSF (around 3.5kHz), yet BPFO
is distinct since the spectral information with the highestamplitude is under 1kHz. Second,
the undamaged recording presents a cyclo-stationary phenomenon, which may be caused by
the low quality of the bearings. Therefore, that behavior isnot considered as a bearing fault
and introduces more difficulties to the OCC problem.

Afterwards, aiming to obtain the different narrow-band spectral componentsxi,k(t) from the
actual observationsyi(t), the signal harmonics are estimated following the algorithm pre-
sented in Section2.2.1. In consequence, the estimated harmonics to be tracked are displayed
in Fig.3.14on the signal spectra, where it is possible to see that each machine state has a dif-
ferent number of harmonicsK. Besides, it is worth noting that all faults have more amplitude
than undamaged ones, because there is a big spectral component at 120Hz that is the four
harmonic of the electromotor inasmuch it has four poles. In contrast, the biggest harmonic
in the undamaged signal is 161.1Hz that is associated with the bearing quality.

In this particular signal instances, it is observed that BPFI has the highest spectral com-
ponents at high-frequency compared with BPFO and BSF, beingthat phenomenon a clear
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Figure 3.14:Orders estimated from bearing fault signals when the machine operates under a steady-
state regime, and its respective spectrum.

sign of a bearing fault. As a result,K = {20, 16, 18, 17} is the number of harmonics that
are included into the SRCKFOT algorithm for undamaged, BPFO, BPFI and BSF, respec-
tively. In this case, the covariance parameters are heuristically fixed asqa

i = 10−3, qf
= 10−6

andr = 10−7 for all machine states. An exemplary of tracked order components is shown
in Fig. 3.15, where the first three and the last three narrow-band dynamicfeatures are dis-
played.

Since the machine speed is not measured, the interval [L f ,H f ] is fixed as [28, 32]Hz, ob-
taining an estimated IF profile that oscillates between [29.5, 30.5]Hz, which allows that sev-
eral components have noise. For instance, the 1st order of all considered machine states
is very noisy, and hence, a clear sinusoidal component at theshaft speed frequency is not
observed. Besides, the non-tracked harmonics are distributed among estimated harmonics,
causing noisy order components. For those reasons, all obtained narrow-band components
attained to 1storder present impulsive behavior that is added on the baseline associated with
the main tracked frequency.

On the other hand, the last order components (lower row in each machine state) evidence a
strong cyclo-stationarity that is described by the impulsive behavior, and hence, it is expected
that those narrow-band components allow characterizing the bearing defects. From a visual
inspection, it is possible to highlight that both BSF and BPFI have a clear cyclo-stationary
behavior, whereas BPFO does not show a cyclic dynamic.

After obtaining the dynamic featuresxi,k(t), the different feature sets are estimated, and both
classifiers are tested, achieving the results exhibited in Table3.7. As a result of the fault
detection task, OT-CSDI reaches the best performance with 95% using GDOCC, overcoming
the classical SFS feature set that only achieves 82% of classification rate. In contrast, when
SVDD is employed, OT-RMS performance is better improving OT-CSDI by 2%. Another
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Figure 3.15: Exemplary of several estimated order components from bearing fault signals when the
machine operates in steady-state regime.

important aspect is based on the fact that the false positives fp are zero, and the precision
is 100% when OT-STD, OT-RMS, OT-CSDI and OT-CCSD features are used, indicating a
perfect rate of the proposed OCC scheme for rejecting the outliers inside of the classifier
boundary. In general, GDOCC accomplishes better outcomes than SVDD, and the utility of
PCA is not reflected because the classification rates are not increased.
Regarding the classification scheme 2, where the pseudo-observations are characterized and
fed into both OCC algorithms, CSIM obtains the best performance, reaching a perfect rate
with SVDD in the training stage. Nonetheless, STATS achieves a similar classification
rate with SVDD, whereas SFS makes the same with GDOCC (see Table 3.8). When the
faulty signals are assessed, the high performance is associated with those order components
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Table 3.7: Performance results in (%) of bearing faults under steady-state regime using the classifi-
cation scheme 1.

GDOCC SVDD
Feature set fp prec rec f1 fp prec rec f1
SFS 12± 3.5 78± 1.2 87± 12 82± 7.3 10± 1.5 83± 11 78± 20 80± 13
SFS-PCA 19± 6.7 75± 12 87± 16 81± 12 17± 3.2 81± 5.5 83± 17 82± 10
OT-STD 0 ± 0 100± 0 85± 23 90± 16 0± 0 100± 0 82± 25 88± 18
OT-STD-PCA 25± 9.5 42± 15 80± 23 53± 10 17± 8.5 44± 15 60± 26 48± 11
OT-RMS 0 ± 0 100± 0 87± 20 92± 13 0± 0 100± 0 82± 20 89± 13
OT-RMS-PCA 27± 5.5 38± 3.8 83± 17 52± 5.8 39± 2.7 32± 3.5 90± 16 47± 5.9
OT-KURT 36± 6.3 28± 6.7 72± 25 40± 10 76± 5 15± 3.7 70± 21 25± 6.3
OT-KURT-PCA 51± 9.5 24± 4.6 82± 20 37± 7 77± 6.3 17± 3.4 80± 20 28± 5.7
OT-CSDI 0 ± 0 100± 0 92± 18 95± 13 0± 0 100± 0 80± 25 87± 18
OT-CSDI-PCA 2.3± 3.3 91± 13 93± 14 91± 10 0± 0 100± 0 75± 26 83± 19
OT-CCSD 0 ± 0 100± 0 87± 17 92± 10 4.7± 3.1 82± 12 87± 23 81± 12
OT-CCSD-PCA 0 ± 0 100± 0 87± 17 92± 10 0± 0 100± 0 73± 21 83± 15
OT-PCC 7.7± 7.6 76± 20 80± 25 72± 13 3.3± 4.6 84± 21 60± 17 68± 15
OT-PCC-PCA 19± 11 49± 17 77± 24 57± 16 21± 7.8 46± 14 83± 23 59± 15

Table 3.8: Performance results in (%) of bearing faults under steady-state regime using the classifi-
cation scheme 2.

GDOCC SVDD
Feature set prec rec f1 prec rec f1
SFS 100 89 94 100 86 92
STATS 100 81 90 100 99 99
CSIM 100 90 95 100 100 100

labeled as outliers that comprise high-frequency spectralinformation. Therefore, observ-
ing Fig. 3.16, several aspects are found: firstly, GDOCC wrongly classifies a big number
of pseudo-observations, accepting as outliers both low- and high-frequency order compo-
nents, except the BPFO defects when the objects are characterized with STATS and CSIM.
Secondly, the BPFI defect apparently could be distinguished in the majority of order com-
ponents, because the narrow-band components are labeled asoutliers lasting from the 1st to
the final order. And lastly, the CSIM feature set together with SVDD classifies just the high-
frequency order components as outliers, being consistent with the training performance and
obtaining the best outcome taking into account the objective of the proposed OCC method-
ology.

3.5.2 Bearing faults under dynamic regime

The goal of this experiment consists of testing the proposedOCC methodology to discrim-
inate defects on rolling element bearing mechanism when themachine operates at variable
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Figure 3.16:Performance obtained bearing faults under steady-state regime with (top) GDOCC and
(bottom) SVDD classifiers using different feature sets.

speed, in particular, at the coast-down operating condition. In that sense, a set of recordings
is captured from the test rig shown in Fig.3.12including several faults like BPFO, BPFI, and
BSF. Here, the coast-down operating condition implies thatthe machine works at maximum
speed (around∼ 30Hz) at the beginning of each signal, and then, the electromotoris turned
off decreasing the speed to zero. As a consequence, the recordings lasts 5 seconds with a
sampling frequency of 25600Hz, and an exemplary of each machine condition is displayed
in the left column of the Fig.3.17. Particularly, Fig.3.17-(Part 1) and -(Part 2) display the
undamaged and BPFO, and the BPFI and BSF cases, respectively.

A visual inspection from the raw signals allows determiningthat the signal harmonics de-
crease proportionally to the speed change, which may be clearly observed in the undamaged
case Fig.3.17(a)-(left). Nonetheless, when the bearing faults are introduced (Figs.3.17(b),
3.18(a)and3.18(b)in the left side), a cyclo-non-stationary behavior emerges, causing AM-
FM modulations that depends on the variable speed. That especial condition has been studied
when the analyzed signal is mono-component, but in this typeof vibrations signals the spec-
tral content is multi-component. In that sense, the signal is treated as angle cyclostationary,
and the SRCKFOT approach could be employed.

Therefore, a signal pre-conditioning is carried out to alleviate the variable speed effects on
the signal, applying the following two-steps approach:
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Figure 3.17: (Part 1) Exemplary of bearing fault signals from the machineunder coast-down operat-
ing condition, both raw signal (left) and its resampled version (right): a) undamaged and b) BPFO.

• Instantaneous speed estimation:since the signal is a mixture of several dynamics
including cyclo-stationaryxc(t) and stationaryxs(t) components that are governed by
the non-stationary speed changes, the (3.1) could be expressed as follows:

y(t) =
Kc∑

c=1

xc(t) +
Ks∑

s=1

xs(t) (3.13)

whereKc andKs are the number of order components associated with cyclo-stationary
and stationary components, beingK = Kc + Ks. In particular, theKs components are
found around the shaft speed comprising at least 3 or 5 harmonics, whereas theKc

are beyond the 6 harmonic. This fact could be appreciated in the bearing fault signals
Fig. 3.17, and thus, it is feasible down-sampling the signal until obtaining a narrow
band such that onlyxs(t) components appear. As a consequence, the IF is estimated
from the removal of thexc(t) components using the SRCKFOT algorithm.

• Angle-order domain transformation:With the estimated IF, the signaly(t) is trans-
formed into an angle-order domain using a widely knowncomputed order tracking -
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Figure 3.17: (Part 2) Exemplary of bearing fault signals from the machineunder coast-down operat-
ing condition, both raw signal (left) and its resampled version (right): a) BPFI and b) BSF.

COT method discussed in (Potter, 1990; Fyfe and Munck, 1997). Where the signal
y(t) (sampled at constant increments of time,∆t) is re-sampled at constant increments
of shaft angle,∆θ, based on a keyphasor signal, which may be provided either from a
tacho or IF signal. The resampling method is based on two different processes: First,
a process of sample time determination, where the resamplesare located on the inde-
pendent axis (time). Second, a process of interpolation that locates the resamples on
the dependent axis (amplitude). The success of COT depends on the determination of
resample times as accurate as possible because it drives theinterpolation process. In
the concrete case of the bearing fault signals used in this experiment, the resampling
method is performed with 64 samples per revolution, obtaining the angle-order map
displayed on the right part of the Fig.3.17. For the sake of simplicity, the angle do-
main is noted as rotations, where the domain unity is samplesper revolution. The 64
samples used to resampling the signal allow to observe 32 order components, which
are estimated using the SRCKFOT algorithm because the non-stationary dynamic
given by the speed changes has been removed.

As a result of the signal pre-conditioning, the obtained order-normalized signals ˆyi(t) are
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(f) BSF

Figure 3.18: Orders estimated from bearing fault signals after COT is applied, when the machine
operates under a dynamic regime, and its respective spectrum.

shown in Fig.3.17-(right), where it is possible to observe that both time and angle domain
signals are similar, but several differences are found fromthe visual inspection of the time-
frequency representations. Firstly, the coast-down behavior was removed causing that the
order components appear closer to a limited spectral band, and obtaining more separabil-
ity among them. Secondly, the amplitude of the order components close to shaft speed
(low orders) decreases and apparently they are not constantthrough the angle axis, yet the
STFT scaling generates this visual effect. So lastly, the cyclic order components at the in-
terval of [300, 450]Hz (i.e., [10, 15]th orders) preserve its structure but under constant speed.
Nonetheless, those components give a false sensation that the speed is increased, because
of the spectral information at the time interval of [2, 3] seconds is of a higher order than
between [0, 2] seconds.

Afterwards, the set of harmonicsΓ is calculated from the Fourier transform of each observa-
tionF{ŷ(θ)}, obtaining the narrow-band components ˆxi,k(θ). Fig. 3.18displays an exemplary
of the order components to be tracked, beingK = {21, 19, 21, 18} the number of harmon-
ics that are included into the SRCKFOT algorithm for undamaged, BPFO, BPFI and BSF,
respectively. In this case, the covariance parameters are heuristically fixed asqa

i = 10−4,
qf
= 10−5 andr = 10−9 for all machine states, having deviations of 101 and 10−1 for qa

i and
qf

i , respectively. It is important to notice that the maxima amplitudes are similar between
the considered classes, yet the damages present a more spectral information above the 10th
order.

For that reason, in Fig.3.19a couple of order components are exhibited from low, medium
and high frequency. Here, it is possible to see that the 1st order presents a low frequency
that is a few perturbed by noise, however, the waveform is similar. On the other hand, the
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Figure 3.19:Exemplary of estimated order components in low, medium and high frequency, from the
re-sampled version of the bearing fault signals under coast-down operating condition.

medium and high order components (i.e., [12, 15]th and [28, 31]th), present amplitude mod-
ulations that are generated by the shaft speed and the bearing fault fundamental frequency.
Since the higher order components are more impulsive, it is expected that the proposed OCC
methodology discriminates those ones.
As regards traditional OCC scheme, the 7 feature sets computed from the ˆxi,k(θ) and the
SFS set are each one fed into both classifier algorithms, obtaining the outcomes exposed
in Table3.9. Consequently, it is observed that OT-RMS and OT-STD achieve a performance
rate above 90% and 80%, overcoming the other feature sets using both GDOCC and SVDD,
respectively. Nonetheless, when the GDOCC is employed, theclassical features reaches a
relevant performance due to that the precision is 100% and all false positives are rejected.
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Table 3.9:Performance results in (%) of bearing faults under non-stationary regime
GDOCC SVDD

Feature set fp prec rec f1 fp prec rec f1
SFS 0 ± 0 100± 0 83± 23 89± 16 8 ± 4.2 75± 6.4 85± 18 79± 13
SFS-PCA 0± 0 90± 5.8 85± 10 87± 6.2 12± 9.4 73± 8.5 84± 15 78± 8.9
OT-STD 0 ± 0 100± 0 87± 17 92± 10 0± 0 100± 0 72± 22 82± 16
OT-STD-PCA 1.3± 3.5 94± 15 72± 25 79± 20 40± 20 36± 24 78± 20 45± 16
OT-RMS 0± 0 100± 0 92± 15 95± 8.9 0± 0 100± 0 75± 21 84± 15
OT-RMS-PCA 8.7± 6.5 71± 18 87± 17 76± 12 13± 11 60± 31 58± 21 53± 17
OT-KURT 62± 25 23± 6.9 87± 25 35± 8.8 59± 2.7 20± 4.4 75± 21 32± 7.3
OT-KURT-PCA 77± 6.6 20± 2.7 97± 15 33± 4.5 58± 3.1 21± 5.2 78± 25 33± 8.7
OT-CSDI 4.7± 3.1 78± 16 73± 26 73± 17 6.3± 1.5 71± 10 78± 25 73± 16
OT-CSDI-PCA 43± 14 33± 16 93± 17 46± 9.5 9.3± 6.6 66± 23 67± 19 62± 13
OT-CCSD 2± 3.1 92± 13 75± 26 79± 17 8± 3.5 67± 15 80± 25 71± 17
OT-CCSD-PCA 28± 10 39± 7.3 87± 20 53± 8.9 16± 7.6 53± 21 78± 22 60± 14
OT-PCC 17± 11 54± 22 73± 26 56± 12 25± 12 38± 8.8 70± 21 47± 9.4
OT-PCC-PCA 24± 18 48± 27 73± 23 53± 19 0 ± 0 100± 0 67± 24 78± 18

Table 3.10:Performance results in (%) of bearing faults under non-stationary regime using the clas-
sification scheme 2.

GDOCC SVDD
Feature set prec rec f1 prec rec f1
SFS 100 91 95 100 87 93
STATS 100 86 92 100 96 98
CSIM 100 94 97 100 98 99

In contrast, the OT-PCC feature set joint PCA is able to get a similar classification rate (in
terms of fp andprec) using the SVDD classifier.

Different outcomes are appreciated from the second OCC scheme, where the set of sim-
ilarity features CSIM achieves the best performance both GDOCC and SVDD classifiers,
whereas the STATS set presents a similar performance using the last OCC algorithm (see
OCC training performance rates exposed in Table3.10). When the new pseudo-observations
are classified either target or outlier (Fig.3.20), it is observed that the training results are
consistent. That is, CSIM can distinguish more accurately the order components that are
related with the bearing faults using SVDD because the majority of outliers are above the
14th order and the low orders are labeled as target class. An interesting result is depicted by
the STATS set, where the order components between [9, 14]th are selected as outliers, inas-
much those components effectively present amplitude modulations and the most of those are
associated to shaft speed modulations. In contrast, the classical SFS feature set presents the
worst outcome since several low-frequency order components are labeled as outliers.

As a conclusion of this experiment, the traditional and novel OCC schemes were tested for
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Figure 3.20: Performance obtained bearing faults under non-stationaryregime with (top) GDOCC
and (bottom) SVDD classifiers using the proposed feature sets.

bearing faults, providing useful information about the machine state in the former case. Be-
sides, the second scheme gives information about the frequency range where the fault occurs,
which is really important to reduce the searching of the fault when any fault is detected.

3.6 Discussion

The presented OCC methodology in this chapter gives interesting results that must be dis-
cussed from several points of view such as the types of machine fault, the performance of
the OCC algorithms, and the interpretability provided by the feature sets. In that sense, it
is worth to highlight the performance analysis both traditional and frequency-located fault
detection schemes.

• As regards the distinct types of machine faults, the three experiments show that it
is possible identifying both shaft and bearing faults either under non-stationary and
stationary operating conditions. In particular, the traditional OCC scheme, which only
detects if any fault exists or not, achieves classification rates between 95% and 98%
to distinguish the considered faults. Here it is worth noting that the best-identified
faults are the shaft defects under coast-down conditions because those signals present a
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clear harmonic behavior, and there is no external noise thataffects the characterization
and classification processes. On the other hand, the proposed frequency-located OCC
scheme reaches the best performance detecting the bearing faults when the machine
operates under constant speed. Nonetheless, the most difficult faults to identify are
misalignment and BPFI, inasmuch the similarity with the original signal is very high.
For instance, in the former case the order components that characterize the undamaged,
and the misaligned shaft are similar in amplitude, and hence, either under start-up or
coast-down much order components are misclassified as outlier and target. Whereas
the BPFI case, most of the order components are labeled as an outlier, which implies
that this type of fault is distributed along the spectral range, and it may exist several
narrow-bands that evidence the cyclo-stationary behavior.

• On the classification algorithms, it is found that GDOCC candistinguish the consid-
ered faults for the traditional OCC scheme, overcoming to SVDD. This fact implies
that the built feature sets are appropriately modeled by a Gaussian distribution, and if
the problem is delimited only to detect when a fault occurs, this classifier is the best
option. In contrast, the experimental results show that to identify any fault present at
a frequency band, it is better to use SVDD algorithm than GDOCC. The improvement
obtained by SVDD may be based on the fact that there are more instances of the fea-
ture set, allowing to generate a data description boundary flexible since this classifier
adjusts the boundary taking into account the slack variables. In general, both classi-
fiers perform a high classification rate in terms of false positives and precision, which
is most important in CBM problems since it is better to misclassify a target than an
outlier.

• Regarding the feature sets carried out, it was proved that SFS does not provide a high
generalization capability because the performance is not always successful in both
classification schemes. This outcome implies that the non-stationary vibration signals
must be enhanced and analyzed by frequency bands. In that sense, the proposed dy-
namic features based on OT decomposition performs a satisfactory signal characteriza-
tion, because it preserves the signal properties comprisedin a band-limited frequency.
Therefore, the statistics could be applied on each band, obtaining that OT-RMS feature
set achieves the better result to fault detection, yet CSIM improves the performance to
frequency-located fault. That result is explained in the fact that the similarity measures
taking into account the spectral information of each band compared with the complete
signal. In consequence, a CBM system, that uses this methodology, may give more
useful information to the machine operator allowing to detect when the fault occurs
and which type of fault is growing.
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The vibration signal from rotating machines, in most of cases, comprises stationary and non-
stationary components that describe the different processes occurring inside the machine.
Thereby, the distinct components provide relevant information about the machine health,
and the internal and external forces that affect the corrector incorrect system behavior. In
the concrete case of the stationary components, these appear if the machine is running at
steady-state regime where the speed and load are not time-varying. Nonetheless, when bear-
ing faults arise, non-stationary processes also appears, whose statistical characteristics vary
periodically with time depending on some period and are called cyclostationary processes
(Gardner et al., 2006; Antoni, 2009). The bearing failure frequency governs the cyclic be-
havior, which may be generated by defects of the inner race, outer race, rolling elements and
the cage (holding rolling elements together). Those frequencies are commonly known as
cyclic frequenciesgenerating AM modulations of the shaft speed (Obuchowski et al., 2014b;
Borghesani, 2015).

In practice, the rolling element bearings are the heart of the machine and its failure is a
common reason for machine breakdown. Therefore, the vibration signals generated by bear-
ing damages have been widely studied, and powerful techniques are available to diagnose
them (Randall and Antoni, 2011). One of the most used methods is the classical envelope
spectrum of the raw signal (McFadden and Smith, 1984), because of its simplicity is pre-
ferred in the industry. Other methods consist of analyzing the time-frequency response of
the signal to identify and characterize the frequency band where the fault occurs, being em-
ployed techniques like the Short-Time Fourier Transform (Feng et al., 2013; Obuchowski
et al., 2014b,a), and the Wavelet Transform (Liu et al., 2007; Jena and Panigrahi, 2015; He
et al., 2015). Nonetheless, the problem to detect a bearing fault signalhad been addressed
to separate the deterministic and the stochastic parts of the signal, extracting a signal of in-
terest that exhibits the damage characteristics (Borghesani et al., 2012). On this matter, the
synchronous averaging explained inAntoni (2009) is validated in real-world signals and a
modified versions presented inLeclère and Hamzaoui(2014); Abboud et al.(2016) allow
introducing speed fluctuations by a resampling into the angle domain. However, computed
order tracking performs a similar signal resampling (Fyfe and Munck, 1997), and it may
be used with envelope spectrum to extract the components that distinguish the bearing fault
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patterns (Borghesani et al., 2013).

In spite of the multiple methods that could be applied to detect bearing faults, one of the
most popular is based on the spectral kurtosis, which was formalized byAntoni (2006),
and its improved versions like kurtogram (Antoni and Randall, 2006) and fast kurtogram
(Antoni, 2007b) provide an accurate frequency band where the transient associated with an
optimal frequency band is observed. On the other hand, thereare the approaches based
on the cyclic spectrum (Boustany and Antoni, 2005; Cioch et al., 2013; Borghesani, 2015)
where the representation of the data in a cycle frequency-frequency domain allows observing
precisely the effect of the different modulations that are present in the signal.

For that reason, this chapter is dedicated to demonstrate that the proposed OT model pre-
sented in the Chapter2 has the needed conditions to extract cyclostationary signals. To this
end, in Section4.1.2the proposed model is defined as a particular case of the cyclic autocor-
relation and cyclic power spectrum. Since the proposed method acts as a narrow-band filter,
a comparison with the spectral kurtosis is performed using two different datasets including
bearing faults under steady-state and dynamic regimes, it means, constant and variable speed.
The first experiment is based on the recent benchmark study presented inSmith and Randall
(2015), where the recordings of the Case Western Reserve University are labeled as diagnos-
able, partially diagnosable, and not diagnosable, providing the conditions to use that dataset.
The second experiment consists of validating the labels obtained in Section3.5, where a set
of bearing fault signals under different machine operatingconditions are classified by a novel
frequency-located fault identification scheme.

4.1 Cyclostationary signals

A signal is cyclostationary (CS) of orderp (in the wide sense) if and only if it is possible find-
ing somepth-order nonlinear transformation of the signal that will generate finite-strength
additive sine-wave components, which result in spectral lines (Gardner, 1994). In that sense,
a CS process is a stochastic process that exhibits some hidden periodicities in its statistical
structure and encompass a subclass of non-stationary signals with an inherent cyclic behav-
ior (Antoni, 2007a). In a simplest way, a signal CS could be understood like an amplitude
modulated signal that is characterized by a pair of sidebands in the spectrum, which are
spaced around each modulated frequency component by a number equal to the modulation
frequency. Nonetheless, there is a hidden structure in the spectrum which can be discovered
by correlating the spectrum with itself, giving non-zero correlation for displacements equal
to discrete multiples of the sideband spacing, the so-called cyclic frequency(Randall, 2011).
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4.1.1 Cyclostationarity definition

So, let bey(t) a cyclostationary process whose joint probability density function is a quasi-
periodic function of time, and for which its mean,my(t) = E {y(t)}, and autocorrelation
function,Ry(t, τ) = E {y(t + τ)y(t)∗}, are periodic with some periodT0 (Gardner, 1990):

my(t + T0) = my(t)

Ry

(
t + T0 +

τ

2
, t + T0 −

τ

2

)
= Ry

(
t +

τ

2
, t −

τ

2

)
, (4.1)

whereRy(t+τ/2, t−τ/2) is a function of two independent variablest andτ, which is periodic
in t with periodT0 for each value ofτ. It is assumed that the Fourier series representation for
this periodic function converges, such that:

Ry(t, τ) =
∑

α∈A

Rα
y(τ)ei2παt, (4.2)

for which {Rα
y } are the Fourier coefficients,

Rα
y(τ) ,

1
T

∫ T/2

−T/2
Ry(t, τ)e

−i2παtdt, (4.3)

beingα∈A a set ofcyclic frequencieswhere the so-calledcyclic autocorrelation function
or cyclic cross-correlation function Rαy(τ) , 0. The cyclic autocorrelation can be character-
ized in a way that reveals the role that periodicity in autocorrelation plays in the frequency
domain, implying that a process exhibits cyclostationarity in the wide sense only if there
exists correlation between frequency-shifted versions ofthe process (Gardner, 1990). It also
reveals that a process can be stationary only if there does not exist any correlation between
any frequency-shifted versions of the process, because only then canRα

y = 0 for all α , 0.
The Fourier transform of the cyclic autocorrelation function is a spectral descriptor of the
signal y(t) and is known as thecyclic power spectrumor cyclic spectrum(Boustany and
Antoni, 2005),

Sα
y ( f ) ,

∫ ∞

−∞
Rα

y(τ)e−i2π f τdτ. (4.4)

The cyclic power spectrum may be also understand from the instantaneous probabilistic
spectral density, denoted asSy(t, f ), which is the Fourier transform of the instantaneous
probabilistic autocorrelation,

Sy(t, f ) ,
∫ ∞

−∞
Ry

(
t +

τ

2
, t − τ

2

)
e−i2π f τdτ, (4.5)

where the cyclic power spectrum is the Fourier coefficients of the trigonometric expansion
of Sy(t, f ) as follows

Sy(t, f ) =
∑

α∈A

Sα
y ( f )ei2παt. (4.6)
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In consequence, the essence of the difference between stationary and cyclostationary or al-
most cyclostationary processes is that the latter exhibit spectral correlation. Furthermore,
this spectral correlation is completely and conveniently characterized by the cyclic power
spectrum{Sα

y } or equivalently by the cyclic autocorrelations{Rα
y}.

4.1.2 OT model as cyclostationary process

From the OT model discussed in Section2.1, the vibration signaly(t) = x1,k(t) = ak(t) cos(2πk fr t+
φ(t)) could be expressed in thequadrature-amplitude-modulation(QAM) form (Gardner,
1990):

x1,k(t) = u(t) cos(2πk fr t) + v(t) sin(2πk fr t), (4.7)

for any value offr andk = 1, providedu(t) andv(t) can be calculated by using the standard
trigonometric identity as follows:

u(t) = x1(t) cos(2π fr t) + x2(t) sin(2π fr t)

v(t) = x2(t) cos(2π fr t) − x1(t) sin(2π fr t), (4.8)

beingx2(t) the Hilbert transform ofx1(t). In this case, ifx1(t) is bandlimited tof∈( fr −B, fr+
B), thenu(t) andv(t) are bandlimited tof∈(−B, B), and hence, ifB < fr , u(t) andv(t) are
uniquely determined byx1(t) andx2(t). Besides, it can be shown that for any processx1(t),
(4.7) and (4.8) yield a unique definition of envelope magnitude, for which

a(t) = [u2(t) + v2(t)]1/2

φ(t) = tan−1

[
v(t)
u(t)

]
. (4.9)

This QAM representation, calledRice’s representation, is valid regardless of the probabilistic
model for x1(t). That is, x1(t) can be stationary, cyclostationary, almost cyclostationary,
or more generally non-stationary. To this end, inGardner(1990) a complete study of the
correlation and spectral properties is presented, including the cyclic correlations and cyclic
spectra, forx1(t) and its in-phase and quadrature componentsu(t) andv(t).
Specifically, let consider the processu(t) as aLinear Periodically Time-Variant(LPTV)
transformation of the two-dimensional vector of processes{x1(t), x2(t)}, for which the vector
of impulse-response functions, that specify the LPTV transformation,h(t+τ, t) =

∑∞
n=−∞ gn(τ)ei2πnt/T

is periodic int for eachτ, where{gn(τ)} are a set of Fourier coefficients. The representation
of the impulse-response functions both in-phase and quadrature components is as follows:

h(t, z) = {cos(2π fr t)δ(t − z), sin(2π fr t)δ(t − z)}, (4.10)
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and the vector of corresponding system functions is

G(t, f ) ,
∫ ∞

−∞
h(t, t − τ)e−i2π f τdτ =

∞∑

n=−∞
Gn
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n
T

)
ei2πnt/T (4.11)

whereGn( f ) is the Fourier transform ofgn(τ).

Therefore, the LPTV transformation,u(t), in terms of cyclic autocorrelation defined in (4.3),
is as follows
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and the Fourier transformation ofRα
u(τ) allows to obtain the cyclic power spectrum as
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Equations (4.12) and (4.13) reveal that the set of cyclic autocorrelations and the set of cyclic
spectra are each self-determinant characteristics under an LPTV transformation, in the sense
that the only features of the excitation that determine the cyclic autocorrelations (cyclic spec-
tra) of the response are cyclic autocorrelations (cyclic spectra) of the excitation (Gardner,
1990).

From (4.12) and its Fourier transform (4.13), it is possible to determine all cyclic correlations
and cyclic spectra forx1(t), u(t), andv(t). For instance, with the use ofα = ±2 fr , it can be
shown that the cyclostationarity ofx1(t) at cyclic frequencyα depends on the cyclostation-
arity of u(t) andv(t) at only the cyclic frequencyα, if and only if the cyclic correlations are
balanced in the sense that

Rα±2 fr
u (τ) = Rα±2 fr

v (τ),

Rα±2 fr
vu (τ) = −Rα±2 fr

vu (−τ). (4.14)

Otherwise, there is dependence on the cyclostationarity ofu(t) andv(t) at cyclic frequencies
α ± 2 fr , as well as atα.
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4.1.3 Spectral kurtosis

Other method to characterize non-stationary processes, specially conditionally non-stationary
(CNS) processes, is based on the combination of spectral cumulants, i.e. combinations of
several moments of different orders, so-calledSpectral Kurtosis(SK) (Antoni, 2006). In
particular, when it is consider the Wold-Cramer decomposition of non-stationary signals, it
is possible to define a signaly(t) as the response of the system with time-varying impulse
responseh(t, s), excited by a signalz(t). Then,y(t) can be presented as

y(t) =
∫ ∞

−∞
H(t, f )ei2π f tdZ( f ) (4.15)

whereH(t, f ) is the Fourier transform of the time-varying impulse responseh(t, s) anddZ( f )
is the spectral process associated withz(t). In (4.15), the transfer functionH(t, f ) may be
interpreted as thecomplex envelopeor complex demodulateof the processy(t) at the fre-
quencyf . Then, ifH(t, f ) is conditioned to a given random variable̟that governs its time
variations, the 2n-order instantaneous moment that measures the strength of the energy of
the complex envelope at timet and frequencyf , can be defined as

S2ny(t, f ) , E
{
|H(t, f )dZ( f )|2n |̟

}
/d f = |H(t, f )|2n · S2nz. (4.16)

Nonetheless, whenH(t, f ) is time stationary and independent of thedZ( f ), the 2n-order
spectral moment can be defined by the ensemble averaging on many ̟, that is,S2ny( f ) =
E

{
S2ny(t, f )

}
, and therefore, the fourth-order spectral cumulant of a CNSprocess,y(t), is

defined as follows:

C4y( f ) = S4y( f ) − 2S2
2y( f ), f , 0. (4.17)

It can be shown that the higher deviation of a process from Gaussianity, the higher its fourth-
order cumulant. Therefore, the energy-normalised fourth-order spectral cumulant provides a
measure of the impulsivity of the probability density function of the process at frequencyf .
So, the SK is defined as

κy( f ) ,
C4y( f )

S2
2y( f )

=
S4y( f )

S2
2y( f ) − 2

, f , 0. (4.18)

Since the high values thatκy( f ) may take at whose frequencies where the processy(t) present
an impulsive behavior, the SK could be used as a filter function to separate the non-stationary
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part of the signal from the stationary part. In that sense, when the signaly(t) is character-
ized by impulsive componentsz(t), and buried in additive stationary noiseη(t), the resulting
measurementy(t) = z(t) + η(t) has a spectral kurtosis

κy( f ) =
κz( f )

[
1+ ρ( f )

]2 (4.19)

whereκz( f ) is the spectral kurtosis ofz(t) andρ( f ) = Pn/Pz the noise-to-signal ratio. In
conclusion, the optimal filter that maximises the similarity between the filtered component
and the true noise-free signal, i.e. the Wiener filter, is thesquare root of the SK. Whereas the
optimal filter that maximises the SNR of the filtered signal without regard to its shape, i.e.
the matched filter, is a narrow band filter at the maximum valueof SK (Randall and Antoni,
2011).

4.2 Experimental setup

The goal of the experiments that are presented below consists in to demonstrate the capability
of the proposed SRCKFOT model in Chapter2 as a blind cyclostationary signal extraction
method. To this end, a set of rolling element bearing signalsare used because are one of
the most mechanisms present in the machines and their failure causes a frequently machine
breakdown (Randall and Antoni, 2011). Usually, the bearing faults start as small pits or
spalls, and give sharp impulses in the early stages coveringa very wide frequency range
(even in the ultrasonic frequency range to 100kHz). Several types of bearing faults had been
studied inRandall and Antoni(2011); Randall(2011), yet the experiments tested in this
chapter are focused on localised faults that are characterized by a precise location of small
pits, determining the nature of the impulsive response in the vibration signal.
In the concrete case of localised bearing faults, its modeling may be carried out as a cy-
clostationary process taking into account that the possible defects are governed by a cyclic
frequency (Randall et al., 2001). In particular, each cyclic frequency may be approximated
in accordance with the geometrical properties of the rolling element bearings and the shaft
rotational speedfr of the machine, as is shown in Table4.1.
In Table 4.1, m is the number of rolling elements,D and d are respectively the bearing
pitch and ball diameters,ϕ is the contact angle of the load from the radial plane. The fault
frequencies above are based on kinematic relationships assuming that there is no frequency
slip, yet it is always present having a variation from the calculated frequency of up to 1−
2% (Smith and Randall, 2015). The main spectral characteristics from outer race, inner
race, and rolling elements, which may be identified in the envelope spectrum are (Taylor,
1994): i) BPFO and harmonics, sidebands spaced atfr ; ii) BPFI and harmonics, sidebands
spaced atfr , harmonics offr ; And iii) BS F and harmonics (even harmonics often dominant),
sidebands spaced atFTF, harmonics ofFTF.
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Table 4.1:Rolling element bearing fault frequencies

Ball pass frequency, outer race: BPFO= m fr
2

(
1− d

D cosϕ
)

Ball pass frequency, inner race: BPFI = m fr
2

(
1+ d

D cosϕ
)

Fundamental train frequency (cage speed):FTF = fr
2

(
1− d

D cosϕ
)

Ball spin frequency: BS F= D fr
2d

[
1−

(
d
D cosϕ

)2
]

Therefore, the cyclic frequencies corresponding with bearing faults, includingBPFO, BPFI,
andBS F, are evaluated in the envelope of the order componentsxi,k(t) according to (4.9). A
graphical description of the experimental setup is shown inFig. 4.1, where both methodolo-
gies discussed in this chapter are displayed: the proposed SRCKF OT model and the spectral
kurtosis.

Since the OT model provides a set of narrow-band componentsxk(t), the main idea is to eval-
uate if those components may be descriptors of cyclostationary signals, in particular, when
a bearing fault process is present in the vibration signaly(t). To select the most representa-
tive component, it is computed the correlation index (defined by (3.3)) between the envelope
signal ofy(t) and the envelope signal provided by each orderxk(t), namelyak(t) in function
of (4.9). The obtained measure could be understood as a cyclic correlation that measures the
similarity between each narrow-band decomposition and theraw signal.

To validate the OT approach, three experiments are carried out which are organized depend-
ing on the machine speed regime, that is, constant or time-varying. The first experiment is
performed using the public dataset provided by Case WesternReserve University (CWRU),
which includes different bearing faults under distinct load zones. InSmith and Randall
(2015) a benchmark studied from that dataset is presented, where each recording is labeled
depending on the fault is clearly identified or not. The challenge in this experiment is cen-
tered in validating the capability of the proposed approachin data clearly diagnosable and

Spectral Kurtosis

Bearing fault frequencyOrder selectionBlind Signal Extraction

OT-SRCKF
Envelope

Correlation
- BPFO

- BPFI

- BSF

Envelope estimation

Hilbert transform

y(t)

{xk(t)} √
x2

1,k + x2
2,k

Figure 4.1: Experimental diagram for BSE using the proposed SRCKFOT model.
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not diagnosable for the specified bearing fault.
The second and third experiment is accomplished aiming to validate the existence of the
bearing faults in the Universidad Nacional de Colombia data, at constant and coast-down
speed operating conditions. The claim in this experiment iscentered in the verification of
the results obtained by the novel OCC scheme discussed in Section 3.5, because of that
approach is just focused on the frequency-located fault detection. As a complement, the
identification of the bearing defect, allowing to complete aCBM system that gives to the
machine operator clear patterns related to the type of damage present on the system.

4.3 Experiment on test rig 1: Case Western Reserve
University data

The provided signals by CWRU were captured from the test rig shown in Fig.4.2(a). It
consists of a 2HP Reliance Electric motor driving a shaft on which a torque transducer and
encoder are mounted. Torque is applied to the shaft by using adynamometer and electronic
control system. The dataset holds different types of faultsranging in diameter from 0.007 to
0.028 in (0.18-0.71 mm) which were seeded on the drive- and fan-end bearings (SKF deep-
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Figure 4.2: Test rig and an exemplary of drive-end bearing signals in undamaged condition1.
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groove ball bearings:6205-2RS JEM and6203-2RS JEM, respectively) of the motor
using electro-discharge machine. Each bearing fault is seeded separately, and the vibration
signal is acquired at constant speed for motor loads of 0− 3 horsepower (approximate motor
speeds of 1797-1720rpm). On each test, the acceleration was measured in the vertical
direction on the housing of the drive-end bearing (DE), the fan-end bearing housing (FE)
and on the motor supporting base plate (BA). Two different sample rates were used including
12kHzand 48kHz, for which the bearing faultsBPFO, BPFI, andBS F, and the undamaged
signal are introduced. Further details regarding the test set-up can be found at the CWRU
Bearing Data Center Website1.
This experiment is focused on two different DE recordings acquired at 12kHz sampling
frequency, and comprising all bearing faults, taking into account some records analyzed
in Smith and Randall(2015), where all data were characterized and labeled accordingly with
six categories: Y1, Y2, P1, P2, N1, and N2. The capital letterindicates if the bearing fault
is clearly (Y), partial (P) or not (N) diagnosable, and the number provides a grade of dif-
ficulty. An exemplary of the undamaged condition is shown in Fig. 4.2 both in the time
and frequency domain, where it is possible to see that predominant spectral components are
concentrated at the frequency intervals [0.3− 1] and [4− 4.5]kHz.
Regarding with the bearing faults, the theoretical bearingfault frequencies areBPFI =
5.415fr, BPFO = 3.585fr, BS F = 2.357fr , andFTF = 2.357fr which were calculated
based on the kinematic information provided by the bearing manufacturer. Therefore, a set
of cursors are located into the envelope spectrum to inspectthe spectral components that
match with the bearing fault frequencies. In that sense, each bearing fault is analyzed using
both the proposed scheme and the SK as filter.

Inner race fault - BPFI

From the set of bearing faults on inner race, there were chosen the recordings DE171 and
DE209, which were labeled inSmith and Randall(2015) as P1 and Y2, respectively. Thereby,
DE171 is considered a signal partially diagnosable as innerrace defect, whereas DE209 was
clearly diagnosable but showing non-classic characteristics in either or both time and fre-
quency domains. Analyzed bearing fault signals are shown inFig.4.3, where the left column
corresponds with the record DE171 and the right column is forDE209. The time domain
representation (top row) displays a one second signal segment, and it is observed that DE209
exhibit a clear cyclostationary behavior that is characterized by a constant cyclic period. In
contrast, the record DE171 presents an impulsive pattern that is not constant though time.
When the frequency domain is inspected (middle row), it is possible to see that the spec-
trum of DE171 is wider than the DE209 spectrum, and presents harmonics entirely different

1Case Western Reserve University Bearing Data Center Website.
http://csegroups.case.edu/bearingdatacenter/home.
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Figure 4.3: Recordings DE171 (left) and DE209 (right) in time domain (top row), frequency domain
(middle row), and the envelope correlation indexes (bottomrow).

amongst themselves. In fact, the DE209 spectrum evinces constantly spaced harmonics by
shaft speed frequency (29.95Hz) that characterize an amplitude modulation process. In con-
trast, DE171 record just exhibits a pattern similar to wide-banded noise, hiding any charac-
teristic of the inner race defect.

Afterwards, a set of harmonics (obtained by the algorithm presented in Section2.2.1), is
used to compute the proposed OT decomposition. The harmonics are disposed, regarding
orders normalizing each one with respect to the shaft speed,in Figs.4.3(c) and4.3(f) for
the recordings DE171 and DE209, respectively. As a result, atotal of 34 and 47 order
components are obtained from each record. It is worth notingthat the 1st order is added
to set a reference associated to the shaft speed, and the harmonics displayed are the most
representatives from the author’s point of view.

In the bottom row of the Fig.4.3the envelope correlation indexes between the obtainedxk(t)
order components and the raw signaly(t) for both recordings are shown. The covariance
parameters used to carry out the SRCKFOT algorithm wereqa

i = 10−4, qf
= 10−11, and

r = 10−12, for the vibration signals analyzed in this experiment. It is observed that there
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Figure 4.4: Exemplary of the order components with the highest envelopecorrelation index for both
inner race fault recordings from CWRU data.

are more order components correlated with the original signal in the record DE209 than in
DE171, assuming a threshold of 0.5, and if the envelope correlation works as an indicator
of cyclostationary processes, the highest order componentcorrelated with the signal may
exhibit the fault condition. In that sense, Fig.4.4 displays the six order components more
correlated with the raw data, proving that a modulation process governs each one.

After performing a visual inspection of the relevant order components and its envelopes,
it is determined that the highest correlated order component captures the cyclostationary
dynamic that allows identifying the BPFI frequencies, and hence, the inner race defect. A
comparison with SK approach is given in Figs.4.5and4.6for the records DE209 and DE171,
respectively. In particular, the record DE209 evinces clearly both theBPFI frequency, the
second harmonic ofBPFI, and the sidebands spaced byn fr (beingn = {1, 2, 3, 4}) from the
BPFI frequencies.

From a visual inspection in Fig.4.5, it is possible to see that the cyclostationary signal ob-
tained by the proposed scheme apparently exhibit a cyclic behavior more impulsive, yet the
filtered signal by SK presents a higher amplitude atBPFI frequency. The envelope spectrum
is normalized to the unity to highlight the comparison between both approaches, since in the
time domain the obtained signal with SK has a higher amplitude. Nonetheless, the signal
provided by SRCKFOT displays the main spectral components that allow distinguishing
the inner race defect.

Similarly, when the BSE approaches are applied to the DE171 data, it is shown in Fig.4.6
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Figure 4.5: Identification of the BPFI frequencies on the envelope spectrum from DE209 using both
SK (left) and proposed SRCKFOT (right) approaches.
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Figure 4.6: Identification of the BPFI frequencies on the envelope spectrum from DE171 using both
SK (left) and proposed SRCKFOT (right) approaches.

that it is clearly diagnosable the inner race defect becausetheBPFI frequency is perceptible
with high amplitude, and there are multiple sidebands spaced atBPFI± fr . As a result, both
approaches changes the category from P1 to Y2, taking into account the categories defined in
Smith and Randall(2015), because theBPFI frequency is differentiable in amplitude from
its sidebands and the shaft speed harmonics. Furthermore, the signal in the time domain does
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Figure 4.7: Recordings DE198 (left) and DE130 (right) in time domain (top row), frequency domain
(middle row), and the envelope correlation indexes (bottomrow).

not exhibit a periodic impulsive behavior.

Outer race fault - BPFO

In this experiment, the DE130 and DE198 were the bearing fault signals chosen which
present an outer race defect. Those signals are analyzed because the former case presents
a clear characteristics from the considered fault (category Y1), whereas the latter is not di-
agnosable (N2) in accordance withSmith and Randall(2015). In fact, the signals in time
domain show appreciable differences, since from a visual inspection, the record DE130 is
governed by a cyclic impulsive behavior, yet the record DE198 is indistinguishable from
noise (right and left columns in Fig.4.7-(top row), respectively).
The signal spectra, displayed in the middle row of the Fig.4.7, exhibit a great differences be-
tween the considered recordings, inasmuch in the case of theDE130, there are spectral com-
ponents located at high frequency and spaced atBPFO= 3.585fr, where fr = 29.93Hz. In
contrast, the spectrum of DE198 presents low amplitude spectral components where the har-
monic 114 of 29.5Hzstands out, and there is no evidence of the cyclic fault frequency. Other
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Figure 4.8: Exemplary of the order components with the highest envelopecorrelation index for both
outer race fault recordings from CWRU data.

important difference between the signals is found after applying the proposed scheme and
computing the envelope correlations, because of the correlation values obtained in DE130 are
higher than the values in DE198 (see the bottom row in Fig.4.7). This fact implies that the
obtained order components capture the cyclostationary behavior generated by modulations
between the cyclic fault and shaft frequencies.

Nonetheless, in spite that the envelopes of the order components obtained from the record
DE198 are not highly correlated with the envelope of the raw vibration signal, the compo-
nents with higher correlation describe a modulation processes that may be associated with
the bearing fault, but this behavior is dominated by a low frequency modulator signal. In
Fig. 4.8 the six order components highest correlated with the original signal are shown,
where it is possible to see a cyclostationary behavior wherethe cyclic frequency is lower
than the shaft speed at 119th and 114th orders. For the sake of obtaining the order compo-
nents, the SRCKFOT free parameters were heuristically fixed asqa

i = 10−4, qf
= 10−11, and

r = 10−12, in the DE198 case, whereas for DE130 the values wereqa
i = 10−4, qf

= 10−10, and
r = 10−11. As a result, 25 and 29 order components were extracted from DE130 and DE198,
respectively.

As regards the SK comparison, the filtered signal with SK (left side) and the most relevant
order component (right side) in accordance with the highestenvelope correlation are dis-
played in Figs.4.9 and4.10. In the concrete case of DE130 (Fig.4.9), it is observed that
theBPFO frequency, its harmonics and sidebands spaced atn fr appears with a large ampli-
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Figure 4.9: Identification of the BPFO frequencies on the envelope spectrum from DE130 using both
SK (left) and proposed SRCKFOT (right) approaches.
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Figure 4.10: Identification of the BPFO frequencies on the envelope spectrum from DE198 using
both SK (left) and proposed SRCKFOT (right) approaches.

tude. The main difference between both approaches lies in the fact that the second harmonic
of BPFO is higher in the envelope spectrum (108th) obtained employing the proposed ap-
proach. Nonetheless, both SK and SRCKFOT approaches are able to clearly diagnosis the
outer race fault.
On the other hand, the blind signals extracted from the record DE198 using both approaches
exhibit notable differences (see Fig.4.10). In the case of SRCKFOT, the 117th order com-
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ponent gives the best signs of the outer race defect, which ischaracterized by a low fre-
quency modulation associated to low sidebands of the frequenciesBPFOand 2BPFO, i.e.
the frequenciesBPFO− fr , BPFO− 2 fr , BPFO− 3 fr, 2BPFO− 6 fr , andBPFO− 7 fr , and
also, there is a spectral component that matches withBPFO, yet its amplitude is small. In
contrast, the filtered signal with SK in time domain is similar to wide-band noise, but the en-
velope spectrum shows that the third harmonic ofBPFOappears as well as some sidebands
like BPFO− 3 fr and 2BPFO+ fr . In conclusion, both methods exhibit some characteris-
tics of the outer race fault, being potentially diagnosable(P2) according with the categories
provided inSmith and Randall(2015).

Rolling element fault - BSF

In the case of rolling element defects, the BSE approaches are validated using the record-
ings DE188 (P2) and DE225 (N1). In particular, when the defect becomes large enough to
allow movement of the shaft speed, the rolling element signal becomes modulated with the
machine speed, generating a sideband toBS Fat±FTF (Taylor, 1994). Fig. 4.11shows the
analyzed records both in the time and frequency domains (topand middle rows), where it is
possible to see that the impulsive behavior caused by the damage is a random process. This
process in the case of record DE225 is virtually indistinguishable from noise, yet its spec-
trum shows a singular pattern of bearing faults at the frequency interval [3.1− 3.5]kHz, and
a modulation process at 48.1th order with the sidebands spaced at± fr = 28.82Hz. Similarly,
the record DE188 exhibits in its spectrum several characteristics of bearing faults like mod-
ulation processes localised at the frequency interval [2.5 − 3.5]kHz, and sidebands spaced
±n fr = 28.73Hz (beingn = {1, 2}) at the 48.2th and 146th orders.

In Fig. 4.11-(bottom row) the envelope correlation indexes computed between the order
components and the raw signal are displayed. For the sake of estimating the order com-
ponents, the covariances of SRCKFOT were heuristically fixed asqa

i = 10−4, qf
= 10−11,

andr = 10−12, in the DE225 case, whereas for DE188 the values wereqa
i = 10−4, qf

= 10−10,

andr = 10−11. As a result, 26 and 30 order components were extracted from DE188 and
DE225, respectively. It is possible to see that the higher the impulsive behavior, the higher
the envelope correlation; in consequence, the correlationindexes from the record DE188 are
higher than the values in DE225.

The six order component with the highest envelope correlation is shown in Fig.4.12, where
the record DE225 evinces modulation processes governed by lower and upper frequencies
than fr , yet the interested order component is the 129thorder. In the case of DE188, the order
components concentrated at the frequency interval [2.5− 3.5]kHzare those related with the
predominant modulation process, and because of the order components are so closer, these
components are very similar in its waveform.

Afterwards, from the comparison between filtered signals byusing both SK and SRCKFOT,
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Figure 4.11:Recordings DE225 (left) and DE188 (right) in time domain (top row), frequency domain
(middle row), and the envelope correlation indexes (bottomrow).

it is possible to infer that the record DE188 is clearly diagnosable (Y2) since it depicts
sidebands of theBS F and 2BS F spaced at±FTF, and multiple harmonics ofFTF (see
Fig. 4.13). It is worth noting that the filtered signal in time domain exhibits a similar wave-
form, yet the signal obtained with SK has a time delay concerning the outcome of the pro-
posed approach.

When the approaches are applied to the record DE225, it is possible to see in Fig.4.14that the
extracted signal using SK (left part) is not diagnosable (N1) as rolling element fault because
there are no frequencies that match withBS F neitherFTF in the envelope spectrum. On
the contrary, the obtained component by SRCKFOT scheme presents some characteristics
of this type of fault like theBS F frequency, its sidebands spaced±FTF, and some low
amplitude harmonics of theFTF. Moreover, sidebands of theBS F spaced at± fr , and a
dominant component associated with the shaft speed indicating that the outer race fault is
masked by that frequency. In consequence, the record DE225 is probably diagnosable (P1)
using the proposed approach since the envelope spectrum shows discrete components at the
expected fault frequency but they are not dominant in the spectrum.
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Figure 4.12:Exemplary of the order components with the highest envelopecorrelation index for both
rolling element recordings from CWRU data.
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Figure 4.13: Identification of the BSF frequencies on the envelope spectrum from DE188 using both
SK (left) and proposed SRCKFOT (right) approaches.

In general, from this experiment it could be inferred that the obtained order components,
using the proposed SRCKFOT algorithm, comprise relevant information about the bearing
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Figure 4.14: Identification of the BSF frequencies on the envelope spectrum from DE225 using both
SK (left) and proposed SRCKFOT (right) approaches.

faults and the modulation processes that occur in the vibration signal, which is very useful
as a vibration analysis tool when the process is cyclostationary. In the case of the SK, the
achieved results are consistent with the outcomes reportedin Smith and Randall(2015),
when the CWRU data are used.

4.4 Experiment on test rig 2: Universidad Nacional de
Colombia data 2

The goal of this experiment consists of validating that the obtained components using the
proposed OT model approach may extract cyclostationary signals hidden in the vibration
signal, as well as to provide support to the novel OCC methodology presented in Chapter3,
in the sense, that it is possible detecting the spectral range where the faults appear. In that
sense, from the dataset described in Section3.5, each bearing fault signal both in the steady-
state and dynamic regime are analyzed, where the fault frequencies areBPFI = 5.4783fr,
BPFO = 3.5217fr, BS F = 2.1913fr, andFTF = 0.3913fr . Here, it is worth to notice
that dynamic regime signals are transformed into the angle-order domain to perform the
proposed model, since when the shaft speed presents large changes, e.g. coast-down, the
bearing faults introduce cyclo-non-stationary processesthat are characterized by AM-FM
modulations. Therefore, the assumed model in the SRCKFOT algorithm does not converge
to track the instantaneous speed changes, and hence, the order components are wrongly
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extracted. For that reason, the bearing fault signals undervariable speed are analyzed after
performing the angle domain transformation using ComputedOrder Tracking (COT) with
the same conditions discussed in Section3.5.2. It is important to highlight that COT may
introduce errors in the domain transformation generated bythe resampling, in consequence,
the frequency slip can be higher.

As regards the identification of the bearing faults, each bearing fault signal is randomly
selected, including each one by inner race, outer race, and rolling element defects. The
following sections describe the analysis of the signals both the time and the angle domain,
comparing the OT model approach with the SK.

Inner race fault - BPFI

In Fig. 4.15the bearing fault signals are shown, where the left side displays the signal under
steady-state regime in the time domain at 29.2Hz. The right side presents the signal under
dynamic regime in the angle domain (top row), being the shaftspeed normalized to the 1th
order. When the spectrum is computed (middle row), it is possible to see that frequency range
is higher in the steady-state regime, because under dynamicregime the signal is resampled
at 32 orders, which implies that the spectral range is [0− 1000]Hz approximately. In the
steady-state regime case, the spectrum exhibits an inner race fault characteristic components
concentred at the interval [3.2− 4]kHzwhere there are the majority of order components to
be tracked. In change, the order spectrum has a few components between the 10th and the
15th order which manifest the fault conditions. Nonetheless, there is no a clear pattern about
the considered defect in both spectra.

The envelope correlation indexes (Fig.4.15-bottom row) allow inferring that in steady-state
regime is clear extracting a component that shows the damagebecause the envelopes are
highly correlated with the raw signal. However, in the dynamic case, the correlation does
not overcome 0.5, and the most correlated components are in medium and low frequency,
reducing the possibilities to find theBPFI frequency.

Aiming to estimate the order components depicted in the spectra, the covariances of the
SRCKF OT algorithm were fixed asqa

i = 10−3, qf
= 10−8, andr = 10−9 in the steady-state

regime, while in the dynamic wereqa
i = 10−2, qf

= 10−5, and r = 10−9. As a result, 27
and 18 order components were obtained, from which the six more correlated are display
in Fig. 4.16. Here, the order components present an impulsive behavior under steady-state
regime, yet in coast-down that behavior is not clearly appreciated in the highest correlated
components. Nonetheless, an inspection of the envelope spectrum of the order 5.4th allows
to determine the existence of the inner race fault. Besides,that order is related with theBPFI
frequency normalized by the shaft speedfr .

Afterward, the comparison of the BSE approaches for the bearing fault signal under steady-
state regime is shown in Fig.4.17. It is observed that both methods distinguish the inner
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Figure 4.15: Recordings of inner race fault under steady-state (left) and dynamic (right) regimes in
time domain (top row), frequency domain (middle row), and the envelope correlation indexes (bottom
row).

race fault since theBPFI and its harmonics are clearly identified in the envelope spectra.
Furthermore, spectral components associated with the sidebands ofBPFI and harmonics of
the shaft speed are also detected with a high amplitude, which indicates that the spall size
generated on the inner race is an advanced stage.
The notable difference between SK and SRCKFOT is found in the analysis of the bearing
fault signal under the dynamic regime (see Fig.4.18). Here, the state-of-the-art method (left
side) overcomes to the proposed approach because of it exhibits, with a proper amplitude,
the spectral components associated withBPFI and several sidebands likeBPFI + fr . Nev-
ertheless, the order component with highest envelope correlation also shows the same fault
frequencies, but the amplitude is very low.

Outer race fault - BPFO

In this experiment, the analyzed bearing fault signals do not present a clear impulsive compo-
nents in the time and angle domain under both steady-state and dynamic regimes (see Fig.4.19-
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Figure 4.16:Exemplary of the order components with the highest envelopecorrelation index for both
inner race fault recordings under different regimes from UN-2 data.
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Figure 4.17: Identification of the BPFI frequencies on the envelope spectrum from bearing fault
signal under steady-state regime, using both SK (left) and proposed SRCKFOT (right) approaches.

top row), and hence, the signals may be confused with the undamaged state. In the case of
the steady-state regime displayed in the left side of the Fig. 4.19, the spectrum is concen-
trated in a low frequency range and does not show modulation processes in high frequency,
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Figure 4.18: Identification of the BPFI frequencies on the envelope spectrum from bearing fault
signal under dynamic regime, using both SK (left) and proposed SRCKFOT (right) approaches.

indicating that the fault could be incipient, or the spall size is slight. Especially, the highest
spectral component is the 4.1Hz order that corresponds to a characteristic frequency of the
electromotor, i.e. the number of poles by the shaft speed that is 120Hz approx. The lack
of modulations is verified in the envelope correlations (bottom row) between the extracted
components and the raw signal, since the reached values are under 0.2. Unfortunately, that
correlation values imply that the extracted order components do not comprise a well-defined
cyclostationary processes or AM modulations generated by cyclic frequencies.

Similarly, when the machine operates under dynamic regime,the bearing signal spectrum
(Fig. 4.19-right side) evinces spurious spectral components that tryto emulate modulation
processes at between the orders 18th and 21th. This fact could also be appreciated in the
envelope correlation indexes because that order range comprises the highest correlation, im-
proving the achieved values 0.15 compared with the correlations in the steady-state regime.

For the sake of estimating the set of order components using the SRCKFOT approach, the
harmonics depicted on the signal spectra are used, obtaining a total of 33 and 22 components
from the bearing signals under the steady-state and dynamicregime, respectively. Moreover,
the covariance parameters of the algorithm were heuristically fixed asqa

i = 10−3, qf
= 10−8,

andr = 10−9 in the steady-state regime, whereas in the dynamic regime the parameters were
qa

i = 10−2, qf
= 10−5, andr = 10−9. As a result, the six components more correlated with the

raw signal are shown in Fig.4.20. It is possible to see that the extracted components in the
steady-state regime (Fig.4.20(a)) have a slight impulsive behavior and are governed by an
AM modulation that in some cases are cyclostationary, for instance, in the order 39.4th. A
similar behavior is observed in the dynamic regime (Fig.4.20(b)), yet the modulator signal
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Figure 4.19:Recordings outer race fault under steady-state (left) and dynamic (right) regimes in time
domain (top row), frequency domain (middle row), and the envelope correlation indexes (bottom
row).

that dominates the cyclicity has a lower frequency.
In the concrete case of the outer race frequency identification in the envelope spectra, the
bearing signal under steady-state regime (Fig.4.21) shows a periodical impact each 1/6sec
at time domain, which is also observed in the envelope spectrum since the dominant com-
ponents are spaced by 6Hz. That behavior may be better appreciated in the filtered signal
with SK than with the proposed approach, however, that component does not provide any
information about the analyzed fault, and hence, it acts like a mask that hides the outer race
fault frequency. Nonetheless, some characteristic patterns of this type of fault may be found
in the envelope spectrum such as theBPFO frequency and the first sidebandsBPFO± fr .
In the dynamic regime presented in Fig.4.22, it is complicated distinguishing the outer race
fault characteristics due to inaccuracies generated during the angle domain transformation
(i.e. vagueness caused by COT). Nevertheless, the cyclicity exposed by the filtered signal
using SRCKFOT (right side) allows inferring the existence of modulations that could be
related to the studied fault. In that sense, it is possible todetect some spectral components
that match mainly with the lower sidebands of theBPFOfrequency. On the contrary, despite
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Figure 4.20:Exemplary of the order components with the highest envelopecorrelation index for both
outer race fault recordings under different regimes from UN-2 data.
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Figure 4.21: Identification of the BPFO frequencies on the envelope spectrum from bearing fault
signal under steady-state regime, using both SK (left) and proposed SRCKFOT (right) approaches.

the signal filtered by SK (left side) in angle domain does not allow perceiving an outer race
defect pattern, yet the envelope spectrum depicts some low amplitude spectral components
that match with the sidebands ofBPFO.
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Figure 4.22: Identification of the BPFO frequencies on the envelope spectrum from bearing fault
signal under dynamic regime, using both SK (left) and proposed SRCKFOT (right) approaches.

Rolling element fault - BSF

Fig. 4.23shows the respective bearing signals under the steady-state (left column) and dy-
namic regimes (right column), in time and angle domain (top row), their corresponding spec-
tra (middle row), and the envelope correlation values obtained between each order compo-
nent and the raw signal (bottom row). Firstly, it is observedthat the signal in steady-state
regime exhibits a clear cyclostationary behavior, whereasin dynamic regime the signal also
depicts an impulsive behavior, and in both cases those signsare characteristics of a bearing
defect.

Secondly, the spectrum of each regime displays particular spectral components that confirm
the information observed in the time and angle domains. Particularly, the spectrum of steady-
state regime has representative spectral components at theintervals [3.2−4] and [5.5−6]kHz,
which commonly are associated to bearing faults. At the sameway, there are several lobes
in the order spectrum at the order intervals [10− 15] and [25− 30], which gives some clues
about the damage.

Lastly, the envelope correlation indexes allow to establish frequency bands where there are
more modulated components, where it is worth to highlight the high correlation values, in the
steady-state regime, between the 11.9th and the 13.6th orders. Conversely, the correlation
values in the dynamic regime are acceptable, taking into account that the signal has been
resampled, and hence, the highest components may last from the 5.4th to 25.6Hz.

The 5.4th order is very particular because it exhibits a modulation generated by a low fre-
quency that corresponds toFTF. Nonetheless, since the idea is to find the order compo-
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Figure 4.23:Recordings rolling element fault under steady-state (left) and dynamic (right) regimes in
time domain (top row), frequency domain (middle row), and the envelope correlation indexes (bottom
row).

nent that better describes the rolling element defect, by visual inspection the 13.6th order is
selected from the six orders with the highest envelope correlation (see Fig.4.24(b)). Con-
cerning to the steady-state regime the six order componentsmore correlated with the raw
signal display a similar behavior, being characteristic a periodic impact spaced at 1/6sec.
The mentioned above order components where estimated fixingthe covariance parameters
of the SRCKFOT algorithm as order components,qa

i = 10−3, qf
= 10−8, andr = 10−9, and

qa
i = 10−3, qf

= 10−6, andr = 10−10, obtaining a total of 30 and 18 components from the
bearing signals under steady-state and dynamic regimes, respectively.
As regards the identification of the outer race fault, both tested approaches achieve success-
fully to detect theBS F frequency and multiple harmonics of theFTF, when the machine
operates in steady-state regime (Fig.4.25). Besides, the visualization of sidebands at±FTF
and± fr are signs that the defect is an advanced stage. In contrast, when the bearing fault
signal under dynamic regime is analyzed (Fig.4.26), it is found that the proposed scheme
reaches detecting more symptoms about the outer race fault than the SK. In consequence,
it is possible to see in the envelope spectrum, obtained froman order component (right col-
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Figure 4.24:Exemplary of the order components with the highest envelopecorrelation index for both
rolling element recordings under different regimes from UN-2 data.
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Figure 4.25: Identification of the BSF frequencies on the envelope spectrum from bearing fault signal
under steady-state regime, using both SK (left) and proposed SRCKFOT (right) approaches.

umn), theBS F frequency together with several inferior sidebands, and multiple harmonics
of FTF, being this the dominant frequency. In change, the envelopespectrum, of the filtered
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Figure 4.26: Identification of the BSF frequencies on the envelope spectrum from bearing fault signal
under dynamic regime, using both SK (left) and proposed SRCKF OT (right) approaches.

signal with SK (left column), shows only frequencies that match with theFTF frequency
and its harmonics.

4.5 Discussion

The obtained results from the experiments presented above provide several aspects to high-
light about the studied BSE approaches, taking into accountthat both methods in most of the
analyzed cases were correctly extracting cyclostationarycomponents associated with bearing
faults.
On the one hand,Smith and Randall(2015) recommends that new diagnostic algorithms
must demonstrate the relative advantages against the benchmark results that they reported,
it is chosen the SK filter as the reference approach. In spite of the bearing fault detec-
tion methodology does not include the signal preprocessingusing the widely-known Dis-
crete/Random Separation algorithm, it is showed that by using the SK is possible to assign
the categories provided. Here, it is important to notice that the BSE approaches were tested
in two different types of bearing fault signals, that in our terms are considered as the clear
and not diagnosable. In that sense, considering the conditions that the cited authors proposes
to determine the improvement of the bearing fault detection, using the proposed approach it
is possible to change from a partial or not diagnosable to probably or clearly diagnosable in
some cases. For instance, the record DE198 changes from N2 toP2, the DE188 from P2 to
Y2, and the DE225 from N1 to P1. Nonetheless, regarding the computational efficiency, SK
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is better than the proposed approach because it performs theanalysis in less computing time,
considering that the SRCKFOT algorithm is still tested in Matlab© and the computational
cost depends on the number of order components that are tracked. Besides, SK is plug and
play whereas the proposed algorithm still requires the tuning of several parameters such as
the number of harmonicsK and the covariances of the Kalman recursion.
On the other hand, the experiment considering both steady-state and dynamic regimes show
that both approaches (SK and SRCKFOT) provide the needed elements to diagnose the bear-
ing faults. Nevertheless, in the especial case where the shaft speed is varying, both methods
are complementary in the sense that the variable speed component could be estimated using
the SRCKFOT applied to the low-frequency range where the order components preserve the
smooth amplitude change condition. Then, the signal is transformed into the angle domain
using COT, and the SK filter the signal to extract the cyclostationary component that evinces
the bearing fault.
Regarding with the obtained results in the Chapter3, where the order components of the
bearing signals (described in Section4.4) were classified and labeled as targets or outliers,
it is possible to confirm that effectively the outlier components exhibit some characteristic
of the either inner race, outer race or rolling element. In that sense, it was found that the
frequency-located OCC methodology allows to obtain a spectral range where the fault exists,
and then, if the envelope spectrum of the outliers is computed, it is possible to identify
characteristic patterns from the bearing faults. In spite of there are other approaches that also
provides an informative frequency band about the fault, theproposed methodology could
indicates both shaft and bearing defects. The study of gear defects is considered as future
work because that topic is out of the scope of this work.



5 Conclusions and future work

This work proposes novel machine diagnostic strategies that are focused on the processing
of non-stationary vibration signals, with the aim of providing practical and implementable
analysis tools in the industry. In that sense, it was discussed a diagnostic methodology
that isolates, detects and identifies several faulty conditions as the faults on the shaft and
the rolling element bearings. Particularly, the methodology follows the estimation of the
instantaneous speed and the relevant spectral components from the machine, the detection of
the faulty condition, and the identification of the particular fault. In that sense, the concluding
remarks are described:

• A novel order tracking approach termed SRCKFOT, that allows estimating the mul-
tiple spectral/order components simultaneously togetherwith the instantaneous fre-
quency was presented. The performance of the proposed approach is validated both
two laboratory tests and four case studies, providing the following advantages:i) dis-
tinguishing closed-order components;ii) estimating the instantaneous speed under dif-
ferent speed variations comprising, start-up, coast-down, and speed fluctuations as in
the case of the wind turbine;iii) estimating narrow-band spectral components that
may exhibit stationary and cyclostationary processes. Nonetheless, when cyclic com-
ponents are governed by a variable speed the tracking fails,yet, in this case, the pro-
posed SRCKFOT could still estimate the shaft speed if the signal is downsampled
until reaching only 5th order. In general, the proposed OT model is a preprocessing
interesting tool that may describe the overall characteristics of a machine.

• A novel OCC methodology, calledfrequency-located fault detectionthat allow detect-
ing the frequency band where the fault exists was presented.To this end, a set of
dynamic features, estimated by SRCKFOT, describe the narrow-band spectral prop-
erties of the signal allowing to determine the existence andthe frequency range of the
fault. This kind of information is relevant for machine operator without much experi-
ence in vibration analysis, reducing the time to find the faulty process and improving
the maintenance capabilities. The methodology was tested for different types of data
including unbalance and misalignment under start-up and coast-down operating con-
ditions, and bearing fault detection under permanent and coast-down regimes.

• A methodology to extract blind signals from mechanical vibrations was presented.
The method is based on the cyclostationary properties of thenarrow-band spectral
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components obtained using SRCKFOT, allowing identifying the fault frequencies that
characterize the bearing failures. The achieved results were compared with the state-
of-the-art BSE approach so-called spectral kurtosis, showing that our methodology is
comparable, and in some cases, it provides a more comprehensive information than
SK.

Regarding the future work, there are some issues that can be addressed to improve the pro-
posed machine diagnostic framework, including the following considerations:

• Since the free parameters of the proposed SRCKFOT approach are heuristically fixed,
an issue of study is focused on the design and implementationof optimization methods
that allow estimating those parameters from the vibration signal. This fact will reduce
the time to obtain the best filter response. It is worth notingthat the study of Kalman
filtering is a current research field since the algorithm convergence depends on the
estimation of correct parameters.

• The analysis of cyclostationary processes when the machine operating conditions are
time-varying has a growing interest in the condition monitoring community, and in that
sense, we consider the improvement of the proposed SRCKFOT approach to extract
both instantaneous frequency (without downsampling) and the cyclostationary order
components under speed fluctuations.

• As regards the OCC methodology, it is important the analysis of the different machine
faults like gears, complex machines, and the validation of the method for real-world
applications. This fact will allow increasing the probability of transforming the ma-
chine diagnostic methodology in a tool useful in the industry.
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