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Title in English

Robust Eletroni Hardware System Based on Quorum Sensing

Título en español

Sistema Hardware Eletrónio Robusto Basado en Quorum Sensing

Abstrat: Eletroni systems designed by man have a high level of omplexity. This

feature joined with its sequential operation has enabled the suseptibility to failures. In

ritial appliations, this problem has been traditionally attaked dupliating the entire

system (redundany), and using a entral ontrol system. The term robust, word appear-

ing in the formulation and in the title of this researh, refers to the system's ability to

withstand damage (usually physial) without losing its funtionality or operation.

This researh proposes a di�erent design sheme inspired by a mehanism of gene

expression ontrol, mehanism whih is dependent on ell density, and has been reently

observed and haraterized in the �eld of systemi biology, in medial researh regarding

the e�ay of antibiotis; gene expression responsible for soial behaviors of independent

ells (bateria) using extraellular signals.

In the biologial model, the ell-ell ommuniation is performed through the exhange

of hemial moleules alled auto induers. This proess, alled Quorum Sensing (QS),

allows bateria to monitor their environment for the presene of other bateria, and thus,

to respond to �utuations in the number and/or speies present. The great parallelism of

this kind of systems involves a great robustness, sine it avoids the sequential struture

and dependene on a entral ontrol system. In this researh, a mathematial model of this

proess (QS) is proposed, and then, the use of this model to design some initial eletroni

appliations, spei�ally in the area of robotis is shown.

This model starts with the overall system behavior, and then, it fouses in an individual-

level model. This design strategy allows, from the appliation riteria, to de�ne the rules

of behavior of eah baterium, whih are the same throughout the ommunity, in a similar

way as ours with ellular automata. In priniple, the algorithm an be used in signal

proessing problems as originally formulated in the proposal, if these problems are formu-

lated as a searh problem. In this researh the algorithm is implemented in some problems

of navigation of robots establishing the navigation route as the searh problem.

The researh objetive is not to reate hardware with evolving apaities, but to pro-

pose a sheme of hardware design that re�ets a redundant struture. This means formu-

lating a behavioral algorithm that an be implemented funtionally on a hardware (mi-

roproessors, miroontrollers, CPLDs, FPGAs, robots, et.). For this purpose, researh

proposes the use of di�erent platforms on whih di�erent levels of olletive baterial stru-

tures are evaluated, while maintaining the premise of QS loal ommuniation.

Resumen: Los sistemas eletrónios diseñados por el hombre presentan un elevado nivel

de omplejidad. Esto unido on su araterístia de operaión seuenial, ha permitido

que en general se inremente la suseptibilidad a fallos. En apliaiones rítias, este pro-

blema se ha ataado tradiionalmente on la dupliaión de todo el sistema (redundania),

y el uso de un sistema de ontrol entral. El termino robusto, término que aparee en la

formulaión y en el título de ésta investigaión, se re�ere a la apaidad del sistema de



soportar daños (en general físios) sin perder su funionalidad u operaión.

Esta investigaión propone un esquema de diseño diferente inspirado en un mea-

nismo de ontrol de expresiones genétias dependiente de la densidad elular, observado y

araterizado reientemente en el ampo de la biología sistémia, durante investigaiones

médias en relaión on la e�aia de antibiótios. Este fenómeno es el responsable de

que un onjunto de élulas independientes (baterias), bajo la generaión de señales extra

elulares, desarrolle omportamientos soiales oordinados.

En el modelo biológio, la omuniaión de élula a élula se realiza a través del inter-

ambio de moléulas químias llamadas auto indutores. Este proeso, denominado quorum

sensing (QS), permite que las baterias supervisen su ambiente para detetar la presenia

de otras baterias, y responder así a las �utuaiones en el número y/o espeies presentes.

El gran paralelismo de éste tipo de sistemas onlleva una gran robustez, dado que evita la

estrutura seuenial y la dependenia a un sistema de ontrol entral. Aquí se plantea un

modelo matemátio de éste proeso (QS), y se utiliza luego éste modelo para el diseño de

algunas primeras apliaiones eletrónias, espeí�amente en el área de robótia.

El modelo que se propone parte del omportamiento global del sistema, y luego se

enfoa a un modelo a nivel de individuo. Esta estrategia de diseño permite, a partir de los

riterios de la apliaión, de�nir las reglas de omportamiento propias de ada bateria, que

serán las mismas de toda la omunidad, de forma similar a omo ourre on los autómatas

elulares. En prinipio, el algoritmo puede utilizarse en problemas de proesamiento de

señales omo originalmente se formuló en la propuesta, si estos problemas se formulan omo

un problema de búsqueda. En esta investigaión el algoritmo se implementa en algunos

problemas de navegaión de robots estableiendo la ruta de navegaión omo el problema

de búsqueda.

El objetivo de la investigaión no es rear hardware on apaidad evolutiva, sino

proponer un esquema de diseño de hardware que re�eje una estrutura redundante. Esto

signi�a formular un algoritmo de omportamiento que pueda ser implementado funional-

mente sobre un hardware (miroproesadores, miroontroladores, CPLDs, FPGAs, robots,

et.). Para ello, la investigaión propone el uso de diferentes plataformas sobre las uales

se evalúan diferentes niveles de estruturas bateriales oletivas, manteniendo siempre la

premisa de omuniaión loal del QS.

Keywords: Biologial behavior, eletroni design, multisale modeling, quorum sensing,

robust systems.

Palabras lave: Comportamiento biológio, diseño eletrónio, modelamiento multiesala,

quorum sensing, sistemas robustos.

Claims: The main ontribution of the researh is the formulation of a new algorithm

inspired by baterial QS whih is able to aelerate the onvergene of any other searh

algorithm, informed or not. The algorithm mimis the aggressive behavior of the bateria

when the population size exeeds a ertain threshold. When this aggressive behavior is

manifested, biologial bateria attak their host. The algorithm in the arti�ial bateria

experiments a similar ativation, and the e�et is to inrease the level or weight of the

solution in proportion to the number of aggressive bateria. This algorithm was veri�ed

experimentally.

The hardware design is implemented on two di�erent platforms: embedded devies



and small mobile robots, on them the priniples of loal ommuniation and virulent ati-

vation were implemented. Given the researh stay (9 months) in the Motion Strategy Lab,

Department of Computer Siene at the University of Illinois (Urbana - USA), the pro-

posed algorithm was evaluated in robotis, spei�ally in navigation tasks for autonomous

robots in omplex, dynami and unknown environments. Di�erent strategies were used

for evaluation of the navigation algorithm. The robustness and performane evaluation

was arried out on a simpli�ed arti�ial potential �eld algorithm, known in roboti for its

simpliity and its loal minima problems.

The traditional algorithm of arti�ial potential �eld is used to design a potential �eld

in aordane with the navigation path. Other features of the algorithm (repulsive fore

of the obstales and the resulting alulation of motion) were replaed by an ergodi be-

havior, researh area of the Motion Strategy Lab. In addition, the entral ontrol unit was

removed to give movement autonomy to the robots, whih identi�ed the potential �eld

strength through landmarks in the environment (loal interation of the robot).

The proposed algorithm based on QS was added to this navigation sheme, allowing

assessments to task performane with and without QS. Throughout 300 simulations for a

total of 20 robots in eah ase, and all on the same navigation environment, it was found

that the addition of the QS to the navigation sheme redued the navigation time by al-

most 60%. In this kind of appliations, this redution has a major impat on searh and

resue tasks in environments that greatly limit the robots sensors (ollapsed environments).

Contribuiones originales: El prinipal aporte de la investigaión es la formulaión de

un nuevo algoritmo inspirado en el QS baterial que es apaz de aelerar el proeso de

onvergenia de ualquier otro algoritmo de búsqueda, informada o no. El algoritmo imita

el omportamiento agresivo de las baterias uando el tamaño de la poblaión supera un

determinado umbral. Cuando este omportamiento agresivo se mani�esta, las baterias

biológias ataan a su an�trión. El algoritmo en las baterias arti�iales experimenta una

ativaión similar, y el efeto es aumentar el grado o peso de la soluión en proporión al

número de baterias agresivas. Éste algoritmo fue veri�ado experimentalmente.

El diseño hardware se implementa sobre dos plataformas diferentes: dispositivos em-

bebidos y pequeños robóts móviles, sobre ellas se implementaron los prinipios de o-

muniaión loal y ativaión virulenta. Dado la estania de investigaión (9 meses) en

el Motion Strategy Lab del Department of Computer Siene de la University of Illinois

(Urbana - USA), el algoritmo propuesto se evaluó en robótia, espeí�amente en tareas

de navegaión para robots autónomos en ambientes omplejos, dinámios y desonoidos.

Se utilizaron diferentes estrategias de navegaión para la evaluaión del algoritmo. La

evaluaión de robustez y desempeño se realizó sobre un algoritmo de ampo de potenial

arti�ial simpli�ado, onoido en robótia por su senillez y sus problemas de mínimos

loales.

El algoritmo tradiional de ampo de potenial arti�ial se utilizó para diseñar un

ampo de potenial en onordania on la ruta de navegaión. Las demás araterís-

tias del algoritmo (fuerza de repulsión de los obstáulos y álulo de la resultante de

movimiento) fueron reemplazadas por un omportamiento ergódio, área de investigaión

del Motion Strategy Lab. Además, se eliminó la unidad de ontrol entral para dar au-

tonomía de movimiento a los robots, los uales identi�aron la intensidad del ampo de

potenial a través de landmarks en el ambiente (interaión loal del robot).

El algoritmo propuesto basado en QS se agregó a éste esquema de navegaión, lo que



permitió haer evaluaiones de desempeño de la tarea on y sin QS. A lo largo de 300

simulaiones on un total de 20 robots en ada aso, y todas sobre el mismo ambiente de

navegaión, se enontró que la adiión del QS al esquema de navegaión redujo el tiempo

de navegaión en asi un 60%. En éste tipo de apliaiones, esta reduión tiene un gran

impato en tareas de búsqueda y resate en ambientes que limitan onsiderablemente los

sensores de los robots (ambientes olapsados).



Aeptation Note

Jury

Prof. Rafael Murrieta-Cid

Jury

Prof. Mario R. Arbulú

Jury

Prof. César A. Pedraza

Advisor

Prof. Alberto Delgado R.

Bogotá, D.C., August 2017



Personal delaration

I delare that I have worked on this thesis independently and with only the help of the

means permitted and no di�erent from those mentioned in the thesis itself. I reognize

in this work (soures/resoures listed in the bibliography) all texts taken of textual or

�gurative way from douments published and unpublished. No part of this work has been

used in any other thesis, at this or any other university. The results, simulations and

experiments are omplete responsibility of the author.



Dediated to

I would like to dediate this work to all my family.

To my parents Alda and Johnny, for their understanding and help in times bad and

less bad. They have taught me to fae adversity without losing dignity will not fail in the

attempt. They have given me everything I am as a person, my values, my priniples, my

perseverane and my e�orts, all with a great deal of love and never asking anything in

return.

To my hildren, Laura, Juan José, Juan Esteban, Ana María and Samuel. They are

the best thing ever happened to me, and have ome to this world to give me the �nal push.

They are de�nitely my referene for the present and future, and the strength that lets me

to get the balane that allows me not give up.

And �nally, thanks to my students and friends who endured this long proess with

me, always o�ering support and patiene... that angel who takes are of me... To those

speial people who have always been by my side, present and in thought. They who always

supported me and expeted the best of my... and that no matter how long they will always

be in my heart.

To all of them... Wholeheartedly thank you very muh.



Aknowledgements

First and most importantly, I would like to sinerely to thank to my advisor, professor Jesús

Alberto Delgado, his e�ort and dediation, his knowledge, his guidane, his way of work,

his persistene, patiene and espeially his on�dene in me have been fundamental to my

development as a researher. He has instilled in me a sense of seriousness, responsibility

and aademi rigor without whih there ould be no a omplete training as a researher.

In his own way, has been able to earn my loyalty and admiration, and I feel in debt to him

for everything reeived during the time that has lasted this work.

I would also like to aknowledge the advie reeived over reent years by other professors

of the Ph.D in Computer and Systems Engineering of the National University of Colombia

(Bogotá), and professors from other universities who believe and support the dotoral

program and that in one way or another, have ontributed muh more than a bit to my

training. I highlight partiularly the professor Luis Fernando Niño, the professor Steven

M. LaValle (Department of Computer Siene - University of Illinois) and professor Max

Garzón (Department of Computer Siene - University of Memphis). Likewise, I thank

professors from other departments of the Faulty of Engineering for their humane treatment

and ritial view of many aspets of everyday life that help shape a person. I would name

a lot, but highlight in partiular the professors Rafael Murrieta, Mario Arbulú and César

Pedraza, for the omments and suggestions made to this researh, whih ertainly inreased

their level and rigor.

And last but not least, I am eternally grateful to my olleague aidentally, professor

Leonardo Bobadilla (Shool of Computing and Information Sienes - Florida International

University). A great person, with boundless enthusiasm that allowed me to work with him

for several months. The working environment reated was just perfet, and his vision,

motivation and optimism have helped me in ritial moments of the researh. A great

friend.

I am the sole author and responsible for this doument, but would have been very

di�ult to develop it without them. To them... Thank you very muh for everything.



Contents

Contents I

List of Tables IV

List of Figures V

Units, dimensions, and symbols IX

Introdution XIV

1. Bakground 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Theoretial bakground . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.1 Models based on bateria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.2 Appliations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Researh problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3.1 General objetive . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

Details on ompliane of the objetive . . . . . . . . . . . . . . . . . . . . . . 8

1.3.2 Spei� objetives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.4 Improvements suggested by the jury . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.5 Publiations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.6 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2. Multi-agent dynami system 14

2.1 Baterial Quorum Sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.1.1 Bakground . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1.2 System struture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

I



CONTENTS II

2.1.3 QS behaviors and arti�ial bateria . . . . . . . . . . . . . . . . . . . . . . . . 18

2.1.4 Emulation and results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.1.5 Stability, onvergene and parameters seletion . . . . . . . . . . . . . . . . 23

2.2 Cooperative navigation in roboti swarms: Features and unresolved problems 28

2.3 Maro-sale model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.3.1 Model desription . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.4 Miro-sale model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.4.1 Model desription . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.4.2 Individual agent behaviors: A �rst approah . . . . . . . . . . . . . . . . . . 43

Coverage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

Grouping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

Experimental Prototype and Simulations . . . . . . . . . . . . . . . . . . . . 48

2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3. A �rst appliation: Robot motion planning 53

3.1 Wild motion, ergodiity and swarm robots . . . . . . . . . . . . . . . . . . . . . . . . 55

3.1.1 Bakground . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.1.2 Mathematial Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.1.3 Solving Tasks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.2 Using the algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.3 Navigation using loal ommuniation between agents . . . . . . . . . . . . . . . . 66

3.3.1 Bakground . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.3.2 Mathematial Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.3.3 Navigation algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

Control strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

Navigation plan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

Convergene of the navigation plan . . . . . . . . . . . . . . . . . . . . . . . . 74

3.3.4 Experimental prototype and simulations . . . . . . . . . . . . . . . . . . . . 75

3.4 Designing navigation paths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.4.1 Bakground . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

3.4.2 Mathematial Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

3.4.3 Navigation algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

Robot movement strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

Route planning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89



CONTENTS III

3.4.4 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

3.5 Performane omparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

4. Conlusions and future work 107

4.1 Conlusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

4.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

A. SERB Robot 111

A.1 Parts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

A.2 Cutting Piees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

A.3 Assembly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

B. SERB Robot Software 116

C. Player/Stage Simulations 128

C.1 qs_nav.fg �le . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

C.2 qs_nav.world �le . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

C.3 serb.in �le . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

C.4 mapa_uiu.in �le . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

C.5 am_bw.in �le . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

C.6 grouping. �le . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

D. NetLogo Simulations 144

Referenes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152



List of Tables

1.1 Details on ompliane of the objetives. . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.2 Publiations regarding Theoretial foundation and Design. . . . . . . . . . . . . 12

1.3 Publiations regarding Appliation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.1 Plan for the grouping task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.2 Plan for the navigation task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

3.3 Total task time for six grouping algorithms. . . . . . . . . . . . . . . . . . . . . . . . 103

3.4 ANOVA on the total task time for six grouping algorithms . . . . . . . . . . . . 104

IV



List of Figures

1 Relative omplement B \A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . IX

2 Comparison of lassi models of information proessing and proposed model XV

3 System with redundany . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XVII

1.1 Baterial quorum sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 General arhiteture of the model based on QS . . . . . . . . . . . . . . . . . . . . . 4

1.3 Organization of improvements suggested by the jury . . . . . . . . . . . . . . . . . 10

2.1 Details of the two-dimensional struture of the BP. . . . . . . . . . . . . . . . . . . 17

2.2 Miroontroller blok diagram. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.3 Baterial population and appliation bateria in the proposed system. . . . . 19

2.4 Hardware platform for miroontroller evaluation (36 Xilinx CPLDs). . . . . 20

2.5 Baterial growth on the platform. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.6 Behavior enoded in the genome of the arti�ial baterium. . . . . . . . . . . . . 22

2.7 Adaptation of the system after physial damage. . . . . . . . . . . . . . . . . . . . . 23

2.8 Linear approximation of intensity gradient behavior in an area of high per-

formane. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.9 Designed slope �eld for an area of high performane. . . . . . . . . . . . . . . . . . 26

2.10 Exponential approximation of intensity gradient behavior in an area of high

performane. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.11 System and agents with three di�erent behaviors. . . . . . . . . . . . . . . . . . . . 32

2.12 System and its frations haraterized by their behavior. . . . . . . . . . . . . . . 32

2.13 Flow hart for the proposed dynami of baterial QS. . . . . . . . . . . . . . . . . 35

2.14 Flow hart for the example of four areas. . . . . . . . . . . . . . . . . . . . . . . . . . 37

V



LIST OF FIGURES VI

2.15 Maro model simulation results for a simple grouping task (T = 10) - Re-

prodution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.16 Maro model simulation results for a simple grouping task (T = 10) - Ex-

ploration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.17 Maro model simulation results for a simple grouping task (T = 10) - Virulene. 40

2.18 Maro model simulation results for a simple grouping task (T = 60) - Virulene. 41

2.19 The agents in the system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.20 Di�erential robot with Atmel 8-bit AVR RISC-based miroontroller. . . . . 44

2.21 State diagram orresponding to the robot's movement. . . . . . . . . . . . . . . . 45

2.22 Adaptive linear ombiner with reurrene. . . . . . . . . . . . . . . . . . . . . . . . . 45

2.23 Basi behavior for autonomous navigation: Reprodution. . . . . . . . . . . . . . 46

2.24 Basi behavior for autonomous navigation: Grouping. . . . . . . . . . . . . . . . . 48

2.25 Simulation of the autonomous navigation: Coverage. . . . . . . . . . . . . . . . . . 50

2.26 Simulation of the autonomous navigation: Grouping. . . . . . . . . . . . . . . . . 51

3.1 The Bunimovih stadium. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.2 Navigation environment and regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.3 Robot interation with environment boundary. . . . . . . . . . . . . . . . . . . . . . 57

3.4 Di�erential robot with ontat and olor sensors. . . . . . . . . . . . . . . . . . . . 57

3.5 An annulus-shaped environment that has 6 regions. . . . . . . . . . . . . . . . . . 58

3.6 Virtual gate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.7 Edge-olored transition graph. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.8 Information-state transition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.9 Cyli path for patrolling task. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.10 Filter used for patrolling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.11 Continuous navigation of the environment. . . . . . . . . . . . . . . . . . . . . . . . . 63

3.12 Reative task: Light. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.13 A simple �lter used for time based patrolling. . . . . . . . . . . . . . . . . . . . . . . 64

3.14 Signal radiated by the agent. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.15 Environment desription. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.16 Continuous variables of the agent. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.17 Robots and their signals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.18 Intensity gradient in an environment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.19 State diagram orresponding to the robot's movement. . . . . . . . . . . . . . . . 72



LIST OF FIGURES VII

3.20 No observable global maximum by the agent due to obstale. . . . . . . . . . . . 74

3.21 Simulation of the autonomous navigation: Grouping 1. . . . . . . . . . . . . . . . 76

3.22 Simulation of the autonomous navigation: Grouping 2. . . . . . . . . . . . . . . . 77

3.23 E�et of QS on the navigation total time. . . . . . . . . . . . . . . . . . . . . . . . . 78

3.24 Flow hart for grouping in two areas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.25 Maro model simulation results for a grouping task (10 agents, T = 20) -

Without QS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

3.26 Maro model simulation results for a grouping task (10 agents, T = 3) -

With QS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.27 Maro model simulation results for a grouping task (50 agents, T = 10) -

With QS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

3.28 Experiment with nonuniform agents. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

3.29 Environment for navigation on a designed route. . . . . . . . . . . . . . . . . . . . . 87

3.30 Brownian motion of a robot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

3.31 Planned route for navigation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

3.32 Speed �eld designed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

3.33 Brownian motion of a robot in the environment. . . . . . . . . . . . . . . . . . . . . 91

3.34 Simulation of �ve robots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

3.35 E�et of number of landmarks on the navigation total time (without QS). . 94

3.36 E�et of number of landmarks on the navigation total time (with QS). . . . . 95

3.37 Environment and landmarks for navigation on a designed route. . . . . . . . . . 96

3.38 Maro model simulation for designed route (explorers, 20 agents, without

QS). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

3.39 Maro model simulation for designed route (virulent, 20 agents, without QS). 99

3.40 Maro model simulation for designed route (explorers, 20 agents, with QS). 100

3.41 Maro model simulation for designed route (virulent, 20 agents, with QS). . 101

3.42 Sliding fuzzy system without delay (10 agents). . . . . . . . . . . . . . . . . . . . . 105

3.43 Sliding fuzzy system with delay (10 agents). . . . . . . . . . . . . . . . . . . . . . . . 105

3.44 Sliding fuzzy system and H∞
with delay (10 agents). . . . . . . . . . . . . . . . . 105

A.1 SERB Robot. (a) Oomlout original design. (b) Modi�ed design. . . . . . . . . 112

A.2 3D layout for SERB robot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

A.3 Assembly SERB robot. 3D detail 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

A.4 Assembly SERB robot. 3D detail 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

A.5 Assembly SERB robot. 3D detail 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114



LIST OF FIGURES VIII

A.6 Assembly SERB robot. 3D detail 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

A.7 Assembly SERB robot. 3D detail 5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115



Units, dimensions, and symbols

In general, the units and dimensions used in this doument onform to the International

Standard (SI) System.

Symbols

• 6= Not equal to

• ∀ For all

• ∈ Belongs to

• ⊂ Subset of

• ⊆ Subset of, or is inluded in

• \ Relative omplement. A omplement of a set A refers to things not in (that is,

things outside of) A. The relative omplement of A with respet to a set B, is the

set of elements in B but not in A
(

B \ A = A ∩B
)

.

A B

Figure 1: Relative omplement B \ A.

• ⇒ Implies.

• a The total number of behaviors that an have an agent within the model.

• α Heading. Angular position of the robot on the plane in the kinemati model.

• α̇ Rotational veloity of the robot.

IX



UNITS, DIMENSIONS, AND SYMBOLS X

• b Number of state variables (vetors) x required to desribe Xp. In the proposed

algorithm, the value of b is equal to the number of grouping areas de�ned by the

agents in the system.

• β Brownian partile density. Variable used to determine the motion of Brownian

partiles in time, onsidering their olletive movement rather than their individual

movement.

• C Set of olors. In the ase of using marks on the environment as virtual gates,

these marks are identi�ed by robots beause of their olor.

• c A olor of the olor set C.

• Γ Set of virtual gates. A set of speial elements loated in the environment (ramps,

olor marks, paper gates, ...) that are identi�ed as gates for the robots (agents). In

the mathematial model, eah gate γi ∈ Γ re�ets a 0 or a 1 if it is interpreted as an

open or losed gate by robots.

• γ Virtual gate. It is a landmark in the environment that is identi�ed as a gate by

robots.

• D Disrete transition system. Ation model for the hybrid system.

• DC Di�usivity or di�usion oe�ient is a proportionality onstant between the

molar �ux due to moleular di�usion and the gradient in the onentration of the

speies (or the driving fore for di�usion). Di�usivity is enountered in Fik's law

and numerous other equations of physial hemistry.

• dij Physial distane between bateria Vi and Vj , whih is alulated by any

appropriate norm. In general, this operator is used to indiate the distane between

two points.

• E Environment, the surroundings of a physial system that may interat with the

system by exhanging mass, energy, linear momentum, angular momentum, eletri

harge, information, or other onserved properties.

• f Nonnegative integer that indiates the number of bateria in diret ontat with

the baterium under analysis. It is a variable indiating the number of neighbors of

the baterium.

• g : S1 −→ S2 Information mapping, proess by whih an agent reates a model

of its surroundings by performing appropriate sensor ations. The nomenlature

indiates that a funtion g mapping a set S1 into a set S2.

• H Hybrid system. Hybrid systems are dynamial systems with interating ontinuous-

time dynamis (modeled by di�erential equations) and disrete-event dynamis.

• h Density threshold. Indiates the minimum distane between bateria needed to

de�ne the baterial population in order to implement the �nal task. It is a variable

that indiates the size of the system and helps regulate their growth.

• hCS Funtion that models the behavior of the ontat sensor.
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• hIS Funtion that models the behavior of the intensity sensor.

• η Neighborhood threshold. It indiates the maximum amount of diret neighbor-

ing bateria that a baterium an have.

• θ̇ The speed of the wheel of the robot (di�erential wheeled robot).

• θ̇0 The rated speed of the wheel of the robot (di�erential wheeled robot).

• Θ(⋆) This funtion takes the value of 1 if ⋆ > 0, and 0 otherwise. The funtion

allows us to desribe the ativation of QS.

• I Variable used to determine the intensity of a signal transmitted by the robot.

• I Information spae. For a system that stores an observation history, an informa-

tion state, at a given time, is the set of this history plus the initial onditions. The

set of all possible information states is alled the information spae.

• ι In the analysis of the agent as a hybrid system, where the genome is analyzed

as a �lter, orresponds to an enoding of a partiular behavior.

• ki The per apita rates at whih the bateria in the area i are ativated, or beome

virulent.

• La Disrete ontrol mode in the hybrid model at the agent level.

• Lp Disrete ontrol mode in the hybrid model at the system level.

• l Possible behavior of an agent in the proposed model.

• la The set of all possible behaviors of the agents.

• λi The per apita rates at whih reruiters bateria take the bateria to area i.

• m Intensity funtion of the signal identi�ed by eah of the agents.

• µi The per apita rates at whih explorers bateria disover the area i.

• n Number of agents, arti�ial bateria or robots onsidered in the formulation of

a problem.

• O Obstale in W. The obstales are pairwise-disjoint and ountably �nite in

number.

• O Set of obstales.

• π : S1 −→ S2 Control poliy. Control poliy is formed by rules that allow to

de�ne ontrol deisions aording to the agent's loal readings. The nomenlature

indiates that a funtion π mapping a set S1 into a set S2.

• P (x1, x2)|p0→p1
Funtion that de�nes the navigation path from the point p0 to

point p1 in R2
.
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• p It is a dimensional oordinate indiating the exat physial position of the

baterium into the system. Two-dimensional oordinates for all systems analyzed in

this researh, in whih agents move in a plane (a point in R2
).

• Rq
The q-dimensional Eulidean spae.

• R Set of bateria in the reprodution stage.

• R Colletion of all regions r of W. These regions are indued by the virtual gates

in the environment.

• r Region whih onsists of the virtual gate and onneting ells.

• ρij The per apita rate at whih explorers bateria and virulent bateria of area

i enounter site j and swith their allegiane by beoming explorers and virulent

bateria, respetively, of that site.

• s Fitness funtion for the adaptive linear ombiner with reurrene.

• T Quorum threshold. It is a onstant de�ned for the task, responsible for limiting

the growth of the system (indiretly it de�nes the amount of bateria in the system,

limiting the reprodutive stage).

• U Set of all possible ontrol modes.

• u Control mode. It assigns a partiular behavior to a partiular loal reading

performed by the robot in the environment.

• V Mathematial representation of the arti�ial baterium. It is a pair of numbers

physially identifying the baterium in the system.

• v (xi) It is the value of the speed �eld sensed by the robot i at position xi. It

orresponds to the �eld designed for the environment, and ontains the information

of navigation path.

• v Translational veloity of the robot.

• W0 Baterial population. It is as a nonempty set of bateria Vi, with non-zero

distane between bateria (d 6= 0).

• W Appliation Bateria AB. It is a subset of the baterial population omprised

only by virulent or ative bateria. They are bateria that develop the task.

• W Closure of a ontratible open set that has a onneted open interior with obsta-

les that represent inaessible regions. Spae of ation of bateria in the Eulidean

spae (agents implemented on robots in this researh).

• ∂W The boundary of a set W.

• ϕ (·) Symmetri hard-limit funtion de�ned as:

ϕ (n) =

{

θ̇0 if n > 0

−θ̇0 otherwise

(1)
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• φ : S1 −→ S2 Filter. Struture used to perform the information feedbak of the

robots. The nomenlature indiates that a funtion φ mapping a set S1 into a set S2.

In the hybrid model of the agent, is used to interpret the agent's loal observations

and ontrol poliies with the aim of de�ning the new behavior of the agent.

• X State spae representation, mathematial model of a physial system as a set

of state variables related by di�erential equations.

Ẋ = AX +Bu (2)

• Xa State spae representation for the agent.

• Xp State spae representation for the system.

• X Set of bateria interating loally with neighboring bateria and the environ-

ment, but without ativating its virulene.

• x State variables (vetors), are the smallest possible subset of system variables

that an represent the entire state of the system at any given time.

• Y Observation spae, is the spae that ontains all the variations of a vetor

�eld, and thus it allows to determine the observability of a nonlinear system (it is

partiularly used in nonlinear systems, but it is equally valid for linear systems).

• y Sensor observation event.

• ỹ : S1 −→ S2 Observation history, is the ordered sequene of observations made

by an agent into an environment. The nomenlature indiates that a funtion ỹ
mapping a set S1 into a set S2.

• Z Symbol used to denote the set of integers. It omes from Zahlen, German for

numbers.

• Z Set of bateria in the ativation or virulene stage.

• ω Tunable oe�ients of adaptive linear ombiner with reurrene.



Introdution

Arti�ial systems have been developed by man throughout history to support his daily

ativities. This development an be seen throughout history in ases like the wheel in

transport solutions, or more reently, in the urrent spae exploration systems. Today,

these advaned arti�ial systems are omposed of two subsystems: hardware and software.

Traditionally the development of these two subsystems has been independent, but today

there is a lear need and bene�t of integrated design, whih has been alled Cyber-Physial

Systems (CPS) (Sztipanovits et al., 2013; Lee, 2008).

There are two paradigms that have inspired the development of these arti�ial systems.

From the point of view of hardware and software design, it should initially onsider two fun-

damental theories whih, although they are developed independently, in terms of their use

are losely linked: The ommuniation theory of Claude Shannon and the omputational

model of Alan Turing.

In the �rst ase, Shannon showed that the information an be analyzed independently

of the ontent, fousing only on abstrat features whih inludes the transmission of infor-

mation between a transmitter and a reeiver, and analyzing the problems and limitations

that suh ommuniation has on a single hannel (Shannon, 1948).

In Shannon's model, the ommuniation system omes from a soure of information

from whih a transmitter sends a signal. This signal travels through a hannel, with the

possibility of being interfered by noise. The hannel delivers the signal to the reeiver who

identi�es the message.

On the other hand, and to omplete the analogy, we have the omputational model

of Turing (Logial Computing Mahine - LCM, (Turing, 1937)). The Turing model or-

responds to an automaton that moves on a linear data sequene. At eah instant, the

mahine an read only a data of the sequene, and perform ertain ations aording to

a table that onsiders its urrent state and the last data read. Among the possible a-

tions inlude the ability to write new data to the stream, through the sequene in both

diretions, and hange state within a �nite set of possible states.

Beyond these two paradigms, this researh proposes a new model based on the priniples

of integrated design of the CPS. The model raises the hardware and software as part of

the information proessing problem, and therefore, assumes no initial existene of any of

them. Furthermore, the struture is not restrited to a sequene of proesses, but it seeks

a struture of parallel sequenes (Fig. 2).

XIV
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Turing Model

(1937)

Assumes perfect storage

and perfect communication

Obtains computation

Proposed Model

(QS)

Obtains an

integrated system

Does not assume

computation or storage

Shannon Model

(1948)

Assumes the computation

(encoder and decoder)

Obtains storage and

communication

Shannon Model

(1948)

Assumes the computation

(encoder and decoder)

Obtains storage and

communication

Figure 2: Comparison of lassi models of information proessing and proposed model

Inspired by Prof. Madhu Sudan talk (Mirosoft, New England) enti-

tled: Communiation & Computation: A need for a new unifying the-

ory, developed on September 19, 2011. University of Illinois Urbana-

Champaign.

The design of arti�ial systems ontinues today, in general terms, these two lassi

models. However, today's appliations are very di�erent, muh more omplex. If it is

wanted robustness in these arti�ial systems, then we need our systems to use more om-

plex hannels, omposed of many smaller and lever sub-hannels, and it is needed to

store/ommuniate the information di�erently, without losing sight of the salability of

the system, and where it is able to merge omputation and ommuniation more tightly.

The systems today tend to be struturally sequential. These systems onsist of a large

number of elements that ommuniate sequentially. This ommuniation may be at the

software level (data and/or programs) between devies or between piees of software; or

hardware level, between devies or omplete systems. Although this sequential struture

has proven to work very well, it has also been shown to have the big problem of fail if any

of its omponents fails. This is the problem of robustness that seeks to solve this researh.

The solution to this problem requires a model that inorporates some level of intelli-

gene. As a starting point of analysis is possible to onsider the anthropologial paradigm

of intelligene, the human being. A key onept in psyhology related to human behavior,

states that this is addressed, regarding their ations in the world, in a general way not by

reality but by the representation that the subjet makes of it, whih is in�uened by prior

knowledge, goals and purposes (Miller, Galanter, & Pribram, 1960). Thinking a bit on

these ideas, we an onlude that this is also true for arti�ial agents.

The physial world, whih we de�ne as the state spae X, in whih we an �nd an

arti�ial agent in a state x ∈ X, is not pereived as suh by the agent. Instead, the agent

knows the environment E where it moves from observations, using sensors that let it build

an information spae I . x is estimated by sensor readings. An information mapping is of

the form:

g : E −→ Y (3)
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wherein Y denotes an observation spae, onstruted from the sensor readings over

time, i.e., through an observation history of the form:

ỹ : [0, t] −→ Y (4)

The interpretation of this information spae, i.e., I × Y −→ I , is that whih enables

the agent to make deisions (LaValle, 2006).

As seen, for the arti�ial agents, in a similar way to the biologial, the interation

with the environment involves gathering and representing information (enoding), holding

information (memory write), and getting at the information when needed (memory read).

Besides, in building this information spae, it is essential to onsider the task that will

develop the agent and the previous information that is stored in it. These onepts are

fundamental to the design of arti�ial systems, and promote a sense of design whih seeks

to obtain the system required to solve a task (minimalist design) (Bobadilla, Sanhez,

Czarnowski, & LaValle, 2011).

In addition to the problem of reliability in these ommuniations, where sequential

struture makes a devie failure leading to system failure, these ommuniation stru-

tures involve extra onsumption of resoures (primarily time), they beome unreliable and

inseure.

When the designer wishes robustness in the operation of an arti�ial system, he nor-

mally uses one of the following strategies:

• Fault avoidane, using formal spei�ation and veri�ation methods and a rigorous

development proess.

• He uses redundany in the system.

Both strategies involve a high ost, reason why its use is restrited to safety ritial

appliations or with a high degree of availability, beause downtime is very expensive. In

the �rst ase, the designer takes high-assurane proess, involving high development osts,

whih eventually transferred to the �nal system, without ignoring the sequential struture.

In the seond ase, the designer opts for parallelism.

The systems an be viewed as hybrid strutures, wherein a main system operates nor-

mally, but in ase of failure is replaed by another (Sha, 2001), sometimes with simpler

struture and higher reliability, whih ontrols the system until the main system an take

over again. Redundant elements are physially in parallel, but they never operate si-

multaneously. In addition, they require a deision logi to evaluate the performane and

oordinate the swithing (Fig. 3).

The problems of interation, ommuniation and proessing have been solved by na-

ture di�erently, and they are surprisingly robust. There are many examples of biologial

behavior that an be ited: the olletive work of bees and ants, the funtioning of an

organ omposed of ells, the ommunitary life of bateria, or the way in whih humans

ommuniate (Juba, Kalai, Khanna, & Sudan, 2011).

Self-assembly proesses are responsible for the generation of order in nature. They

involve omponents at di�erent sales, suh as moleules, ells, organisms, ommunities,
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Figure 3: System with redundany

eosystems and weather systems. Sientists aross many disiplines believe that the study

of physial models of self-assembly an help in understanding nature and in advaning

tehnology (Gross & Dorigo, 2008). These interations between elements of relatively

simple struture an be analyzed, modeled and repliated in the design of arti�ial systems.

Over the last few deades, researh in baterial ell-ell ommuniation or quorum

sensing (QS) has been quite intense (Karafyllidis, 2012; Wiedermann, 2011b). QS allows

bateria to oordinate their behavior and to at as one entity. QS ontrols mirobiologial

funtions of medial, agriultural and industrial importane and a better understanding of

the underlying mehanisms and the onditions under whih the signaling ours; QS o�ers

many possibilities for new appliations.

In this researh we sought to emulate the dynami model of the interation between

bateria. To do so, �rst we analyzed the simpli�ed performane of QS on arti�ial hard-

ware. This �rst emulation enabled us to understand the interation in an arti�ial system,

whih allowed the development of desriptive mathematial models, one at system level

and another at the agent level. Mathematial models were the tools used for the design of

the proposed system. All this �rst part is presented in Chapter 2.

But these models are meaningless if they an not be applied to the design of arti�ial

systems. In the original researh proposal, we raised the possibility of using the QS sheme

for proessing signals, in partiular for the reognition of the harmoni ontent of signals,

however, the jury suggested a more impat approah. During the disussion of the proposal,

they raised the need for a di�erent appliation, one that exploded the possibilities of the

arhiteture, and it was an open problem, unresolved, of the urrent engineering.

The answer to this quest ame with the dotoral researh internship. The dotoral

researh internship was performed in the Motion Strategy Lab of the Department of Com-

puter Siene at the University of Illinois (Urbana, USA), under the diretion of Professor

Steven LaValle. His work in robotis, and spei�ally in path planning, provided us with

a real problem feasible to be attaked with our arhiteture. However, extensions of our

basi ideas an be applied to the solution of other problems.

To solve problems with our algorithm based on QS, we analyze the problem from its

most basi form to reah the general solution. First, we present the onept of wild motion,
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and their dynami properties, from whih we an solve basi navigation problems. Then,

we apply our model of behavior based on QS in onjuntion with the wild motion to

analyze a basi appliation of grouping using loal ommuniation. And �nally, we apply

all this theory to a general ase of navigation on de�ned paths using as navigation strategy

landmarks in the environment. All this appliation part is presented in Chapter 3.

However, before showing all this design and theoretial analysis, we present in Chapter

1, a short state of the art in relation to the study of baterial QS. At the end of the

doument, we onlude the researh.



CHAPTER 1

Bakground

1.1 Motivation

The operational and performane demands of arti�ial systems required today to failitate

the human ativity, have aquired a high level of omplexity; while aspets suh as reli-

ability and autonomy have been formed as important and inherent harateristis. The

design of a system (automobile, building, home to the dog,...) requires the integration of

di�erent kinds of systems: eletrial, eletroni, mehanial, omputational. The orret

and e�ient integration of these subsystems is what allows a great performane in the �nal

system. Suh systems are known today as Cyber-Physial System (CPS).

A CPS is a system in whih the omputational and physial elements of a system

are tightly intertwined (Sztipanovits et al., 2013; Lee, 2008). It is often not possible to

ategorize a spei� behavior of a CPS as being the result of omputational elements or a

unique physial law. Normally in a CPS the physial proesses are in the feedbak loops,

a�eting the alulations and the same physial proesses. This struture is the reason

why traditional engineering design tehniques based in the development of a omprehensive

model of the system an not be applied with ease. This, interestingly, also runs ounter

to the model of professional training urriula based on spei� orientation (Eletrial

Engineering, Systems Engineering).

This holisti design onept, whih �rst attempts to analyze the problem from the point

of view of the multiple interations that haraterize it as a omplex system, and then,

from a holisti approah, produe a design adapted to the spei� needs and onditions,

not only solves the problem with a tailored solution, but this solution is haraterized by

an appropriate use of resoures.

In engineering appliations, one of the primary onerns in the design of arti�ial

systems is the robustness of the system. This robustness is de�ned as the ability of the

system to remain funtional despite partial failures. A system with the ability to support

damage, self-repair or self-organize its struture to maintain its funtionality solves major

problems of autonomy in many real appliations. This was the initial motivation for

researh.

1
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However, for the design of a omplex system involving eletrial, eletroni, mehanial

and omputational elements, and whih we expet a signi�ant improvement in terms of

robustness, it was neessary to look for a di�erent design model to those used traditionally.

Thus, the traditional sequential design sheme is replaed by the idea of a parallel model,

and inspiration was taken from existing and suessful parallel strutures, i.e. a biologial

struture.

1.2 Theoretial bakground

The QS is one of the most important mehanisms in the ell to ell baterial ommuniation.

It has been desribed as "the most onsequential moleular mirobiology story of the last

deade" (Busby & Lorenzo, 2001; Winzer, Hardie, & Williams, 2002). This mehanism

allows oordinate olletive behavior in bateria under onditions of the environment. The

QS relies on the ativation of a sensor kinase or response regulator protein by, in many

ases, a di�usible, low moleular weight signal moleule (a pheromone or autoinduer, Fig.

1.1) (Camara, 2006).

Harmless bacterium Virulent bacterium

Regulated
gene

S�����
molecules

Receptor, sensor kinase
or regulator protein

Activation
Gene expression

Population Density

Figure 1.1: Baterial quorum sensing

During operation of this mehanism, the onentration of the signal moleule re�ets the

number of baterial ells in a partiular area. The detetion of a threshold onentration,

a moleular signal, indiates that the population has reahed the quorum, i.e., is ready to

perform a spei� olletive behavior. This means that QS is a mehanism used by bateria

to ativate phenotypi hanges in the population, i.e., to oordinate gene-expression. This

ativation of the system (system made by bateria) under spei� onditions experiened

by them, was the main motivation paradigm for the development and implementation of

an eletroni design model.

1.2.1 Models based on bateria

Spei�ally in the development of omputer models based on ell-to-ell ommuniation

in bateria, there has been a large number of new publiations sine the dotoral researh
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proposal. For example, (Cho, Park, Jeong, & Chun, 2009) and (W. J. Tang, Wu, &

Saunders, 2007) present two optimization algorithms based on baterial foraging with QS.

These algorithms seek to imitate the food-searhing behavior of biologial bateria based

on baterial hemotaxis (whih seeks to mimi the way in whih bateria reat hemoat-

tratants in onentration gradients), but with respet to the behaviors of reprodution and

elimination-dispersal, and onsidering a �tness funtion. Another example is the model

developed in (Dang, Brabazon, O'Neill, & Edelman, 2008), the researhers inlude a soial

swarming e�et, very similar to the onept of QS, in order to provide faster onvergene

and more stable results. Other approahes to soial interation models are shown in (Zang,

He, & Ye, 2010; Paton, Vlahos, Wu, & Saunders, 2006).

Other models of the dynamis of baterial QS inlude desriptions of small RNAs that

oordinate the proess of olletive organization (Shen & Zhou, 2010), evolving networks

with reative agents able to detet and update the system's struture (Yang, Liu, & Liu,

2010), and frequeny synhronization of a set of ells oupled by QS (Taylor, Tinsley,

Wang, Huang, & Showalter, 2009; J. Zhang, Liu, Li, & Chen, 2007). All these works are

atually inspired investigations by the Baterial Foraging Optimization (BFO) algorithm

introdued by Passino in 2002 (Passino, 2002), whih models the foraging behavior of

Esherihia oli bateria present in the human intestine.

Some authors propose an aging mehanism (Apolloni, Bassis, Clivio, Gaito, & Mal-

hiodi, 2007) whih develops arti�ial baterial populations �ghting against antibioti

moleules. Under this proposal, and using a very similar approah to this researh, these

authors do not interpret the stritly biologial proess, and the main element of the meh-

anism is based on individual reations of agents. In addition, as in this researh based on

QS, the aging ativation is triggered by a threshold.

Another strong area for the development of models is related to the P systems or

membrane systems. In short, the idea is based on that in the membrane of ells, inlud-

ing bateria, many reations are developed related to normal ell ativity, and that this

membrane performs for the ell a work of modulation in the ell ommuniation with

the environment, and between the same ells. This membrane omputing aims at de�n-

ing omputational models whih abstrat from the funtioning and struture of the ell

(Bernardini et al., 2006). There is a number of researhes in whih models have been de-

veloped based on these P systems that desribe the behavior and virulene of baterial QS.

In (Biano et al., 2006) for example, they work spei�ally in the ommuniation meh-

anism between bateria (the baterium Pseudomonas aeruginosa), and fous on virulent

behavioral ativation. Similar researh is presented in (Terrazas et al., 2005).

The proposed algorithm is bio-inspired in the sense that it takes important features of

di�erent bateria. For example, the main feature is the robustness of the baterial om-

munity as a system. A phylum with a lot of doumentation about it is the Proteobateria,

whih speies suh as Methylobateria, Asaia, Ainetobater, Enterobater, and Pantoea

have been the subjet of study regarding population behavior against hanges in diet and

a variety of perturbations, inluding antibiotis and invading bateria (Robinson, Shloss,

Ramos, Ra�a, & Handelsman, 2010; Wagner, 2005; Robinson, 2008). In these studies it

shows how the struture of the ommunity is essential to endure the attaks.

Another important feature identi�ed in a large number of baterial speies is the mod-

ularity of its metaboli networks (Kreimer, Borenstein, Gophna, & Ruppin, 2007; Zhou &
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Nakhleh, 2012). The metaboli network is the omplete set of metaboli and physial pro-

esses that determine the physiologial and biohemial properties of a ell. This feature

has been identi�ed in hundreds of baterial speies, inluding: obligate bateria, speialized

bateria, aquati bateria, faultative bateria, multiple bateria (suh as Proteobateria),

and terrestrial bateria. Bateria, like any other biologial system, an be deomposed

into nearly-independent strutural units that perform spei� funtions (Parker, Kashtan,

& Alon, 2007). In addition, eah of these strutural units exhibits a modular struture.

Researh shows that bateria modularity is strongly dependent on the environment (for

example, temperature and oxygen requirements), i.e., modularity an be modi�ed when

the environment hanges over time (Parker et al., 2007).

These are the two main features taken from biologial bateria, and adapted to the

proposed algorithm. They determine not only the behavior of arti�ial system, but its

strutural design. Both robustness (many individuals, where eah one an perform any

task in the system) and modularity (the same biologial network is deployed at di�erent

times, in di�erent plaes and in di�erent organisms) are two biologial harateristis

that a�et the ability of biologial organisms to evolve (Wagner, 2005). In both ases

these are biologial strategies that provide adaptability, and therefore redue the ability of

geneti evolution. Consequently, the proposed algorithm does not onsider evolution as it

is understood in biology, but adaptation on di�erent hardware platforms.

The arhiteture of our algorithm is based on the behavior between the agents of the

system. For us, the system is omprised of a group of agents aording to the de�nition

given by (Russell & Norvig, 2002). Eah agent orresponds to a simpli�ed model of eah

baterium of the real biologial system. Under these ideas, the ability to funtion and

interat with, a dynami, hanging environment is of great importane. The key element

in this behavior based arhiteture is the design of ontrols for the agent to generate spei�

responses aording to the loal inputs of the sensors (Fig. 1.2).

Sensors for local interaction

Obstacle

E����	�
��� 	� ��� ��	�� 	 ������

Agent control unit

Agent
(��������
�

Figure 1.2: General arhiteture of the model based on QS

These harateristis are similar to those of the ellular automata (CA, ellular automa-

ton, ellular spaes, tessellation automata, homogeneous strutures, ellular strutures, or

iterative arrays). While there is no formal de�nition of traditional CA aepted, its de-

sription is haraterized by the behavior of eah agent, behavior that is determined by

loal interation with its neighbors. Although this de�nition is losely related to the QS
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model, in the CA the olletive behavior is more related to emergent behaviors, while QS

is related to pre-de�ned soial behavior (the model mimis a real biologial ommunity

with pre-de�ned responses to ertain stimuli). Moreover, sine it is a model for a biologial

proess, this allows more omplex interations, and even di�erent harateristis between

bateria (di�erent speies) whih there is no in the de�nition of CA. However, it is lear

that our model an be interpreted as a CA with QS rules.

Our idea of using a hybrid automaton (mathematial model for preisely desribing

systems in whih digital omputational proesses interat with analog physial proesses)

to model a behavior based ontrol system for a ommunity of autonomous agents is nothing

new, in robotis, it has been used widely to solve olletive navigation problems (Egerstedt

& Hu, 2002; Alur, Henzinger, La�erriere, & Pappas, 2002; Egerstedt & Hu, 2001; Finuane,

Jing, & Kress-Gazit, 2010; Lahijanian, Wasniewski, Andersson, & Belta, 2010; Smith,

Tumova, Belta, & Rus, 2010; Kloetzer & Belta, 2010). Moreover, the layered struture

modeling that we use to desribe the interation of bateria, it has already been previously

used by other authors to desribe olletive behavior in bees, ants, moleules and other

olletive biologial models (Berman, Halász, Kumar, & Pratt, 2007a; Sheidler, Brutshy,

Diwold, Merkle, & Middendorf, 2011; Wang, Zhao, & Liu, 2009; Whitesides & Bonheva,

2002), and even in other approahes to baterial QS, as the ase of (Lees, Logan, & King,

2007; W. Tang, Wu, & Saunders, 2007), where instead of using di�erential equations, they

use a stohasti approah to the maro-sale model. On these same biologial referents,

have also developed mathematial models that assume hybrid strutures, where agents

swith between di�erent system behaviors (Brutshy, Sheidler, Merkle, & Middendorf,

2008).

1.2.2 Appliations

Perhaps the most logial appliation of a bio-inspired model is in searh and optimization

problems. For many researhers, all engineering problems an be formulated as a searh

problem. A �rst example of suh appliations using the baterial foraging algorithm of

(Cho et al., 2009) an be observed in (Cho & Kim, 2011). These Koreans researhers

applied their algorithm inspired in baterial ommuniation to make an intelligent sele-

tion of features. A suessful example of the use of the algorithm is in the solution of

the lassi pattern lassi�ation problem. The Baterial Foraging Optimization (BFO)

algorithm shown in (Dang et al., 2008) is used for harder higher-dimensional and dynami

optimization problems in �nane, spei�ally for parameter estimation of a EGARCH-M

model (Exponential General Autoregressive Conditional Heteroskedasti-in-Mean, model

used in eonometris to haraterize and model observed time series), whose results an

be used to predit the volatility of prie of a �nanial instrument over time.

Other examples of suh appliations inlude: optimal �lter design for image proessing

(Ji, Li, Lu, & Wu, 2008), optimal estimation of power system harmonis in a dynami en-

vironment (Ji, Li, Wu, & Jiang, 2011) (a very similar appliation to the problem originally

formulated in this researh in 2009), and to solve Optimal Power Flow (OPF) problems

in power systems (Li, Tang, Tang, Wu, & Saunders, 2007), where the population size is

inluded as a variable of the algorithm.

Another area of appliation of these bio-inspired models fouses preisely on one of the
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new ommuniation tehnologies, the Wireless-Sensor Networks (WSN). In this regard,

there are several researh works in whih it is sought to inrease the robustness and per-

formane of these sensing and ommuniation systems, adding apabilities of salability,

self-organization, self-adaptation, and survivability (Atakan, Akan, & Tugu, 2009; Foley

et al., 2008; Gabrielli & Manini, 2008; Liu & Jia, 2008; Jiang, Tseng, Hsu, & Lai, 2005;

Wokoma, Shum, Saks, & Marshall, 2005). This is a �eld of researh that we believe it

will have a strong impat on the future design of hardware, sine due to the low osts of

ad-ho wireless ommuniation, it is inreasingly loser the idea of pervasive omputing;

environments saturated with wireless omputing devies olletively providing servies any

time and everywhere.

However, one of the most important appliation areas is robotis. Robotis, intimately

linked to the ontrol area, has been fueled by numerous ideas from these biologial models.

Suh is the ase of the self-assembly properties (the autonomous onstrution of a devie

by itself) and therefore the self-repair, that while it still remains as an open problem, the

searh in this area has enabled the development of modular robotis and swarm robotis

(Bhalla & Bentley, 2006; Nagpal & Mamei, 2004; Murata, Yoshida, Kurokawa, Tomita, &

Kokaji, 2001).

There are many variations of eletroni hardware whose designs have been made using

the same priniples of self-assembly. In (Bonheva, Graias, Jaobs, & Whitesides, 2002)

for example, they show the design of a sale model of the folding of a hain of polypeptide

strutural motifs into a globular protein. Although it is not a formal design tehnique, in

this way, it tests basi onepts that in the future ould enable the self-assembly of omplex

eletroni strutures. Another interesting example is the design of syntheti bioiruits,

in what has been alled baterial omputing, suh as that presented in (Goni, Redondo,

Arroyo, & Castellanos, 2011); here they are proposing a model in whih every baterium is

onsidered to be a single logi gate and hemial ell-to-ell onnetions are engineered to

ontrol iruit funtion, in partiular, they demonstrate the validity of approah with the

design of a XOR iruit. Another similar researh is (Karafyllidis, 2012) where they develop

a quantum gate iruit model to reprodue experimental results that quantify the response

of the Vibrio harveyi (is a speies of Gram-negative, bioluminesent, marine, rod-shaped,

motile bateria in the genus Vibrio), and the nanomahines investigated in (Wiedermann,

2011b). In the initial stage of this researh, the author explores these ideas of syntheti

bioiruits and amorphous omputer (Petru & Wiedermann, 2011; Wiedermann, 2011a)

with the intention of developing a simpli�ed behavior of QS (Martinez S. & Delgado, 2010),

and these hardware experiments were vital for the determination of our mathematial

model (Chapter 2).

Teamwork is another desirable feature in roboti appliations. In these tasks, the goal

is to develop small, simple robots whih an be oordinated to independently develop a

omplex task together, for example, the transport of large objets in environments with

obstales (Fink, Hsieh, & Kumar, 2008; Moon, Jang, & Baek, 2008).

Regarding teamwork, the author has onentrated his e�orts on appliations involving

autonomous navigation problems. In this kind of tasks the ooperative behavior among

di�erent agents or robots is ritial to the suessful path planning, in partiular distributed

ontrol strategies. This kind of problems has been investigated previously by many other

researhers (Parhi, Pothal, & Singh, 2009; Sahin, 2005), and remains as an open problem
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in robotis.

We should larify that not all possible appliations of these models are restrited to

hardware, many of these models have been used to develop software, again in the �eld of

fault tolerane and, in partiular, with parallel arhitetures as a strategy to ahieve it

(software robustness) (Gutierrez & Huhns, 2008).

1.3 Researh problem

While researh has evolved onsiderably sine its initial formulation in 2009, the objetives

were unhanged. The motivation was always �nding a bio-inspired model that ould be

used in the design of eletroni hardware. With the advanement of researh, it was

found that this model really should be foused on the design of omplete systems, due

to integration into the struture required for development tasks. This involved a bigger

piture and general formulation, without negleting the possible real appliations.

1.3.1 General objetive

Here the general objetive of the researh is transribed as originally presented in the

researh proposal, without adjustments suggested by reviewers:

Develop a strategy model for robust eletroni hardware design, based on the

inter-ellular ommuniation system haraterized in bateria, and whose

funtion is to ontrol gene expression in relation to ell density (quorum

sensing). This model will be implemented by hardware as embedded sys-

tem for laboratory evaluation, solving a test problem, spei�ally in the

reognition of harmoni ontent of a ontinuous signal. This implementation

will be arried on best available hardware/software tehnology, aording

to analysis done in parallel with the development of researh.

Suh a model has to ontemplate the onept of three (3) di�erent bio-inspired

funtional algorithms of ell development:

• Reprodution. Sheme whereby arti�ial ells are reprodued in the

environment. This is seen primarily as a proess of ell division, where

the growth boundary should be de�ned by the amount of resoures

needed to implement the funtionality of the system.

• Cell di�erentiation. Eah of the arti�ial baterial of the system must

have an idential opy of the genome. However, depending on the

population density, position in the system, et. eah baterium inter-

prets the genome in a very partiular way, extrating only the genes

of interest for on�guration.

• Populational organization. The arti�ial system will be strutured in

a �nite number of ells or arti�ial bateria, where eah performs a

unique funtion determined by its geneti ode (genome).
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This general objetive was modi�ed by the aademi peers during the evaluation of the

researh proposal. As it was argued, the harmonis identi�ation appliation is a solved

problem, so it was suggested to evaluate the algorithm based on QS in di�erent problems.

The problem seleted was the path planning for robotis.

Details on ompliane of the objetive

This objetive is doumented throughout the doument. The model for robust eletroni

hardware design, based on the inter-ellular ommuniation system haraterized in ba-

teria, is postulated in Chapter 2. The details regarding its approah based on QS are

introdued in Chapter 1. We onduted several hardware implementations in embedded

systems, some on small boards with CPLD (Chapter 2), and others on autonomous robots

(Chapter 3). In eah ase the hardware seleted was the most suitable in terms of avail-

ability, ost and performane. Behaviors de�ned in the model repliate the harateristis

of ell development proposed: Reprodution, Cell di�erentiation and Populational organi-

zation.

1.3.2 Spei� objetives

Again, the spei� objetives are transribed as originally presented in the researh pro-

posal, but this time they are organized in a table spei�ally to show the ful�llment of

eah of them (Table 1.1).

Exept for the sixth objetive that we modi�ed aording to the new appliation in

robotis, all objetives were met. This is re�eted in this thesis. For example, Chapter 1

re�ets the development of objetives 1 and 3, Chapter 2 is diretly related to objetives

1, 2, 4 and 5, Chapter 3 is related to objetives 3, 6 (with appliation in robotis) and 7,

and the objetive 8 throughout all the doument.

1.4 Improvements suggested by the jury

The jury made a series of omments and observations to the initial draft of the dissertation.

These suggested improvements are lassi�ed into three ategories to failitate their analysis:

Bakground, Model and Task assessment. The organization is shown in Fig. 1.3.

In this dissertation the author has responded to eah and every one of these reom-

mendations. For example, in what has to do with bakground, as to the quality of the

grouping distribution (dispersion of the agents in the group and radius of the group), on

page 29 the text talks about the use of indexes to establish ompatibility and separation

of the group. Regarding the baterium that inspired the algorithm, on page 3 expliitly

spei�es that features were adopted to the algorithm, and whih bateria (not of a single

baterium). As for the question that was presented on the evolution of hardware referred

in the researh, on page 4 it lari�es that the algorithm does not onsider evolution as

understood in biology, but seeks adaptability.

Conerning the observations of the model, its desription and the detail of the behaviors

involved were improved. Regarding the possibility of a heterogeneous system, on page 92
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Table 1.1: Details on ompliane of the objetives.



CHAPTER 1. BACKGROUND 10

Figure 1.3: Organization of improvements suggested by the jury
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two possible options (joint work of all agents or segregation of a group) are disussed, and

the general harateristis of the system in eah ase is shown. Conerning to stability,

onvergene and parameters seletion, on page 23 the author inludes a setion with a wide

disussion about it.

Finally, with regard to the observations of task assessment, the broader disussion that

is added to the doument is regarding the onvergene time omparison against other

equivalent strategies. On page 97 the author inludes a setion in whih a statistial test

to the average times of six grouping strategies, half of them with QS, is applied. The

test results demonstrate that the inlusion of QS in the original algorithm redues the

onvergene times. On page 97 results per simulation for robustness tests are shown, and

on page 65 the author inludes a setion showing the design proess step by step.

1.5 Publiations

The researh results have been published in journal artiles and international onferenes.

Tables 1.2 and 1.3 show the details of suh publiations. These publiations are lassi�ed

aording to their approah. The �rst group orresponds to Theoretial foundation, and

extend the ontent of the �rst two setions in Chapter 2. The seond group is alled

Design, and orresponds to the appliation of the models desribed in Chapter 2 (last

two setions). Finally, the third group orresponds to Appliation, reporting appliations

raised in Chapter 3.

1.6 Organization

This dissertation is organized as follows. In Chapter 2, the author explains in detail

the design model based on QS. First, the thesis explains the simpli�ed interation between

bateria, and then shows a possible behavior hardware emulation. Then, the formal models

are developed, one at system level and another at the level of baterium. In Chapter 3, the

experimental results for these models and systems are presented and analyzed, spei�ally

in robots navigation appliations. Finally, in Chapter 4, the author draws onlusions from

these experimentations and disusses future work that ould be done to further advane

researh.
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Table 1.2: Publiations regarding Theoretial foundation and Design.
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Table 1.3: Publiations regarding Appliation.



CHAPTER 2

Multi-agent dynami system

The multi-agent model adopted for arti�ial systems design is omposed of a set of arti�ial

bateria or agents. This set of agents, and their interations, re�et the dynamis that will

solve the problems. All agents are idential in design. Nevertheless, to solve tasks, eah of

them undergoes ertain behavior inside the system along the time.

The variables of this system are de�ned in a ontinuous spae. However, the di�er-

ent agent behaviors are triggered by ertain events (event-based), whih implies that the

appropriate analysis model is a hybrid system (the dynami hanges from one state to

another when a ondition is present).

In this hapter, we want to haraterize the behavior of baterial QS using three di�er-

ent approahes. First the interation among bateria is analyzed aording to a model of

behavior based on antibody-antigen reognition. The model allows to desribe by rules the

behaviors of reprodution and ell di�erentiation, whih oordinate the self-organization

of the system. Seond, a maro-sale model is presented, whih averages the performane

of multiple agents. Using the model, it is possible to design the appliation as an average

behavior. And third, a miro-sale model is presented to haraterize eah system agent.

This model allows to desribe the dynamis of the agents, and may even inlude their phys-

ial harateristis. This struture allows the use equations to desribe the system state

variables, and from them, following a sheme of top-down design, to de�ne the behavior of

individual agents. This is the design sheme that is used to develop the appliations that

are presented in the next hapter.

2.1 Baterial Quorum Sensing

The proposed model of baterial interation involves two basi behaviors: reprodution

and ell di�erentiation. This �rst setion provides an approah to these two proesses to

haraterize them and observe in detail their simpli�ed operation. For that, a mathematial

model of arti�ial baterium and its behaviors re�eting the self-organization of the system

is developed. And then, with the intention to losely observe this interation, a digital

arhiteture for the emulation of dynamis of baterial QS is arried out.

14
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The author analyzes the interation among bateria aording to a model of behavior

based on antibody-antigen reognition, and uses this model to emulate the dynamis in

an arti�ial baterium. The arhiteture is ompletely salable, with all parameters stored

in the arti�ial bateria. It shows that self-organizing priniples an be emulated in an

eletroni iruit, to build a parallel system apable of proessing information, similar to

ell-based struture of biologial reatures.

The baterium is implemented on an 8-bit miroontroller; and a framework with

CPLDs to build the hardware platform where the baterial population inreases is devel-

oped. At the end of the setion, simulation results show the ability of the system to keep

working after physial damage, just as its biologial ounterpart. We have published part

of this disussion in (Martinez S. & Delgado, 2010).

2.1.1 Bakground

The theory of self-organization is based on the assumption that the system funtionality

is not a result of the individual performane of its elements; but rather a result of the

interation among the elements.

Studying the harateristis of self-organizing dynami systems (Prokopenko, 2008),

it is possible to identify three key aspets of a self-organized system (Polani, 2003): (1)

The existene in the system of a lot of units (agents) (Russell & Norvig, 2002) that inter-

at among themselves, so that the system evolves from a less organized state to a more

organized state dynamially, along time, and maintains some kind of exhange; (2) The

organization is evident in the global system behavior as a result of the interation of agents

(Camazine et al., 2001), its funtioning is not imposed on the system by any kind of ex-

ternal in�uene; and (3) the agents, all of them with idential harateristis, have only

loal information (Santini & Tyrrell, 2009; Polani, 2003), whih implies that the proess of

self-organization involves some transfer of loal information. In summary, a self-organizing

system is haraterized by:

• Many simple and idential agents.

• The ontinuous interation of these agents.

• The use of loal information by the agents.

Self-organization has been a subjet of great theoretial researh, but its pratial

appliations have been somewhat negleted (Prokopenko, 2008). For example, Mange et

al. in (Mange et al., 1996) and in (Freitas & Gilbreath, 1980) have worked long appliations

of FPGAs in bio-inspired hardware, the most important proess that they involve is the

ellular onstrution, therefore, their arti�ial hardware implements ellular proesses of

repliation and regeneration.

This researh aims at providing a new approah into the appliation of self-organization

priniples to one aspet of eletroni systems, digital proessing. Our approah has been

to devise reon�gurable logi hardware and an arhiteture that permits self-organizing

proesses; and then to begin methodially in order to develop self-organization onepts

and their translation into pratie within this framework.
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Spei�ally, in this �rst part the hardware emulation of baterial QS is presented.

A system omposed of a set of simple proessing units, all idential in struture and

programming, whih olletively self-organize and perform a omplex task, with the broader

aim of addressing engineering appliations.

2.1.2 System struture

Approahes to self-organization an be grouped into at least two main ategories: a sta-

tistial fous and an engineered fous (Prokopenko, 2008). Statistial approahes seek to

manage omplexity by disovering algorithms or tehniques. Suh ideas are not neessarily

onerned with how the given task is aomplished, but how well it is atually aomplished.

Examples of statistial approahes inlude phylogeneti

1

(geneti algorithms and systems

based on theories of evolution (Greenwood & Tyrrell, 2006; Koza, Keane, & Streeter,

2003)), epigeneti

2

(neural networks and models of immune and endorine systems (Arbib,

2003; Zeng & Li, 2009)) and ontogeneti

3

models (ell development, ontogenesis (Sipper,

Mange, & Stauer, 1997)).

In ontrast to statistial tehniques, engineered approahes seek to ahieve, more de-

liberately, some set of goals by following a prede�ned algorithm. Surprisingly, several

engineered ideas also draw inspiration from biology, inluding the eletroni embryology

(embryonis) (Ortega-Sanhez, Mange, Smith, & Tyrrell, 2000; Prodan, Tempesti, Mange,

& Stau�er, 2003). The disussion in this researh falls into the domain of the engineered

approah, taking as a design idea ontogeneti priniples of living beings.

The simpli�ed model of baterial QS desribes a set of independent ells, whih un-

der the generation of extra-ellular signals produe oordinated soial behaviors (Otero,

Munoz, Bernández, & Fábregas, 2004). The pathogeni bateria that arry multiellular

organisms are not virulent until they reah a su�ient majority to enfore a massive attak

against the immune system. When bateria determine that their population size is enough

to trigger an attak, they transform and beome virulent.

For our evaluation of behavior, we developed a spei� reon�gurable platform alled

Baterial Platform (BP). The BP, inspired by the Cell Matrix arhiteture presented in

(Maias & Durbek, 2005), is a regularly tiled olletion of simple proessing units alled

Baterium. This platform is mainly an internally on�gured devie, the on�guration of

eah baterium is written and read by the baterium onneted to it, i.e., its immediate

adjaent neighbors, without the need for an external system (e.g., a PC). Only bateria

loated on the perimeter of the platform an be aessible from other systems (ommuni-

ation with the platform). As CA, the BP is a dynami system that evolves in disrete

steps aording to loal interation.

In this �rst prototype, bateria are arranged in a �xed, idential topology throughout

1

Is the study of evolutionary relationships among groups of organisms (e.g. speies, populations). It is

related to the adaptation and evolution of living populations due to geneti variation along generations.

2

Is the study of heritable hanges in gene ativity whih are not aused by hanges in the DNA sequene.

It relates to the adaptation of individual organisms by developing their internal systems along their life.

3

Is the study of origin and development of an individual organism from embryo to adult. It relates

to the ability of the ells to reprodue and speialize in supporting the development and operation of the

individual.
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the matrix, in a two-dimensional plane (Fig. 2.1). Eah baterium reeives a dediated

input (alled hemial signal input, CSI) from eah of its neighbors, and generates a dedi-

ated output (hemial signal output, CSO) to eah of those neighbors. In this topology,

eah baterium has four immediate neighbors, and there is no physial displaement.

i,j

Bacterium i,j

N�������� ��
Bacterium i,j

i,j

Figure 2.1: Details of the two-dimensional struture of the BP.

Eah baterium ontains a small 8-bit miroontroller (Fig. 2.2) that stores the geneti

ode of the baterium, and reats aording to environmental onditions (ommuniation

with its neighbors). This interation allows the exeution of two basi funtions:

• Reprodution: Sheme by whih an arti�ial baterium reprodues in the system. It

is basially a proess of ell division, where the growth limit is de�ned by the amount

of resoures needed to implement the operation of the system.

• Cell di�erentiation: Eah arti�ial baterium in the system has an idential opy of

the genome

4

. However, depending on population density and its physial position,

eah baterium interprets it in a partiular way.

Figure 2.2: Miroontroller blok diagram.

Loading the genome (program the miroontroller with the information about its fun-

tionality) from one baterium to another, is alled reprodution. Similarly, loading the

4

In moleular biology and genetis, the genome is the entirety of an organism's hereditary information.

It is enoded either in DNA or, for many types of viruses, in RNA. For the arti�ial baterium, the genome

is the program ode written in the miroontroller memory. This ode ontains the rules of behavior

aording to environment readings.
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genome in several bateria is alled population growth. The system arhiteture is in-

�nitely salable; there is no arhitetural impediment to sale the system to any desired

size.

2.1.3 QS behaviors and arti�ial bateria

De�nition 1. A baterium is a pair

V = (f, p) (2.1)

where f is a nonnegative integer (f ∈ Z+) that indiates the amount of neighboring

bateria in diret ontat, and p is a point in q-dimensional spae (p ∈ Rq). For the

partiular ase of the hardware prototype developed in this part of the researh (Fig.

2.1), f takes values 0, 1, 2, 3 and 4 for eah bateria over time (the value hanges

when reproduing the baterial population), and p is a point in two-dimensional plane

(

q = 2,⇒ p ∈ R2 ⇒ p = (x1, x2)
)

.

The baterial reognition ours in a baterium Vi when the baterium de�nes its

values f and p. This de�nition orresponds to an extension of the ell de�nition in the

antibody-antigen mathematial model (Tarakanov & Dasgupata, 2000).

De�nition 2. The population density is evaluated using the distane between bateria.

Let:

dij = d (Vi, Vj) (2.2)

as the distane between bateria Vi and Vj , whih is alulated by any appropriate

norm.

De�nition 3. A baterial population is de�ned as a nonempty set of bateria.

W0 = {V1, V2, V3, · · · , Vm} (2.3)

with non-zero distane among bateria:

dij 6= 0, ∀i, j , i 6= j (2.4)

The bateria that implement the �nal task are alled here Appliation Bateria, AB,

and are a subset of the baterial population (Fig. 2.3).

W ⊆ W0 (2.5)

That is, W0 is the set of all bateria in the system, and W is the set of virulent bateria

in the system.

De�nition 4. The neighborhood threshold η, indiates the maximum amount of diret

neighboring bateria that a ell an have. For the prototype hardware (Fig. 2.1), η = 4 for
all bateria.
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Vi

Vj

Vk

 !"#$%&')*"+ ,-.+*&%-

Application Bacteria

V%&')*"+ ,-.+*&%-

W0
W

Figure 2.3: Baterial population and appliation bateria in the proposed system.

Throughout reprodution, the population size (number of agents) is always ompared

to T , the quorum threshold, it is the parameter de�ning whether or not it has reahed

the quorum. Regarding the physial dimensions of the baterial population, the density

threshold h indiates the minimum distane needed between bateria; in other words, the

minimum distane that must exist between any pair of bateria, for example bateria at

opposite ends of the platform.

The behaviors of bateria (self-organization) are oordinated by the following rules (the

model does not inlude ell death; if there is ell death, it is aused by an external ation):

Reprodution Rule: If the baterium Vi ∈ W0 \W an reprodue, i.e.:

fi < η and dij < h, ∀Vj ∈ W (2.6)

then Vi must reprodue by dupliating their DNA (ode) in the available medium.

In other words, if the baterial population is very small and the non-virulent baterium

Vi an reprodue, then Vi must reprodue (must opy its ode to a neighboring inative).

Virulene, Ativation or Cell Di�erentiation Rule: If the baterium Vk ∈ W is the

nearest to the baterium Vi ∈ W0 \W among all AB, i.e. (Fig. 2.3):

dik < dij , ∀Vj ∈ W, k 6= j and dkj < h, ∀Vj ∈ W, k 6= j (2.7)

and the number of bateria in W is less than T , then Vi must be added to AB (the

baterium beomes virulent).

In other words, if the AB is very small and the non-virulent baterium Vi is the nearest

to a virulent baterium, then Vi must beome virulent (must solve the task with the other

bateria of AB).

2.1.4 Emulation and results

The system platform was onstruted by assembling 12 idential bloks (Fig. 2.4), eah

blok with total three Xilinx CoolRunner

TM

-II CPLD (XC2C256, 256 maroells, 144-pin

TQFP). Eah CPLD has the ability to ommuniate with its four neighbors (Fig. 2.1).
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Eah CPLD is programmed with a PioBlaze soft proessor of 8-bit RISC arhiteture.

Initially, these proessors do not have program ode (they really are programmed, but

inative, as inert bodies), and therefore they are not onsidered part of the system. When

the arti�ial baterium program is loaded within the CPLD proessor (with an external

ativation signal), it is said that the environment is ontaminated and has a new baterium,

whih an be virulent or not depending on baterial density.

Block/1234 567689 :;<=

I>?@A BCDF

Figure 2.4: Hardware platform for miroontroller evaluation (36 Xilinx CPLDs).

(a) System hardware platform, (b) A blok with three proessors.

In order to analyze the behavior of baterial algorithm on the platform, an emulation

of baterial growth based on the rules of reprodution and ell di�erentiation was done.

An array that an hange the status of eah unit in eah baterial operation yle (one

omplete yle of the baterium program) was designed.

Fig. 2.5 shows the growth of the baterial population after an initial infetion. The

initial state (t = 0) is observed in Fig. 2.5(a) (all CPLDs are empty, are inert bodies).

Fig. 2.5(b) shows the initial infetion (t = t1) aused by an external signal (bottom left

orner). During yles t = t2, t = t3, t = t4 and t = t5 is possible to observe the proess

of reprodution (Fig. 2.5() to Fig. 2.5(f)). Fig. 2.5(e) shows the appearane of the �rst

virulent baterium (t = t4). In this emulation, a density threshold of �ve (h = 5) is used,
therefore, the population growth ends in t = t5 (Fig. 2.5(f)). However, the AB is still

small, so the dynamis ontinues over several yles. In subsequent yles, bateria lose

to AB beome virulent until it meets the riterion of size in t = t7 (Fig. 2.5(h)).

The QS in this emulation an be seen from yle t = t4. Aording to the ativation

rule, if the AB is small (the emulation used a size of h = 5) and the baterium is surrounded

by neighboring bateria, whether virulent or in reprodution, the onentration of agents

at this point will ause the baterium beome ative (beome virulent). The proess is

triggered, and ends with an AB size suitable for solving the task.

As noted, it requires a set of �ve agents to fore the ativation of a baterium, unless

the agents are present at the ends of the platform; the emulation yle t = t4 required only

four bateria (the non-virulent agent and three neighbors).

Aording to the rules of reprodution and ativation, the behavior enoded in the

genome of the arti�ial baterium (algorithm implemented in eah miroontroller) has

the logial struture shown in Fig. 2.6.



CHAPTER 2. MULTI-AGENT DYNAMIC SYSTEM 21

(a) t G H JKL t G tM JOL t G tP

JQL t G tR JTL t G t4 JUL t G tW

JXL t G tY JZL t G t[ J\L t G t]

Figure 2.5: Baterial growth on the platform.
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Figure 2.6: Behavior enoded in the genome of the arti�ial baterium.
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One of the important features of behavior inluded in the algorithm, orresponds to

the ability of a virulent baterium to return to its non-virulent state if damage ours in

the AB reduing the size of the ommunity (�nal feedbak on the left side of Fig. 2.6).

In ase of failure that disables some of the bateria of AB, the system does not have the

size needed to perform the task, and some of the agents should reprodue again to replae

dead bateria.

In order to evaluate the robustness and reliability of the system, one of the bloks is

eliminated (lower right blok) simulating the sudden death of three bateria, and the re-

sponse of the system is observed. Fig. 2.7 shows a new behavior where baterial growth be-

gins again, and again it meets the threshold density after two baterium yles (Fig. 2.7(),

t = t11)). Now, although the baterial population is large enough, it is not the ase with

AB, so the dynamis ontinues to reah again an equilibrium point in t = t13 (Fig. 2.7(e)).

(b) t { t|} ~�� t { t||

~�� t { t|� ~�� t { t|� ~�� t { t|�

~�� t { t�

Figure 2.7: Adaptation of the system after physial damage.

This emulation demonstrates that with two simple behavioral rules the system an

self-organize, and de�ne its struture and size without external ontrol. One the system

reahes an equilibrium point, the AB made up of ative bateria is ready to perform the

task. In the following setions, models for the behavior of AB during the development of

the task are developed (a baterial group level model and an individual-level model).

2.1.5 Stability, onvergene and parameters seletion

The stability and onvergene of the model is dependent on the parameters seleted for the

design of the navigation environment. Beause the shema is supported in loal readings,

its use in real appliations requires modi�ation (design) of the navigation environment.

The parameters seletion is essential for this design and modi�ation of the environment.

The design of the navigation environment onsists of de�ning the areas of E to be the

�nal destination for the agents, and then plae in them and in their neighborhoods, speial

marks (landmarks) that indiate this ondition. Generally these landmarks are not equal,
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eah value indiates the intensity orresponding to its position in E. The intensity value is

designed for the entire navigation environment, so it grows near the �nal destination area.

Thus, during the searh proess (navigation), agents interpret loal readings and de-

termine the intensity value at eah point of the environment. Climbing the slope of these

values, eah agent follows a heuristi that allows it to hoose the optimal hoie in eah

advane as does a greedy algorithm. Although suh an approah an be inappropriate

for some omputational tasks (the strategy stagnates in loal solutions without �nding

the global optimal solution), for the proposed algorithm based on QS this onstitutes an

exploration strategy that ultimately ensures onvergene in the global optimal solution.

The e�et of QS on the population is to aelerate the onvergene in the areas of

high performane. For this, the model takes into aount the population size in the area,

inreasing the attration when a threshold is exeeded. The value of the slope is designed

as a funtion of the density threshold.

The following setions will show how to model the navigation �eld intensity as a gradient

on the environment. This setion fouses only in the viinity of an area of high performane

(area to be interpreted by the agents as of interest), and how to design a simple intensity

�eld aording to a slope, onsidering the issues of onvergene.

The gradient in the area an be modeled by a system of two autonomous �rst-order

ODEs (Ordinary Di�erential Equations), model in whih the slope at eah point represents

the intensity of the gradient. To plot the slope �eld, the two autonomous ODEs must be

written in the form (Eq. 2.8):

dx
dt

= G (x, y)
dy
dt

= F (x, y)
(2.8)

That is, the �rst expression is the derivative of the variable represented on the hori-

zontal axis of the environment, and the seond expression is the derivative of the variable

represented on the vertial axis of the environment. The origin orresponds to the enter

of the area of high performane.

The two funtions must on�ne the agents at the origin. Sine the slope of the two

urves are who push the agents, it is possible to think of a urve design for x and y as

shown in Fig. 2.8.

These two urves are designed in suh a way that with their growth there is no possi-

bility of way between them. Curve y (green) is a re�etion of the urve x (blue), and the

slopes push towards the origin. To failitate the alulation of derivatives, these urves

an be replaed by exponential approximations (Eq. 2.9):

x = a× e
−y

τ − a, and y = a− a× e
−y

τ
(2.9)

In these two urves is easy to de�ne the behavior: a is the referene value and τ is

the time onstant, whih diretly a�ets the slope of the urve, and an be de�ned as a

funtion of the density threshold.

To represent graphially the slope �eld is neessary to alulate the derivatives of the

urves (Eq. 2.10):
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Figure 2.8: Linear approximation of intensity gradient behavior in an area of high perfor-

mane.

dx

dt
= −

a

τ × e
y

τ

, and

dy

dt
=

a

τ × e
y

τ

(2.10)

Sine these urves are exponential, we subtrat to eah one the value of the other

variable to prevent grow up inde�nitely (y to x and x to y). The Fig. 2.9 shows the slope

�eld for a time onstant of: 5τ = 5 ⇒ τ = 1.

The Fig. 2.10 shows the x and y urves for the resulting motion urve shown in Fig. 2.9

(red urve).

From the model and these behaviors is possible to onlude some general harateristis

in terms of stability and onvergene.

Lemma 1: Let p = {p1, p2, · · · , pm} be a set of points drawn randomly in E on a

two-dimensional Eulidean plane R2
, eah with an assoiated slope value m aording to

some law of navigation. Let G (x, y) be a funtion on R2
that assigns a slope value to eah

point p ∈ p, suh that the maximum value is assigned to the entral point of the area of

high performane. Then there exists a point p0 suh that G (p0) = m0 ≥ G (p) ∀p ∈ p,

where p0 is the losest point to the enter of the area of high performane.

Proof: By onstrution the maximum value of m is assigned to the entral point of

the area of high performane. If this onstrution is orret, p0 always exists. p0 is the

p ∈ p losest point to the area of high performane. Furthermore, sine the heuristi limbs

always looking for the right next value, the agent eventually will �nd this point p0 if there
are no other areas of high performane. �

Lemma 2: If there is at least one area solution in E, inorporation of QS in �nding

solutions does not produe stability problems in the searh algorithm. By ontrast, this

redues the onvergene time.

Proof: The proposed algorithm based on QS alters the behavior of the funtionG (x, y)
at points near to the high performane area. This alteration is onditioned to the density

threshold, produing loalized alterations if the population in the area exeeds that thresh-

old. QS inreases the weight of the solution, and therefore reduing the total searh time.

However, QS does not hange the global behavior of G (x, y), therefore does not a�et the
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onvergene of the searh. �

2.2 Cooperative navigation in roboti swarms: Features and

unresolved problems

The aim of designing a system formed by a group of robots is to ahieve their oordination

and ollaboration, in order for they omplete a task that is di�ult or impossible for a single

robot. This is very interesting beause these robots an be muh simpler and eonomi.

In addition, the parallel struture of the system provides a high level of robustness with

respet to the development of the task. These systems, along with the swarm intelligene

theory, have beome in an area of great ativity in robotis (Ping, Chao, Li, & Cuiming,

2010; Min & Wang, 2010, 2011). This kind of system was initially raised by (Reif & Wang,

1999) as a roboti eonomial solution for many real problems. There, in its strategy

alled soial potential �elds, they raise the basi harateristis of loal interation and

self-organization.

To ontrol the movement of individuals in the group, and the group as a system,

di�erent strategies exist. Some of them fouses the problem on the ability of eah agent

to obtain global, partial or even no environment information (Teturo, 2010). A ommon

point in most researh is the assumption of the apaity and ability of agents to sense the

environment, and even ommuniate with other agents. This ability is essential to generate

a olletive behavior, partiularly when working in dynami environments.

Other strategies guide the study and design in the entralization of the ontrol strategy

(Savkin & Teimoori, 2010). While some researh inludes a entral ontrol unit, it is lear

that suh systems falls within the domain of deentralized ontrol. However, it should be

noted that suh systems are dynamially deoupled, sine the motion of one robot does

not diretly a�et the motion of the others.

A �rst formal strategy was posed in (Visek, Czirók, Ben-Jaob, Cohen, & Shohet,

1995). They proposed a disrete-time model of a system onsisting of several autonomous

agents (partiles), moving in the plane, with biologially motivated interation. In their

results, they indiate that a repulsion model in boundary onditions an be used to in-

terpret observations of motions in baterial olonies. Although the model is quite simple

(eah agent's motion is updated using a loal rule based on its own state and the state

of its neighbors), they were able to show that the emergent behavior of the system an

be onditioned from simple rules of interation, and biologial systems suh as bateria

olonies, are governed by these priniples.

Many modi�ations of the Visek's model have been proposed sine then, partiularly

adjusting and improving the equation of motion of eah agent, onsidering the behavior of

the agent group and the environment. However, many of suh researh onsider simplest

�rst- or seond-order linear models for the motion of eah agent, thereby, the obtained

results are based on tools and methods from linear system theory. In (Savkin & Teimoori,

2010) they show examples of unrealisti physially embodied behavior that would be pos-

sible under suh simpli�ed models (movement restritions in the real world).

In the QS model proposed in this researh the motion of eah agent is desribed by a
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nonlinear model that allows to inlude restritions inherent to the robot and the environ-

ment. Besides, the model as suh is independent of the robot or agent used in the real

world, it may be a di�erential wheeled robot, or a programmed ode inside a large FPGA.

Approahes to group navigation problems also inlude formations, leader-follower shemes,

abstrations, potential �eld methods, and Floking. The �rst two shemes, formations and

leader-follower, tend to restrit the relative position of the robots (Haghighi & Cheah,

2011; Grandi, Faloni, & Melhiorri, 2013; Sarkar & Kar, 2013; Yoshida, Fukushima, Kon,

& Matsuno, 2014; H. Zhang, Meng, & Lin, 2012; H. Zhang, Zhao, & Lin, 2014). While it is

true this redues the omplexity of the problem, failitating its analysis, it is also true that

many of these approahes have trouble keeping the formation in the presene of obstales.

In the ase of abstration, the idea is to build abstrations to redue the dimensionality

of the problem (Filho & Pimenta, 2015; Ayanian & Kumar, 2010). This means making

a mapping of the high-dimensional, multi-robot state spae to a low-dimensional abstrat

spae whih haraterizes the system dynamis. Here there is a group of algorithms that

ombines geometri tools whih are ommon in observable and stati environments. In

these strategies the environment is divided into regions, and it is used the abstration of the

group of robots to redue the dimensionality of the navigation problem (Ayanian & Kumar,

2010). The abstration establishes a boundary for the group, allowing to reformulate the

group navigation problem as a problem of planning and ontrolling the shape, position

and orientation of this boundary. This strategy allows an expliit design of the navigation

route without determining the position of eah of the robots. These methods do not

establish bounds on the positions of the robots whih an be seen as a negative aspet,

but in fat is positive in ertain tasks on omplex environments (for example, ollapsed

environments). The algorithm proposed in this researh uses features of this ategory to

design the navigation path.

A feature of these algorithms is that it does not allow to speify formations in the sense

of exat shape and topology. However, it is preisely this harateristi that failitates

navigation in environments with obstales, partiularly with high dynami.

Floking or shooling strategies enable ontrol of large groups of robots with relatively

little omputation (Sato, Kon, & Matsuno, 2011; Min & Wang, 2010, 2011). Usually,

the group veloity is stabilized to a single veloity by eah agent adjusting their veloity

aording to its neighbors. However, again in the presene of obstales the shemes have

many problems to ensure proper operation. Even, in some ases there are problems of

loal minimum, if there are not enough leaders (a problem widely known in potential �eld

methods (Jainto, Martínez, & Martínez, 2013)). The proposed QS algorithm also takes

some features of these shemes to oordinate the olletive movement. The sheme allows

the inlusion of loal ommuniation among agents, and this information is inluded in the

movement and behaviors ativation poliies.

With regard to the spei� problems of overage and grouping taken as an example

in this researh, there are parameters that allow to evaluate the degree of lustering and

hene the performane of the algorithm used. This assessment an be done by alulating

indexes that try to establish the quality of distribution, most of them entered on two

properties: ompatibility and separation. Compatibility orresponds to a measurement

of the variation or dispersion of the agents in the group, while the separation onsiders

the group struture (Brogan & Hodgins, 1997). Some valid parameters for measuring the



CHAPTER 2. MULTI-AGENT DYNAMIC SYSTEM 30

ompatibility and separation inlude the uniformity in the dispersion and the radius of the

group.

In ontrast to the algorithms and strategies desribed above, the sheme based on QS

proposed in this researh it an hardly be lassi�ed into one of these ategories. The

sheme takes ideas from various approahes trying to �nd an optimal strategy for the

partiular type of problems of interest in terms of path planning: dynami, unknown and

observable environments. The algorithm does not intend to expliitly de�ne the position

of the robots. On the ontrary, it looks to abstrat the information from the environment

to redue the omplexity in the design of the path. These features ensure navigation in

environments with obstales, even when they are in motion, one of the main problems

of the ooperative navigation. It also eliminates the problem of impossible movements

for the robot, sine the dynamis of the robot is not part of the model. This allows the

normal di�erenes between robots, and even the use of radially di�erent robots. Also,

the problem of ontroller design is independent of the number of robots, whih promises

salability to large groups and system funtionality against the failure of a few of them

(the harateristi of robustness sought in the researh).

2.3 Maro-sale model

The motivation with this maro-sale model is to observe the set of agents as a single

ontinuous behavior system. The �nal idea is to synthesize the desired behaviors at this

level, whih an then be exeuted by eah agent individually. This struture of top-down

design, de�ned as the starting point in the researh, allows to de�ne desired behaviors of

the system whih are then projeted onto the behavior of eah agent.

The tasks onsidered to be resolved in the researh for this kind of system are related

to robotis, spei�ally in problems of navigation and path planning. The reason for this

deision is that the dotoral researh internship was onduted in the Motion Strategy Lab

of the Department of Computer Siene at the University of Illinois (Urbana, USA), un-

der the diretion of Professor Steven LaValle (http://msl.s.uiu.edu/ lavalle/). However,

extensions of the basi ideas an be applied to the solution of other problems.

The robot navigation problems onsidered allow to limit some of the features presented

in the previous setion, and extend other.

1. Robot navigation means the robot's ability to determine its own position in its frame

of referene and then to plan a path towards some goal loation.

2. The navigation problem only onsiders the movement of agents in a two dimensional

plane. Besides, all agents are idential (a single speies).

3. The behaviors of the agents are onditioned only by loal events, interations between

agents and between agents and their environment.

4. Navigation tasks are related to real problems of searh-and-resue and surveillane.

5. The real problems to solve have multiple design riteria, this means greater num-

ber of behaviors for the agents. In partiular, this implies great detail in the ell
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di�erentiation (ativation).

The representation that is used to desribe and analyze the set of agents is onsistent

with that used in reent researh on swarm roboti systems (bioinspired models) (Berman,

Halász, Kumar, & Pratt, 2007b; Berman et al., 2007a; Lerman, Jones, Galstyan, & Matari¢,

2006; Kazadi, Abdul-Khaliq, & Goodman, 2002). In partiular, it is very important the

work of (Belta & Kumar, 2004), where they build a map for the group of robots that results

in a system of equations whose dimension is independent of the number of robots.

2.3.1 Model desription

The maro-sale model seeks to formulate a set of equations that desribes the average

behavior of the baterial population independently of the number of bateria (agents).

Then, this set of equations an be used to design the desired behavior of the AB (the

solution to a problem formulated as a searh). The priniple of the algorithm based on

QS is the grouping of agents. Agents are grouped into di�erent areas of the environment

aording to loal readings and their genome that follows some searh riteria. The areas

with the highest number of agents must show virulene and will orrespond to the solutions

of the problem.

Sine the proposed model onsiders only loal interations, and that the goal of the

design fouses on the oordination of the movement of the agents, the QS mehanism

should failitate the movement of agents in the environment towards areas with su�ient

population, re�eting the deisions of many agents.

The system is omposed of the n agents (n arti�ial bateria) as a ontinuous system,

whose dynamis an be desribed by di�erential equations. The agents in this system, all

idential in design, experiene at any instant a behavior l of a set la of possible behaviors

of the agents (the miro-sale model is desribed in the next setion). Furthermore, eah

agent is always performing a behavior at any given time. The variables in these di�eren-

tial equations indiate the size of the baterial population that belongs to eah of these

behaviors.

Initially (Setion 2.1) the author de�ned only two basi behaviors for the baterial

agents (two-stage proess): Reprodution and virulene (ativation or ell di�erentia-

tion). However, the agents with the latter behavior may interpret their genome di�erently,

depending on the onditions of population density and environment readings (information

taken from sensors suh as the position in the system, Setion 2.1.2). This feature suggests

the existene of other behaviors (in general a number a of behaviors) depending on the

appliation to solve with the system.

In partiular, onsidering the irumstanes under whih bateria an be grouped, and

that the intensity of this grouping (ommunity size) is who allows to �nd a solution, the

researh proposes a three-stage proess (a = 3). The additional intermediate stage should

failitate the population hanges (Fig. 2.11).

Groups of agents, frations of AB, at a given time experiening the same behavior (any

of the a behaviors). Therefore, the system an be analyzed as onsisting of groups of agents

haraterized by a ommon behavior of a set of behaviors la.
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Figure 2.11: System and agents with three di�erent behaviors.

(a) System omposed of a group of agents (bateria) in a three-stage

proess (a = 3), (b) system agents running behavior l1, () system agents

running behavior l2, and (d) system agents running behavior l3.

The model for this system is hybrid, both agent and system level. The set of agents,

eah with a ontinuous dynamiXa, swithes between di�erent behaviors during the devel-

opment of the task. The group of agents simultaneously experiening the same behavior,

it also has a ontinuous olletive behavior, so the system also has a ontinuous dynami

Xp. When hanging behavior one or more system agents (with disrete ontrol mode de-

termined by La), hanges the system as well (with disrete ontrol mode determined by

Lp).

This means that the behavior spae of the system is divided into a set Lp of la regions.
The state of the system Hp is therefore de�ned by the values of the ontinuous variables

of the system Xp and the disrete ontrol mode determined by Lp (Fig. 2.12).

p

Figure 2.12: System and its frations haraterized by their behavior.
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Eah of these population frations is haraterized by a set of di�erential equations

with state variables (vetors) denoted by:

xi � i = 1, 2, 3, · · · , b (2.11)

A set of dimension b (the number of grouping areas de�ned by the agents in the system)

that allows to desribe the dynamis of the a di�erent behaviors. The hybrid system then

an be desribed as:

Hp = {Xp, Lp}
Xp ⊂ Rb

la ⊂ Lp

(2.12)

From Equation 2.12 it an be seen that the behavior de�ned for an agent a�ets the

dynamis of the whole system. The next step is to de�ne the model equations and limit

them to a three-stage proess.

Like other haraterizations of olletive behavior inspired by biologial models (Franks,

Pratt, Mallon, Britton, & Sumpter, 2002; Berman et al., 2007b), the researh proposes the

system as a three-stage proess of individual behaviors. These three basi behaviors are:

• Reprodution

• Exploration

• Virulene

Where the new behavior, exploration, should help to �nd potential grouping areas. The

priniple of the algorithm based on QS is the grouping of agents. Agents are grouped into

di�erent areas of the environment (a total of b di�erent areas) aording to loal readings

and their genome (internal ode) that follows some searh riteria. The areas with the

highest number of agents must show virulene and will orrespond to the solutions of the

problem. These population sizes are then the most important variables in the model.

The population size of eah of these frations of AB is haraterized by a ontinuous

variable in the following way:

• R Agents whose behavior is reprodution.

• Xi Agents whose behavior is exploration in the area i of a total of b areas in the

environment.

• Zi Agents whose behavior is virulene in the area i of a total of b areas in the

environment.

It should be lari�ed that when agents begin to explore and ativate their virulene,

they begin to group in di�erent areas of the environment (a total of b areas). This inreases
the number of system variables, where i indiates the grouping area of the agents. When

the agents are reproduing there is no grouping.
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The reprodution is the �rst behavior for all bateria. After an arti�ial agent is enabled

on the system (R), it begins to take loal information but without ativating its virulene

(Xi), to �nally ativate its virulene when the quorum is ful�lled (Zi). The ativation or

virulene of agents that are exploring the environment starts when Zi = T , the quorum

threshold. Both explorers and virulent an swith to new areas of the environment if the

loal information indiates that they are in areas of higher performane (aording to the

task). This is the most important part of the proess, beause it gives the opportunity

to eah agent individually to �nd the best solution (parallel proessing and robustness

harateristis that we seek in the system).

This parallel navigation struture allows that the explorers onsider di�erent areas of

the environment before gathering around some of them. Thus, when a quorum is reahed,

the agents begin to beome virulent aording to the best option for eah of them.

The �ow hart of Fig. 2.13 shows the rules by whih agents interat with eah other and

with the environment to meet the goal. In this ase, the system is in equilibrium and able

to solve the task. In Setion 2.1.4 the baterial population grows from an initial bateria

until reahing hardware limits (number of proessors). Here, the population is onstant.

To onsider in the model the inorporation of new agents, we must add an additional entry

to the left blok (Reprodution).

Fig. 2.13 shows the order in whih the agents perform the behaviors, as well as the

rate of hange between them (µ, λ, k and ρ). As the model is supported by the population

size, there must be the possibility of explorers and virulent bateria hange their behaviors

aording to its loal readings. The ease with whih these hanges are made is modulated

by these rates of hange.

These rates are determined by the nature of the reruitment mehanism (de�ned as

the way in whih an agent ommuniates with its neighbors to try to form groups in its

area, equivalent to the signal moleule), software and hardware, whih means that they

are strongly dependent on the �nal implementation of the system.

The reruitment is done through loal ommuniation, from agent to agent, that is, an

agent at a time. This means that the rate of reruitment is not dependent on the number

of explorers agents. Additionally, the explorers agents who have not reruited an disover

areas of interest (the explorers agents disover the area i at per apita rate µi), whih

makes the exploration proess as important as the reruitment.

The λi is the per apita rate at whih explorers reruit agents to area i. The ρij is

the per apita rate at whih explorers of area i enounter the area j and swith their

allegiane by beoming explorers, of that area. The rate of reruitment λi does not enode

any information regarding the area i, that is, reruitment is not faster in areas with better

performane. One ommitted to a partiular area, an agent will attempt to reruit to

that area with the same vigor as it would to any other suitable area. However, thanks

to the ativation threshold of QS, the waiting times before starting the reruitment to Zi

(desribed by ki) depend on the quality of area i. Thus, the best performing areas more

quikly ativate the quorum onsensus.

The explorers then have enough time to move to areas with better performane, that

is, a migration from area i to the area j a rate of ρij . The behavior of virulent bateria

is always de�ned by the ful�llment of the ondition of quorum. If the population Zi < T ,
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Figure 2.13: Flow hart for the proposed dynami of baterial QS.
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the quorum threshold, then the quorum is not met. Finally, the funtion Θ(·) takes the
value of 1 if · > 0, and 0 otherwise. This funtion allows to desribe the ativation of QS.

From the �ow hart of Fig. 2.13, we an write the following equations for the system:

Ṙ = − (µ1 + µ2 + · · ·+ µb)R

Ẋ1 = µ1R+ λ1Z1Θ(R)Θ (T − Z1)− ρ12X1 + ρ21X2 − k1X1

Ẋ2 = µ2R+ λ2Z2Θ(R)Θ (T − Z2)− ρ23X2 + ρ32X3 + ρ12X1 − ρ21X2 − k2X2
.

.

.

Ẋ(b−1) = µ(b−1)R+ λ(b−1)Z(b−1)Θ(R)Θ
(

T − Z(b−1)

)

− ρ(b−1)(b)X(b−1) + ρ(b)(b−1)Xb+

+ρ(b−2)(b−1)X(b−2) − ρ(b−1)(b−2)X(b−1) − k(b−1)X(b−1)

Ẋb = µbR+ λbZbΘ(R)Θ (T − Zb) + ρ(b−1)(b)X(b−1) − ρ(b)(b−1)Xb − kbXb

Ż1 = k1X1 − ρ12Z1 + ρ21Z2 − λ1Z1Θ(R)Θ (T − Z1)

Ż2 = k2X2 − ρ23Z2 + ρ32Z3 + ρ12Z1 − ρ21Z2 − λ2Z2Θ(R)Θ (T − Z2)
.

.

.

Ż(b−1) = k(b−1)X(b−1) − ρ(b−1)(b)Z(b−1) + ρ(b)(b−1)Zb + ρ(b−2)(b−1)Z(b−2)−

−ρ(b−1)(b−2)Z(b−1) − λ(b−1)Z(b−1)Θ(R)Θ
(

T − Z(b−1)

)

Żb = kbXb + ρ(b−1)(b)Z(b−1) − ρ(b)(b−1)Zb − λbZbΘ(R)Θ (T − Zb)
(2.13)

To observe the overall behavior of the system desribed by these equations, we onsider

below a �rst navigation task. Let us think in an environment with four high performane

areas (for example, meeting areas with some interesting variable: temperature, noise, light,

humidity,...) denoted by the points p1, p2, p3 and p4. Among these points, we will assume

that p1, p2 and p4 have a similar performane (loal maxima, the variable is higher than the

average values of the environment, but not the maximum), while point p3 has a superior

performane (global maximum, the variable has the maximum value in the environment).

Under these onditions, we expet that the agents are distributed in the environment and

navigate initially grouped around these four points. But then, they must migrate to the

point of higher performane p3. Fig. 2.14 shows the �ow hart for this example of four

areas.

We assume for simpliity that for the initial seletion of the four areas do not exist

favoritism riteria, i.e.:

µ1 = µ2 = µ3 = µ4 = µ
λ1 = λ2 = λ3 = λ4 = λ

(2.14)

The migration proess is based solely on the performane of the areas deteted by the

agents (ρ and k alulation) and the QS. Aordingly, the system of equations 2.13 an be

written as 2.15.
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Figure 2.14: Flow hart for the example of four areas.
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Ṙ = −4µR

Ẋ1 = µR+ λZ1Θ(R)Θ (T − Z1)− ρ12X1 + ρ21X2 − k1X1

Ẋ2 = µR+ λZ2Θ(R)Θ (T − Z2)− ρ23X2 + ρ32X3 + ρ12X1 − ρ21X2 − k2X2

Ẋ3 = µR+ λZ3Θ(R)Θ (T − Z3)− ρ34X3 + ρ43X4 + ρ23X2 − ρ32X3 − k3X3

Ẋ4 = µR+ λZ4Θ(R)Θ (T − Z4) + ρ34X3 − ρ43X4 − k4X4

Ż1 = k1X1 − ρ12Z1 + ρ21Z2 − λZ1θ (R)Θ (T − Z1)

Ż2 = k2X2 − ρ23Z2 + ρ32Z3 + ρ12Z1 − ρ21Z2 − λZ2θ (R)Θ (T − Z2)

Ż3 = k3X3 − ρ34Z3 + ρ43Z4 + ρ23Z2 − ρ32Z3 − λZ3Θ(R) θ (T − Z3)

Ż4 = k4X4 + ρ34Z3 − ρ43Z4 − λZ4Θ(R)Θ (T − Z4)

(2.15)

In the �nal appliations, eah agent must determine independently the value of the

oe�ients from loal interations between agents and with the environment. That is,

agents an modify their environment to ommuniate loally, but it is also possible to use

some speial landmarks in the environment. For now, for this �rst test will be assumed

the following values (the range of values is seleted aording to the displaement speed of

the agents, and therefore, the system response time, in this ase in the order of minutes):

µ = 0.01 ρ34 = 0.001
λ = 0.03 ρ43 = 0.01

ρ12 = 0.001 k1 = 0.01
ρ21 = 0.001 k2 = 0.01
ρ23 = 0.01 k3 = 0.02
ρ32 = 0.001 k4 = 0.01

(2.16)

These values agree with the harateristis desribed for this example (higher value for

ρ23, ρ43 and k3). Fig. 2.15, 2.16 and 2.17 show the results of this �rst evaluation. We

simulate the system with an initial population of 300 agents in reprodution and a quorum

threshold of T = 10. Fig. 2.15 shows how this population is rapidly redued by ativating

the other two behaviors (almost 10 perent over the �rst 50 min.). In Fig. 2.16 is shown

as explorers agents inrease in the four areas. While growth is similar in all four ases,

we an appreiate more agents in area 3 (blue urve). Finally, in Fig. 2.17 is shown as

inreasing the virulent agents in the four regions. Initially, the agents inrease in all four

ases. However, in areas 1, 2 and 4 the number of agents dereases after about 200 to 300

minutes, while in area 3 (blue urve) the number of agents always inreases. These urves

learly show the migration of agents to the area 3.

With a quorum threshold of T = 10 the four areas ahieve to ativate the QS at some

point (area three at 25 min., area one at 43 min., area two at 68 min. and area four at 73

min.). Upon reahing a population of 10 agents, in four ases there was an inrease in the

rate of population growth. With a quorum threshold of T = 60, only area three ativates

the QS at 137 min. In the latter ase, the population of virulent agents in two and four

areas never exeeds 10 agents, and in the area one reahes up to 18 agents.

In the ases analyzed, it is lear how the size of the quorum threshold a�ets QS. The

variation in the value of T diretly a�ets the harateristis of the population growth in

eah of the areas. Small values of T allow virulent agents to reah the QS and inrease
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Figure 2.15: Maro model simulation results for a simple grouping task (T = 10) - Repro-

dution.
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Figure 2.16: Maro model simulation results for a simple grouping task (T = 10) - Explo-

ration.
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Figure 2.17: Maro model simulation results for a simple grouping task (T = 10) - Viru-

lene.



CHAPTER 2. MULTI-AGENT DYNAMIC SYSTEM 41

their baterial population in loal minima, but they do not exeed the loal maximum. In

this ase, the grouping is also faster. With large values of T , the QS tends to be expressed

only in the global maximum, but the proess takes a little longer. In both ases, the QS

helps to �nd the global maximum (more virulent bateria gather at the area of higher

performane).
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Figure 2.18: Maro model simulation results for a simple grouping task (T = 60) - Viru-

lene.

2.4 Miro-sale model

After that we have a orret desription of the behavior of the group of agents (maro-

sale model), in this setion we show a model of agent that allows to implement navigation

tasks. In this ase, our motivation, rather than ompute the exat trajetories and sensory

information of individual robots, we want our agents to be able to build an information

spae from the loal information that they reeive from the environment and its near

neighbors, and from this information spae, de�ne its behavior required for the development

of the task. This idea an be extended to searh problems, area in whih it is possible to

use the proposed model.
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2.4.1 Model desription

We start from the assumption that an agent is apable of swithing behavior, and develop

together with other agents a task if it is able to make and remember loal observations of

the environment. These two properties are essential for the onstrution of the information

spae, whih is used in the ontrol hybrid struture for the feedbak of eah agent.

As desribed above, we onsider our system as a set of n agents (di�erential wheeled

robots in our experiments), eah with a ontinuous state spae Xa ⊂ R2
, where the ations

or behaviors of the agent belongs to a set La of la behaviors (Fig. 2.19). An agent may

swith its state aording to its ontrol poliy when it determines it is appropriate to do so.

The ativation of eah of these behaviors should be done in a way that improves the overall

performane of the system (the performane funtion should be enoded in its genome), in

our ase this means performing the task in the shortest time possible. Aordingly, eah

agent is a hybrid automaton whose ontinuous and disrete dynamis an be represented

by:

Ha = {Xa, La} (2.17)

Agents

a a a

Agent 2 Agent nAgent 1

X X X

a

a

{la behaviors

X X X

a

a

{la behaviors

X X X

a

a

{la behaviors

Figure 2.19: The agents in the system.

The agents have no global information from their environment or other agents (they

do not know how many agents exist in the environment). Instead, the agents an sample

the environment (assumed to be �nite). They are able to move in the environment and

make loal observations of its neighbors and the environment. We assume that the agents

are able to observe behaviors and disriminate their types (interpreting some ations, or

by diret ommuniation from their neighbors). Atually, this feature is part of the agent's

loal ommuniation with neighbors.

Therefore, we oneive the agent as an individual of the system that stores information

about its partiipation in the system (of their behaviors, and the onditions under whih

swithes between them), loal position, veloity, and is apable of reading loal environment

information, and ommuniate with their neighbors, using these two features to modify its

navigation in the environment (to swith behavior).

Regarding its loal position, the agent does not know the environment. However, using

the loal information that it senses, it is able to navigate using ontrol poliies de�ned for

the appliation. The agent position, whih is represented by a Cartesian oordinate in the
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plane of environment, is numerially updated at eah time step. The update equation is

de�ned aording to the navigation strategy designed for the task.

These are general harateristis that eah agent must ful�ll. The design of the ode

in eah agent should implement these features onditioned to the development of the task.

2.4.2 Individual agent behaviors: A �rst approah

In this �nal setion, the author will show how to generate basi navigation behaviors

without requiring system identi�ation, geometri map building, loalization or state esti-

mation. Instead, he presents an approah where the set of agents (robots) exeutes wild

motions (the onept of wild motion, dynami harateristi required by the system, it will

be disussed in detail in the �rst setion of the next hapter) along the boundary of their

environment. This is an initial approah foused spei�ally on the problem of roboti

navigation, and with a simple navigation task. The idea of this �rst approah is to show

how to desribe the model of eah agent aording to the problem to solve.

The prototypes used in these experiments are equipped with basi sensors to extrat

the minimum amount of information neessary of the interation: an impat sensor and a

visual sensor, whih serves to establish a minimum loal ommuniation. The strategy, as

shown in the model desribed in the previous setions, does not proess or transmit state

information (position, veloity, ...). The oordination of the robots to arry out the task

is ahieved by the visual information aptured by the robot, and a set of behavioral rules.

Using this sheme, we demonstrate that the system an solve basi navigation tasks suh

as overage and grouping.

As mentioned, the tasks to be performed by the roboti system are related to olletive

navigation. In this sense, we wanted to dupliate the behavior of a baterial ommunity in

a group of robots. In this simpli�ed model, eah baterium ontains a small miroontroller

that stores the behavioral ode of the baterium, and reats aording to environmental

onditions. In this seond prototype system, eah agent is implemented as a di�erential

robot (Fig. 2.20). This interation allows the exeution of two basi funtions:

• Reprodution: Sheme by whih an arti�ial baterium reprodues in the system. It

is basially a proess of ell division, where the growth limit is de�ned by the amount

of resoures needed to implement the operation of the system.

• Cell di�erentiation (ativation): Eah arti�ial baterium in the system has an iden-

tial opy of the ode. However, depending on population density and its physial

position, eah baterium interprets it in a partiular way.

The at of loading the ode (program the miroontroller with the information about

its funtionality) from one baterium to another neighbor, is alled reprodution (as in

the �rst platform, the ode is in the inative robot, in reprodution the robot is ativated

through a signal). Similarly, the at of loading the genome in a number of bateria is alled

population growth. The system arhiteture is in�nitely salable (all agents are idential

in hardware and software); there is no arhitetural impediment to sale the system to any

desired size.
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Figure 2.20: Di�erential robot with Atmel 8-bit AVR RISC-based miroontroller.

Reprodution is performed by an ative robot on an inert robot in the environment.

Initially, just one of the group is programed, all other robots are resoures that an be used

for population growth. The initial funtion of all robots is reprodution, and so on until

the robot deides not to be able to be reprodued, or until the population is large enough

for the task. At that time, the robot beomes virulent and autonomously hanges to the

proess of ell di�erentiation. Cell di�erentiation makes all robots omplete the task.

Until now, the most important funtional di�erene with respet to the �rst platform is

that robots an physially move in the environment (in the �rst platform with the CPLDs,

the possibility of movement was disussed hanging the label that identi�es eah agent,

but this feature was not implemented). However, in this new ase, the AB will implement

a solution to a problem. The problem is grouping robots, reason why a sheme where the

robot identi�es movement and uses this information to learn how to group is proposed.

The learning ability is inluded to show the diversity of options available to implement

the genome of eah agent. Control poliies an be very omplex, or as simple as a table

of data in ROM. The dynami learning struture is implemented with a basi adaptive

system: an adaptive linear ombiner with reurrene (Fig. 2.22) (Delgado, Kambhampati,

& Warwik, 1995). This �lter performs a sum of produts, it has a non-linear dynamis,

and allows eah output to take into aount not only the input density h, but also the

previous speed of the wheels (memory). This is just one possible example of updating

equation, the model allows any struture to govern the movement of the agent.

The outputs are normalized with a hard limiter, whose saturation value orresponds

to the rated speed of the wheels. This allows modeling with state diagrams (Fig. 2.21),

whih is very important when updating equation is supported in ontrol poliies.

Eah wheel has only two options of movement: forward θ̇0 and bakward −θ̇0. These
two movement options orrespond to the possible outputs of the linear ombiner. In the

diagram, there are four states haraterized by a pair of speeds. Eah data of the pair

orresponds to the speed of a wheel: (left wheel speed, right wheel speed). Sine eah

wheel has two possible states, ombining them produes the four states of motion of eah

robot (Forward, Bakward, Right and Left). As eah wheel an hange its state, the robot

an go diretly to any other state (or remain in the same).
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Figure 2.21: State diagram orresponding to the robot's movement.

The onstrution of the diagram is made from the point of view of move-

ment of the motors.

These ontrol outputs are de�ned as follows:

θ̇rk = ϕ
(

hkωr0k + θ̇rk−1ωrk + θ̇lk−1ωlrk

)

θ̇lk = ϕ
(

hkωl0k + θ̇lk−1ωlk + θ̇rk−1ωrlk

)

(2.18)

where ϕ (·) is the symmetri hard-limit funtion de�ned as:

ϕ (n) =

{

θ̇0 if n > 0

−θ̇0 otherwise

(2.19)

and θ̇0 is the rated speed of the wheel of the robot.
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Figure 2.22: Adaptive linear ombiner with reurrene.

Eah agent does the adjustment of the adaptive oe�ients, or �lter weights, on-line

dynamially and autonomously aording to their loal observations. The weight vetor to

be optimized has the following struture:
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[

ωr0k ωl0k ωrk ωlk ωrlk ωlrk

]

(2.20)

This deision struture in some way reprodues the sonar and radar systems. Systems

like the bat ear, also perform some kind of spatial �ltering (interferometry), whih is then

used by the auditory system to produe an ation (Kössl & Russell, 1995). Our linear

ombiner also ats as a spatial �lter with a diretion set by the movement of the agent.

Robots perform initially a wild movement. This means that they do not follow any

spei� ontrol rule, they only move in the environment and hange their diretion when

hitting an obstale (a wall or another robot). During operation, the movement of the robot

responds to the observations of the amera, its urrent state, and the linear ombiner. As

the agents evaluate their performane and adjust their oe�ients, the system begins to

re�et the wanted olletive behavior.

Coverage

The dynami of eah robot has two stages: an initial stage of reprodution and a �nal stage

of ell di�erentiation (ativation), whih develops the task. The stage of reprodution is

always the same in all ases: when a robot is ativated (initial robot or robot ativated

by another robot), it begins its behavior at this stage. The robot looks randomly inative

robots around, and when one is found, it is headed in that way to ativate it. Robots di�er

from the environment due to their physial harateristis. In the prototype, this speial

feature is its struture made of olored aryli.

If after some time the robot has not been reprodued, the robot moves to the stage of ell

di�erentiation, in this ase, the overage of the environment (Fig. 2.23). A video showing

this behavior an be viewed at (Martinez S., 2011b) (Quorum sensing-based navigation -

Reprodution 1 ).

(a) (b)

Figure 2.23: Basi behavior for autonomous navigation: Reprodution.

(a) An inative robot (gold) is plaed in the �eld of view of ative robot

(blue). (b) After a few seonds of searhing, the blue robot moves toward

the inative robot and hits it.

In large environments, where the agents are widely separated from eah other, the
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reprodution with the inative robots is performed using short-range wireless ommuni-

ation, spei�ally ZigBee IEEE 802.15.4 (2.4 GHz XBee S1 modules), this extends the

ativation range up to 100 m in open �eld.

The seond stage, ell di�erentiation, orresponds to the adaptation and development

of the task, in this ase, the navigation of an unfamiliar environment. The objetive of

this appliation is that robots navigate around the environment. This behavior is ahieved

if the movement is oordinated with the proper funtion of performane, in this ase, a

funtion that is optimized looking for areas with low motion. Aording to this, we de�ne

the following �tness funtion:

s =
1

‖hactual − 0.1‖
(2.21)

This funtion, with a range from zero to 10, gives greater performane to weight vetors

that diret the robot to areas with little movement. The value of the density h, integer
de�ned from the data aptured by the amera, has a range of zero to 15, zero for no

movement deteted and 15 for a high degree of movement.

Grouping

By way of omparison, it is also interesting to observe the opposite behavior, that all robots

are grouped into a single point in the environment. The reprodutive stage is idential to

the ase of the task of overing, in fat, it is possible to think that this task of grouping is

neessary after a san task.

In this ase, the ell di�erentiation that leads to development of the task is ahieved by

optimizing the behavior to favor the robot movement toward to areas of the environment

with a high degree of movement. Aording to this, the following performane funtion is

de�ned:

s =
1

‖hactual − 15.1‖
(2.22)

This funtion gives greater performane to weight vetors that diret the robot to areas

with other robots in motion. In our prototype, the robot performs a random searh in the

environment, and when it detets any movement, it goes to that point (Fig. 2.24). A

video showing this behavior an be viewed at (Martinez S., 2011a) (Quorum sensing-based

navigation - Grouping of the robots).

We have taken the task of overing and grouping as basi examples for observing the

performane of the proposed ontrol struture. Based on them, it is possible to think

about more omplex tasks suh as arrying objets, adjusting the algorithm for robots to

surround the objet, and then moving together to a ertain point in the environment. In

the next hapter it will be shown formally how to design more omplex tasks for the system

using the maro and miro models.
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(a) (b)

Figure 2.24: Basi behavior for autonomous navigation: Grouping.

(a) An inative robot (red) is plaed in the �eld of view of the ative

robot (blue). (b) After 1 minute of exploration without being able to

identify robots in motion, the red robot is shaken in front of the blue

robot to fore its identi�ation and movement.

Experimental Prototype and Simulations

For our experiments, we use the Oomlout Company's open-soure design SERB Robot

(Oomlout, 2013) (Appendix A). We modify the design to have a more robust bumper

system using a similar geometry to the SERB robot hassis, and we add a amera as visual

sensor. Our robot and all its peripherals, inluding the amera is handled by a single 8-bit

miroontroller (Atmel ATmega328, 8-bit AVR RISC-based miroontroller).

We also use the idea of minimalist design in terms of information that the robot senses to

perform tasks. While the amera an apture analog video with olor, the miroontroller

only aptures monohrome frames of 8 x 8 pixels using the A/D onverter. Several of these

frames are used to build a video signal, but with very little visual information. We just

take the video information related to the level of movement in front of the robot, in this

way, we do not need a huge proessing apaity.

We an ontrol the translational and rotational speeds of the robot. However, we deide

to design a software atuator on the displaement of the robot, a high-level ontrol, whih

generates ontrol states in order to failitate the onstrution of state diagrams. In this

way, eah wheel has two hoies of motion: lokwise or ounterlokwise. Therefore, the

robots an move forward, bakward, or turn on their axis in any diretion. An important

aspet of the design of the robot, whih failitated its modeling, is that the robot's enter

of rotation oinides with its geometri enter.

The system is homogeneous, that is, all agents are idential in design. If a task requires

more agents, we only have to plae them in the environment. Due to the impossibility

of building tens of these robots, we only use the prototype robots to observe the basi

behaviors of the algorithm. We have done the analysis of the dynamis of the system with

a large number of robots through simulation.

The simulations are performed under Linux (kernel 2.6, 32 bits) on Player/Stage
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(Gerkey, Vaughan, & Howard, 2003; Vaughan, 2008), this platform allows for the sim-

ulation to run exatly the same ode developed in C for the real robot. The simulations

onsider not only the funtionality of the algorithm, but also the physial harateristis of

the robot, i.e. shape, size (0.26 m x 0.22 m) and weight (1.2 kg). The amera is installed

just above its geometri enter both in the real prototype as in the simulation.

The simulation environment is designed in square shape with a total area of 6 m×6 m =
36 m

2
. Inside the environment, there are three holes inaessible to the robots as an

obstale for navigation. In the simulations there are 10 agents, all ompletely independent

of eah other.

In the �rst ase, for the overing task, we start the simulation with all the robots

gathered in the lower right side of the environment. The simulation starts at t = 10 s,

and the ase doumented here ends at 7 min. and 11 s (00:07:11, time in the simulation,

Fig. 2.25). Throughout the simulation, is possible to observe the robots form small groups

at ertain times due to the dynamis of the system, but these groups are dispersed quikly

and we do not observe later the same organization. In the end, all the robots navigate

the environment avoiding the formation of groups. The simulation in Player/Stage an be

observed in (Martinez S., 2012a) (Quorum sensing-based navigation - Coverage simulation).

From the viewpoint of the agent model, the observed behavior of the Fig. 2.25 shows

two things. First, it shows that it is possible to de�ne the behavior of the entire system

from behavioral rules designed for eah agent. Although this appliation is limited to

the use of signal moleule without triggering the QS, the fat is that the ontrol poliies

of eah agent, oordinated by loal interation, let re�et a omplex olletive behavior.

Seond, it also shows that the rules of eah agent an be as omplex as the designer and the

appliation required. It is possible to have reative behavior, memory of previous events

and even make the agent response evolves along the interation.

In the seond ase, for the task of grouping, we start the simulation with the robots

sattered in the environment. The simulation starts at t = 26 s, and the ase doumented

here ends at 12 min. and 16 s (00:12:16, time in the simulation, Fig. 2.26). In this ase, the

olletive behavior of the robots takes longer to be evident, i.e., the learning is more om-

plex and time onsuming. This simulation shows a behavior muh more interesting than

the previous one. For example, we see �rst signs of grouping of 2 or 3 agents throughout

the simulation, and a behavior that resembles a dane between two robots at 6 min. and

42 s (00:06:42) that lasts a total of 38 s. At the end of this simulation we an observe a

fairly stable group of robots in the lower right side of the environment. The simulation in

Player/Stage an be observed in (Martinez S., 2012b) (Quorum sensing-based navigation

- Grouping simulation).

The simulation again demonstrates the ability of the system to solve a omplex task.

It also shows that the performane is tied to the interpretation of the loal information

sensed by the agent (genome), rather than the platform. That is, the behavior an be

implemented on other hardware, or emulated by software. In this seond simulation the

QS neither is implemented. However, through further analysis, as detailed in the next

hapter, if we inlude the QS in the behavior of the agents, the time required is redued

by 60%.
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(a) (b)

() (d)

Figure 2.25: Simulation of the autonomous navigation: Coverage.

Robots learn to navigate autonomously and over the whole environment

without forming groups. (a) Initial state of the simulation (00:00:10). (b)

and () Two states along the simulation (00:01:00, and 00:03:50), where

we observe some momentary lusters of robots. (d) Final state of the

simulation, the robots navigate the environment without forming groups.
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(a) (b)

() (d)

Figure 2.26: Simulation of the autonomous navigation: Grouping.

Robots learn to navigate autonomously looking for the most densely

populated areas, therefore, after some time, they learn to meet in groups.

(a) Initial state of the simulation (00:00:26). (b) The two robots in

the enter (blue and golden) begin a dane that lasts for 38 seonds

(00:06:42). () At 9 min. (00:09:00) we observe the formation of small

groups of robots trying to stay together. (d) Final state of the simulation,

the robots have established a stable group in the lower right side of the

environment (00:12:16).
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2.5 Summary

In this hapter, we show the mathematial model developed for the simpli�ed dynami of

baterial QS. This is the dynami model adopted for the design, whih simpli�es the atual

behavior of the bateria.

First, we perform a theoretial analysis and a hardware emulation of interpreted be-

havior of baterial QS. From this study, we develop our mathematial model as a two-level

struture: a �rst system-level model, where general behavior of the baterial system an be

projeted, and a model at the agent level, where we detail the agent's own ations whih

together re�et the olletive behavior of the system.

Sine both the system and eah of the agents are modeled as a set of behaviors, and

that the swithing among these behaviors is triggered by spei� ations, determined by

the loal ommuniation among agents or by loal environmental readings (event-driven

or event-based), our models orrespond to hybrid systems, more spei�ally, eah agent is

a hybrid automaton.

The most important ontribution of this hapter is that, it shows how the biologial

QS is interpreted in the proposed model, and how this interpretation is inluded in a

mathematial model to predit the e�et of QS on the performane of a task, that is,

in the behavior of the system. It is also important the relationship between the two

mathematial models (system and agent), and the impat of behaviors of the agent on the

system.



CHAPTER 3

A �rst appliation: Robot motion planning

In summary, in Chapter 1, the author shows the theoretial bakground of the researh.

The hapter begins studying the idea of robust design, and learly re�ets the need for an

integrated system design, omprehensive onept of the CPS. After, the author presents

a state of art of di�erent models based on bateria used in hardware design. This state

of the art updates the researh proposal, and illustrates the appliations developed with

these models. Finally, in the last part of the hapter, the author transribes the proposed

objetives.

In Chapter 2, the author presents the model of multi-agent dynami system proposed.

In the �rst part the author desribes the behavior of biologial QS. From this behavior,

the author proposes an equivalent behavior on eletroni hardware. In this Baterial Plat-

form, the author establishes the basi priniples of the model, in partiular the onept

of baterium, its basi behaviors, and the genome that interprets loal interation. Then,

aording to the basi priniples of behavior, the author establishes two models to math-

ematially to desribe the system: a system-level model and an agent-level model. Both

models orrespond to hybrid strutures beause they are supported in several behaviors

that are ativated aording to loal events. With the system-level model is possible to

observe the evolution of the ommunity over time and observe the e�et of QS in response

speed. With the model-level agent is possible to observe how behaviors of an agent in-

�uene the system response. In addition to the simulations, all individual behaviors are

veri�ed on hardware.

The intention in this Chapter 3 is to show how it is possible to design and solve real

problems using the baterial QS sheme proposed. The author shows how to design the so-

lution of di�erent navigational tasks, �rst onsidering only interation between agents, and

seond, adding a few hanges to the navigation environment (installation of landmarks in

the environment). Bateria respond not only to the signal moleule of other bateria, they

are also a�eted by other elements in the environment as food or temperature. Thinking

about navigation, something similar happens to a person when looking to leave a room, or

a mouse when looking for food. This idea an be implemented by using landmarks in the

environment, speial marks with whih the agent an interat. But �rst, it is neessary to

introdue a dynami harateristi required by the agents, and that in robotis has been

53
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alled Wild Motion (Bobadilla, Sanhez, Czarnowski, Gossman, & LaValle, 2011).

The agents do not satisfy any equation of motion and do not use state feedbak. They

just move forward and rotate randomly when they rash. In this sense, we are motivated

by the study of dynamial billiards. They are dynamial systems in whih a partile, in

our ase the agents, alternates between motion in a straight line and speular re�etions

from a boundary. When the partile hits the boundary, it re�ets from it without a loss

of speed. An interesting feature of these systems is their ergodi motion

1

on surfaes of

negative urvature (Fig. 3.1).

Figure 3.1: The Bunimovih stadium.

This is a well-known example of an ergodi system (Bunimovih, 1979).

The �hokey puk� will strike every open set along the boundary as it

travels forever (Stamatious, 2009).

But the system does not really need ergodiity. We need to ensure that the agents hit

eah open set of the region at some time. That is, we just need topologial transitivity

to ensure that the agents ross the gates at meet ertain onditions. The topologial

transitivity means that after several iterations, the robots will visit eah open set of the

region. This is what is alled Wild Motion.

This hapter begins studying navigation strategies based solely on wild motion. The

study is done by analyzing the dynami harateristis of wild motion through the design

of basi navigation tasks that onsider only two behaviors in the agents, behaviors indued

by spei� elements in the environment (virtual gates). This study fouses on the wild

motion, and does not inlude QS.

The seond setion fouses on how to use the algorithm for solving a problem. Here a

design proess by whih it seeks to haraterize the task as a searh problem is presented.

After the searh problem is formulated, the algorithm harateristis are de�ned.

Subsequently, in the �nal two setions, the author shows two examples of design of

navigation tasks in whih agents have more behaviors, and swith between them aording

to loal readings. These design examples inlude both wild motion and design based on

QS. In the �rst ase, the author presents a strategy for grouping in areas where the agents

navigate using only loal ommuniation. The seond navigation strategy orresponds to

a more general ase, where there is interation with the environment (landmarks), and

whih proposes a spei� navigation path.

1

The ergodi properties of a dynami system are related to two basi features: 1) The partile (agent)

does not lose speed (energy) throughout their interation in the environment, and 2) given the negative

urvature of the boundaries of the environment, the partile eventually will navigate all the environment

(the system should run for a long time).
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The performane analysis of the designed navigation tasks is done by simulation. Ex-

periments with physial robots are very ostly and time onsuming. In addition, the

performane analysis of a group of agents is ompliated. The simulations are muh faster

and muh more reliable than experiments, this failitates the generalization of results, sine

few experiments (either real prototypes or by simulation) are not enough to generalize a be-

havior. The simulator Player/Stage introdued in the previous hapter, is a very powerful

tool that allows modeling environments and robots very lose to real versions. The author

selets this tool for the analysis of results due to its harateristis and the reputation it

has gained in sienti� irles.

As in the previous hapter, the basi behaviors are always evaluated on real prototypes.

Then, to analyze the performane of the system, the author performs simulations with

di�erent behaviors and a large number of agents. The analysis inludes a large number of

simulations for di�erent ases with and without QS.

3.1 Wild motion, ergodiity and swarm robots

This �rst setion shows a �rst appliation using only the dynami harateristis of wild

motion. Through the design of di�erent basi navigation tasks, and their implementa-

tion on real robots, we seek to demonstrate the properties of this dynami (wild motion)

independently of QS.

The agents orrespond to the simplest struture possible. The dynami swithing is

performed by interpreting the environment �gates� enoding navigation information (the

deision to move from one region to another depends on how the robot interprets this

gate). This interpretation is related to poliies designed to ontrol the task.

The agents exeute wild motions, whih means eah one will strike every open set

in�nitely often along the boundary of any onneted region in whih it is plaed. The

environment is divided into a disrete set of regions, with boundaries delineated with simple

markers, suh as olored tape (Fig. 3.2). Using simple sensor feedbak (the robot ontrols

its movement aording to loal readings), we show that omplex tasks an be solved, suh

as patrolling, disentanglement, and basi navigation. The method is implemented on real

robots and simulation. This work was developed with the Motion Strategy Lab at the

Department of Computer Siene of the University of Illinois at Urbana-Champaign, and

presented in (Bobabilla & Martinez S., 2011; Bobadilla, Martinez, Gobst, Gossman, &

LaValle, 2012).

3.1.1 Bakground

The robots work with very little information due to very limited sensing. There is no

preise model of the equations of motion, and state feedbak is impossible. We start

with unalibrated, �wildly behaving� robots that move more-or-less straight until a wall

is ontated. They then pik a random diretion to repel and ontinue moving straight

(Fig. 3.3).

This motion primitive is inspired by dynamial billiards (Bunimovih, 1979; Tabah-

nikov, 2005). The only sensors required for navigation are simple ontat sensors to detet
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Figure 3.2: Navigation environment and regions.

Navigation environment designed to study the wild motion. The �gure

shows eah of the regions in the environment (six regions), and the virtual

gates implemented with di�erent olor tape (red and white). The small

bloks are the boundaries of the environment.

obstales and boundaries, and an inexpensive olor sensor that an detet simple landmarks

in the environment. Suh a robot an be built with inexpensive parts for under $100 US

(Fig. 3.4 (Bobadilla et al., 2012)). We an only guide the robot through its environment by

designing appropriate responses to limited sensor feedbak and sensing history. To ahieve

this, we formulate tasks in terms of a hybrid system (Braniky, Borkar, & Mitter, 1998;

Egerstedt & Hu, 2001; Fierro, Das, Kumar, & Ostrowski, 2001; Frazzoli, Dahleh, & Feron,

1999; Haghverdi, Tabuada, & Pappas, 2005; Tomlin, Pappas, & Sastry, 1998).

As it is ommon in many approahes (Fainekos, 2011; Bhatia, Kavraki, & Vardi, 2010;

Fainekos, Girard, Kress-Gazit, & Pappas, 2009; Finuane et al., 2010; Kloetzer & Belta,

2010; Kress-Gazit, Fainekos, & Pappas, 2008; Kress-Gazit, Fainekos, & Pappas, 2009;

Kress-Gazit, Fainekos, & Pappas, 2005; Kress-Gazit, Fainekos, & Pappas, 2007; Lahijanian

et al., 2010; Smith et al., 2010; Wu, Yan, Lin, & Lan, 2009), we partition the environment

into a �nite set of regions over whih a disrete transition system is de�ned. Rather than

develop state-feedbak ontrol laws within regions (Alur et al., 2002; Egerstedt & Hu,

2001; Finuane et al., 2010; Lahijanian et al., 2010; Smith et al., 2010; Kloetzer & Belta,

2010), we do not even attempt to stabilize the robots (to put the robot in a known initial

state). We instead plae virtual gates along the boundaries between regions that possibly



CHAPTER 3. A FIRST APPLICATION: ROBOT MOTION PLANNING 57

Figure 3.3: Robot interation with environment boundary.

(a) The robot moves toward the environment boundary. (b) The robot

impats the environment boundary and randomly hanges its diretion.

Figure 3.4: Di�erential robot with ontat and olor sensors.

enable disrete transitions, depending on information provided by a ombinatorial �lter

(reative system whih makes the deision in aordane with sensed inputs) (LaValle,

2011; Tovar, Cohen, & LaValle, 2009) that maintains information states (beause there

is no state feedbak, the state of the robot is desribed by loal readings and its history)

from weak sensor data.

3.1.2 Mathematial Model

A olletion of n robots (numbered 1 to n) is plaed into a ompat, onneted planar

workspae W ⊂ R2
. Let ∂W denote the boundary of W. Let Γ be a set of m virtual gates,

for whih eah γi ∈ Γ is the image of an injetive, reti�able urve τi : [0, 1] → W for whih

τ(0) ∈ ∂W and τ(1) ∈ ∂W. Let C be a set of k olors, with k ≤ m. Eah virtual gate is

labeled with a olor by a given mapping κ : Γ → C (Bobadilla et al., 2012).

The gates indue a deomposition of W into onneted ells (regions in Fig. 3.2 and

Fig. 3.5). If the gates in Γ are pairwise disjoint (or mutually disjoint, if every two gates are

disjoint), then eah γi ∈ Γ is a 1-ell and the 2-ells are maximal regions bounded by 1-ells

and intervals of ∂W. If gates interset, then the 1-ells are maximal intervals between any

gate intersetion points or elements of ∂W; the 2-ells follow aordingly. In either ase,

every 2-ell will be alled a region and denoted as r. Let R denote the olletion of all
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regions (Bobadilla et al., 2012).

Figure 3.5: An annulus-shaped environment that has 6 regions.

There are three red gates and three white gates.

The robots are onsidered small with respet to W and the regions r ∈ R. They are

essentially modeled as points, but they may have spei� kinematis, as in the ommon

ase of di�erential drive robots. More preisely, the assumption is that the ollision-free

subsets ofW and every r ∈ R are homeomorphi (from a topologial viewpoint they are the

same) to those obtained for the ase of a point robot, regardless of eah robot's geometry.

Furthermore, any r ∈ R is assumed to be able to �t all n robots without ompliated

geometri paking hallenges (Shwartz & Sharir, 1983).

The partiular equations of motion ẋ = f(x) for eah robot is unimportant in this

approah. We do not expliitly ontrol their motions and do not even attempt to measure

their preise state. Instead, we rely on the fat that the robot moves in a wild, unon-

trollable way, but the trajetory satis�es the following high-level property: For any region

r ∈ R, it is assumed that the robot moves on a trajetory that auses it to strike every

open interval in ∂r (the boundary of r) in�nitely often, with non-zero, non-tangential ve-

loities. A body that satis�es this property is alled wild (Bobadilla, Sanhez, Czarnowski,

Gossman, & LaValle, 2011).

One set of systems that ahieves this motion are the ergodi systems that arise in the

study of dynamial billiards (Bunimovih, 1979). In this ase, a Newtonian partile moves

at onstant veloity and then bounes with standard re�etion laws from the boundary

(Fig. 3.1). In most planar regions, ergodiity is ahieved, whih implies wildness. An

alternative model, used in our experiments, is to boune in a random diretion from the

boundary, rather than at a presribed angle. This is preferable with the real robots beause

they annot sense the angle of inidene. In the ase of n robots, they may ontat eah

other in a ommon region, a random boune diretion is used in this ase as well (Bobadilla

et al., 2012).

A ontrol mode is a mapping u : C → {0, 1} that assigns one of two behaviors to every

olor gate. Let U denote the set of all possible ontrol modes (u ∈ U). For a olor c ∈ C,
u(c) = 0 means that any virtual gate of olor c does not obstrut the robot's motion. The

ontrol mode u(c) = 1 means that the robot must treat every virtual gate of olor c as a
wall that bloks its motion (Fig. 3.6).

For a single robot, we de�ne a disrete transition system D1 that simulates the original
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(a) (b)

Figure 3.6: Virtual gate.

a) Gate open for red olor from left to right. b) Gate losed for red olor

from right to left.

hybrid system. Let the state spae of the disrete system be R. The transition system is

de�ned as:

D1 = (R, r0,→1), (3.1)

in whih r0 is the region that initially ontains the robot. The transition relation

r →1 r′ is true if and only if r and r′ share a ommon border whih orresponds to a

virtual gate γi ∈ Γ. The environment with the regions de�ned by virtual gates may be

analyzed by means of a labeled transition graph, in whih the vertex set is the set of all

regions R, and every edge is a possible transition, labeled by the virtual gate olor that

allows it (Fig. 3.7).

r
1

r
2

r
3

r
4

r
5

r
6

Figure 3.7: Edge-olored transition graph.

The region graph of Fig. 3.2 and Fig. 3.5. The vertex are labeled with

the name of eah region, and the edges are labeled with the virtual gate

olor.

It is straightforward to show that D1 is a simulation of the original hybrid system.

Therefore, we an design a solution plan over D1, thereby induing the orret behavior of

the original hybrid system. This is the standard approah to hybrid system ontrol using a
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disrete abstration. In the ase of n robots, D1 is extended in the obvious way by making

an n-fold Cartesian produt of the transition graph. This results in a disrete transition

system Dn that simulates the motions of all robots.

We develop an event-based system (Åström, 2007). Eah robot starts with an initial

ontrol mode. During exeution, the ontrol mode may hange only when reeiving an

sensor observation event y.

Depending on the system, the events onsidered are:

1. Gate rossing: The robot detets that it rossed a virtual gate of olor c. The

observation is y = c.

2. Timer expire: The robot has been within a single region for at least t seonds. The
observation is y = timeout.

3. Change in lighting: The ambient room light hanged, either as y = lighttodark

or y = darktolight.

4. Communiation: The robot reeives a message from robot i that robot i rossed
the gate of olor c. The observation is y = (c, i).

Let Y denote the set of all possible observation events for a robot in a partiular system,

then y ∈ Y .

The ontrol modes of robot i are set during exeution aording to a poliy. Sine state

feedbak is not possible, information feedbak is instead used. Let a �lter be any mapping

of the form φ : I × Y → I , in whih I denotes an information spae (LaValle, 2006)

that is designed appropriately for the task (I depends on the task, this should beome

lear in Setion 3.1.3). The initial ι ∈ I is given, and eah time a new observation event

ours, an information-state transition ours in the �lter. A ontrol poliy is spei�ed as

an information-feedbak mapping π : I → U , whih enables the ontrol mode to be set

aording to the sensor observation history (Fig. 3.8).

The agent
identifies
a ���� y

I���mation
S�a��

I���mation
S�a��'

o

Figure 3.8: Information-state transition.

In other words, the genome of eah agent enodes a ontrol poliy, whih determines

the behavior of the agent. In the mathematial desription, this genome is interpreted as a

�lter whose input values are de�ned by the information aptured by the agent (information

feedbak). The agent only has this information to determine its new state, i.e., there is no

state feedbak. The state of ontinuous variables is unknown, both the agent Xa and the

system Xp. The system evolves driven by observations of the agent.
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3.1.3 Solving Tasks

Some examples of tasks that an be solved with the wild motion and di�erent information

spaes, �lters and ontrol polies are: Patrolling, separating into teams, navigation, reative

tasks, time-based poliies and ommuniation based strategies. Full videos for all tasks

appear at (Bobadilla, Martinez, Gobst, Gossman, & LaValle, 2011a).

The SERB robot is used in performane evaluation of these tasks (Oomlout, 2013).

Also, a Parallax ColorPAL sensor is added to the newly designed bumper system so that

both physial and virtual walls an be deteted with a simple attahment.

Patrolling

For this task, a set of robots (agents) must visit all of the regions in R repeatedly, in some

spei�ed order. In this ase, we ompute any yli path, and then assign a olor to every

edge, whih orresponds to a virtual gate. Colors may be reused, provided that no two

olors appear along the boundary of the same region. The minimum number of olors is

the maximum degree of the region graph (Fig. 3.9).

r1

r2

r3

r4
r5

r6

Figure 3.9: Cyli path for patrolling task.

Robots must visit all regions in order: r1, r2, r3, r4, r5, r6, r1, ...

Fig. 3.5 shows an example environment in whih two olors are su�ient, resulting

in C = {red,white}. These are the only observation events, leading to Y = C. There
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are two ontrol modes: U = {u0, u1}. The �rst, u0, allows the robot to ross a white

gate, u0(white) = 0 but it treats red as a wall u0(red) = 1. The seond, u1, has the
opposite e�et: u1(white) = 1 and u1(red) = 0. To ahieve patrolling, we design a small

information spae I = {ι0, ι1}. The ontrol poliy π is de�ned as ui = π(ιi) for i ∈ {0, 1}.

Figure 3.10: Filter used for patrolling

The �lter φ swithes information states when a olor is rossed as follows: ι1 =
φ(ι0,white) and ι0 = φ(ι1,red) (Fig. 3.10). When bouning ours from a virtual gate,

it is assumed that no observation event ours beause the robot does not pass through

the gate.

Depending on the initial region r ∈ R and initial information state ι ∈ I , a robot that
exeutes π will inde�nitely patrol the 6 regions in lokwise or ounterlokwise order.

Suppose that the initial state of the robot is ι0 whih makes it go through a white gate.

When it rosses the white gate, it will transition to ι1. This will make the white gate into a

virtual wall foring it to remain in the new region until the red gate is rossed. Wath video

Patrolling in (Bobadilla, Martinez, et al., 2011a) in whih 4 robots exeute the same poliy

π, but with di�erent initial regions and information states to indue various diretions of

patrolling.

Separating into teams

For another task, suppose we have two teams of robots that are initially in one region

and we would like to separate them into one team per region. To solve this problem, we

use the same �lter and ontrol law desribed in the previous subsetion. It is required

that members of the same team have the same initial information state. This task is

implemented with four robots belonging to two di�erent teams, blue and not blue. Wath

video Separating into teams in (Bobadilla, Martinez, et al., 2011a).

Navigation

It is wanted a group of robots to navigate in an environment ontaining alternating olored

gates. The goal is for the robots to move from one end region to another. The only

additional information, with respet to the previous examples, is that the robot must

hoose an information state ι0 or ι1 depending on whih virtual gate is rossed �rst. Wath

video Navigation in (Bobadilla, Martinez, et al., 2011a).
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(a) (b)

() (d)

Figure 3.11: Continuous navigation of the environment.

a) Two robots begin together in the right region; b) after 18 seonds, the
blue robot has advaned two regions, while the red robot has advaned

�ve regions reahing the left edge of the environment; ) after 54 seonds,
the blue robot has reahed the left edge of the environment, the robot

red is bak to the right; (d) after 100 seonds, the blue robot goes to the

right and is about to ending a navigation yle, the red robot is again

approahing the left edge of the environment.

Continuous navigation

Another navigation task, a bit more omplex than the previous, is moving bak and forth

between both end regions of the environment, as illustrated in the Fig. 3.11. The only mo-

di�ation that has to be made, with respet to the simple navigation, is to add information

about the number of regions that the robot will have to visit.

An implementation video is shown in (Bobadilla, Martinez, Gobst, Gossman, & LaValle,

2011b).

Reative tasks

It would also be liked to give the robots the ability to hange their poliies based on

information olleted from external environment onditions that appear during run time.

This an be easily inorporated by adding simple sensors. For example, inexpensive photo

diodes (for under $2 US eah) onto the robots that an detet if a light is turned on in

a given region. The observation event spae inludes lighttodark and darktolight.
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Simple rules an be used, for example: If the light is on, go bak to the previous region and

if it is o�, transition to a new region. Wath video Reative tasks in (Bobadilla, Martinez,

et al., 2011a) in whih a robot makes deisions about its ontrol modes based on lighting

(Fig. 3.12).

(a) (b)

Figure 3.12: Reative task: Light.

(a) No matter where the robot is, if the light is o� then the robot must

go to region 3. (b) No matter where the robot is, if the light is on then

the robot must go to region 1.

Time-based poliies

Suppose we are interested in visiting a region for at least t seonds. We an use this infor-

mation along with gate rossing information. In this example, we use two more information

states ι2 and ι3 and additional ontrol modes u2 and u3 that make the robot treat both

olors as a wall, u2(white) = u2(red) = u2(white) = u2(red) = 1. Also, u2 = π(ι2)
and u3 = π(ι3)

The �lter is illustrated in Fig. 3.13. It is initialized to information state ι2 with both

gates losed. After a predetermined period of time t > 0 has passed, the �lter swithes

to ι0, whih allows the robot to go through the white gate. One the robot rosses the

white gate, reeiving white, the �lter swithes to ι3, waiting until reeiving timeout

before transitioning to ι1. Wath video Time-based poliies in (Bobadilla, Martinez, et al.,

2011a).

Figure 3.13: A simple �lter used for time based patrolling.
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Communiation based strategies

Until now, the robots at independently to aomplish tasks using only loal information

of the environment. It is now used a approah that requires only loal ommuniation

(only robots in the same region are allowed to transmit messages) and low bandwidth

(operating with little information). Suppose that it is wanted a group of robots, initially

loated in the same region to visit a sequene of gates γ̃ with the onstraint that no robot

may advane to the next region until all have rossed the previous gate. The sequene of

gates is a way to design a navigation path along di�erent ontinuous regions (Fig. 3.9).

This model uses the ommuniation events y = (c, i) mentioned in Setion 3.1.2.

Initially all robots apply a ontrol mode u0 that guides them through the �rst virtual

gate γ̃[0]. One robot i rosses the gate, its �lter will be in an information state for whih all

gates are bloked u′0(c) = 1 for all c ∈ C, and it will broadast the message y = (κ(γ̃[0]), i)
to all other robots in the region. When it reeives y = (κ(γ̃[0]), j) for j 6= i, the robot

onludes that the whole group is in the same region and it will be allowed to move forward

to the next region. This proedure ontinues for all gates in γ̃. Note that all robots run

the same poliy but their information states may di�er at various points during exeution.

The loal ommuniation is implemented on the robots by adding an inexpensive

2.4GHz XBee module (under $25 US) to ommuniate rossing information, enoded as in-

tegers. Wath video Communiation based strategies in (Bobadilla, Martinez, et al., 2011a)

where two robots navigate jointly through a sequene of �ve regions.

3.2 Using the algorithm

The use of the algorithm for solving a problem requires two proesses:

• Design of the struture of the system.

• Adjustment proess and performane evaluation.

For the system design, the struture should onsider the following elements:

1. Formulation of the problem as a searh task.

2. Agent de�nition, its harateristis (hardware, software, struture, mobility, type of

interation and ommuniation).

3. De�nition of the environment in whih agents interat.

4. De�nition of the set of behaviors and requirements for eah ativation.

5. De�nition of the way these behaviors are represented in the agent arti�ial genotype.

That is, how the genotype maps to the phenotype.

6. De�nition of the population size, and the quorum threshold T .
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7. De�nition of a performane metri to evaluate the development of the assigned task

to the group of agents.

Most engineering problems an be formulated as searh tasks. The solution must

meet ertain performane riteria under ertain operating onditions. The agents an be

designed to interpret these onditions as part of its strategy of navigation.

For example, into a problem of design of piees, the design of a heat sink, for example,

the agents must be able to move aording to readings of variables suh as heat transfer

oe�ient, size, ost of the part, entropy, physial layout and even manufaturing limi-

tations. For signal proessing, for example, analysis of harmoni ontent of a voltage or

urrent signal, the variables ould be the value of periodi samples and maximum values

or peaks.

The navigation environment is omprised of the di�erent states of the searh spae.

Eah state is de�ned by a set of spei� values of all variables of interest. The agent

should be able to navigate this environment, that is, should be able to interpret the value

of these variables at eah point of the navigation environment.

Having identi�ed the variables and the environment, it is possible to design the sensors

and atuators of the agent.

The design of the system struture an be omplex, but is onsiderably simpli�ed by

identifying the variables of interest. These variables are the same as allow to evaluate

the system performane. The de�nition of behaviors is simpler, it is most onvenient to

think of a lustering proess of three stages as shown in the following setions (exploration,

reruitment and virulene).

3.3 Navigation using loal ommuniation between agents

The wild motion is a dynami feature that allows to solve basi navigation problems, but

tends to make �intelligent� the environment, whih is responsible for guiding the �silly�

agents. The sheme proposed by the author based on QS attempts to design navigation

strategies on the agents aording to di�erent behaviors, behaviors that are ativated in

eah agent aording to its partiular loal interation. To aomplish this, the author

will in this setion extend the theoretial framework of the previous setion adding to the

struture the interation model based on QS.

The navigation task that we will design in this setion orresponds to a partiular

ase of grouping of agents, similar to that shown at the end of the previous hapter.

Spei�ally, the author will analyze the problem of lustering by areas of agents under the

same restritive onditions of previous designs: without requiring system identi�ation,

geometri map building, loalization, or state estimation. The movement of the agent in

the environment, i.e., the position update equation for virulent bateria, reeives in this

setion the most interest. To de�ne this movement, The author proposes the use of a

gradient in the environment, onstruted from signals radiated by the agent (here an audio

signal). With this, The author attempts to generalize the ase of the video signal taken

as an example at the end of the previous hapter, to the general ase of any kind of signal

radiated by the agent (Fig. 3.14).
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Figure 3.14: Signal radiated by the agent.

The signal is transmitted by eah agent. The intensity of the signal at

a point of the environment depends on the sum of ontributions of eah

agent.

The transmission may use a video signal, audio, or any other feasible in eah of the

agents to build the gradient. In any ase, it is lear that this gradient has a dynami

behavior along the time. That is, the gradient is ontinuously modi�ed by all the robots

in the form of loal ommuniation. This feature reinfores the system ation strategy by

onsensus of its members.

The design sheme, both the algorithm and its implementation on the robot, looks for

a minimalist approah, in whih it minimizes the requirements of the robot (proessing

power, ommuniation and type of sensors). Besides, the researh seeks the autonomous

navigation of eah robot, and saling the system to any number of agents.

The navigation algorithm is formulated for a task of grouping, where the robots form

autonomously groups without any external interation or prior information of the envi-

ronment or other robots. At the end of the setion, task performane is veri�ed through

simulation for the laboratory prototypes.

3.3.1 Bakground

In general, the interest fouses on analyzing the olletive navigation problem in environ-

ments that limits the use of sensors, suh as ollapsed environments in a natural disaster.

Guiding questions of our approah are: Can a group of robots autonomously navigate

an unknown dynami environment without olleting information about it? What is the

minimum information neessary for an agent to solve the problem of navigation? Seeking

answers to these questions, di�erent navigation strategies are being investigated, in whih

we redue as muh as possible the olletion of information by the agent, and onsequently,

the requirements of information proessing and ommuniation.

In this sense, the author proposes a olletive navigation strategy for a swarm robots

in whih robots are oriented in the environment aording to the signal that they emit.

The intensity of this signal allows the robot to loate their mates, and therefore to group

together.
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3.3.2 Mathematial Model

Let W ⊂ R2
be the losure of a ontratible open set in the plane that has a onneted

open interior with obstales that represent inaessible regions. Let O be a set of obstales,

in whih eah O ⊂ O is losed with a onneted pieewise-analyti boundary that is

�nite in length. Furthermore, the obstales in O are pairwise-disjoint (their intersetion

is the empty set) and ountably �nite in number. Let E ⊂ W be the free spae in the

environment, whih is the open subset of W with the obstales removed (Fig. 3.15).

Figure 3.15: Environment desription.

Let us assume a set of n agents in this free spae. The agents know the environment

E in whih they move from observations, using sensors. These observations allow them to

build an information spae I . An information mapping is of the form:

g : E −→ Y (3.2)

where Y denotes an observation spae, onstruted from sensor readings over time, i.e.,

through an observation history of the form:

ỹ : [0, t] −→ Y (3.3)

The interpretation of this information spae, i.e., I ×Y −→ I , is that whih allows the

agent to make deisions (LaValle, 2006).

We onsider a group of n agents, di�erential wheeled robot, whose kinematis is de�ned

by:

Ẋai = ui
Xai = (x1i, x2i, αi)

(3.4)

with:

ẋ1i = vi cos αi

ẋ2i = vi sinαi

α̇i

(3.5)
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where (x1i, x2i) ∈ R2
is the position of the ith robot, αi is its heading, and vi and α̇i are

the ontrolled translational and rotational veloities, respetively. ui denotes the agent's
ontrol input (Fig. 3.16).

Figure 3.16: Continuous variables of the agent.

The interpretation of the information spae is made by eah agent aording to ontrol

poliies enoded in its genome. Eah agent is modeled as a hybrid system, equations 3.4

and 3.5 haraterize the dynamis of the ontinuous variables, and the ontrol poliies

de�ne the behavior of the agent aording to loal observations.

The disrete transition system D1 simulates the original hybrid system. Let the state

spae of the disrete system be La. The transition system is de�ned as:

D1 = (La, l1,→2), (3.6)

in whih l1 is the behavior initially running by the agent. The transition relation l1 →2

is true if and only if the signal moleule (signals emitted by other agents or landmarks in

the environment) is read and interpreted by the agent.

It is assumed the agents are able to sense the proximity of their team mates and/or

obstales within the environment, using minimal information. Therefore, the neighborhood

of Xai is given by the range and �eld of view of the sensing hardware.

All robots broadast a signal, whih is modeled as an intensity funtion over R2
. Let

m denote the signal mapping m : R2 −→ [0, 1], in whih m(p) yields the intensity at

p ∈ E. Sine all the robots broadast their own signal while moving in the environment,

the spetrum or map navigation is always dynami.

The environment E and even the signal mapping m are unknown to the robot. Fur-

thermore, the robot does not even know its own position and orientation.

The goal is to design the ontrol poliies for the n robots in order to independently

solve navigation tasks in a dynami and unknown environment.
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3.3.3 Navigation algorithm

Control strategy

The ontrol strategy is supported by the intention to develop the simplest possible system,

but able to olletively solve omplex navigation tasks. The main feature that is wanted

is robustness in real appliations (the task must be met regardless of some of the agents

fail).

With this approah, the strategy not requires determining the oordinates of the robots,

their mathematial models or a entral ontrol unit. Instead, the strategy proposes that

the robots navigate aording to the intensity of a signal in the environment, an intensity

gradient in the environment that they built themselves.

In priniple, all the robots in the environment transmit a given signal. These signals,

whih alter the environment, establish a loal ommuniation between robots. The signals

are radiated, entered on eah of the robots, and lose intensity with distane from the

robot. For analysis, it is assumed that all signals are idential, but the more general ase

allows di�erenes.

Figure 3.17: Robots and their signals.

The dark areas represent greater intensity.

It is onsidered two kinds of sensors. A �rst ontat sensor (CS ), whih reports when

the robot is in ontat with the environment boundary ∂E:
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hCSi
(x1i, x2i) =

{

1 if (x1i, x2i) ∈ ∂E
0 otherwise

(3.7)

And the intensity sensor (IS ), that indiates the strength of the signal:

hISi
(x1i, x2i) = h (x1i, x2i, αi, E, m) ∈

[

0, 1
]

(3.8)

The intensity values are normalized in the interval [0, 1℄, where 1 orresponds to the

maximum intensity value. The robots must move to �nd the highs in the intensity map.

Two intensity sensors in a robot are apable of providing information relating to the gra-

dient of intensity map:

∇mi (p2 − p1) (3.9)

where p1 and p2 are the loations in R2
of the sensors on the robot i (Fig. 3.18).

(a)

(b)

Figure 3.18: Intensity gradient in an environment.

Intensity gradient simulated for an environment of 7 m × 7 m. a) Three-

dimensional view, the red olor identi�es the highest values. b) Intensity

at points p1 and p2 orresponding to the intensity sensors of a robot.

The robots do not require other types of sensors, suh as global positioning, odometry,

or a ompass. Therefore, it is unable to obtain preise position or angular oordinates.

The robots have no di�erential speed ontrol on their wheels (On-O� ontrol), this

redues the possible ations or motion primitives that are given to move the robot, sim-

plifying the ontrol and modeling. Furthermore, this allows some slak in the design of

the robots; i.e., the sheme is robust regardless of variations in implementation (it is very

di�ult to build idential robots, and always to keep them in that way). The robots are

allowed only four motion primitives (Fig. 2.21):
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• ufwd −→ Forward: The robot goes straight forward in the diretion it is faing. Both

wheels rotate at their rated positive speed.

• ubwd −→ Bakward: The robot goes bakward in the opposite diretion it is faing.

Both wheels rotate at their rated negative speed.

• urgt −→ Right: The robot rotates lokwise, turns right. The left wheel runs at

rated positive speed, and the right wheel runs at rated negative speed.

• ulft −→ Left: The robot rotates ounterlokwise, turns left. The left wheel runs at

rated negative speed, and the right wheel runs at rated positive speed.

,
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B�������

0,-

Left

-,

Right

0

0 0

0 0

0 0

Figure 3.19: State diagram orresponding to the robot's movement.

The onstrution of the diagram is made from the point of view of move-

ment of the motors.

Navigation plan

The intensity robot sensors provide information proportional to the gradient of intensity

map. This information is su�ient to de�ne the movement of the wheels of the robot, i.e.,

the motion primitive to be applied at any given time.

Let us onsider our testing task: We want to group the robots at some arbitrary point

in E. To solve this task, the robots must navigate with the steepest asent of m. The

equation 3.9 enables the robot to determine the intensity of m in the points p1 and p2 in

whih the sensors are loated. Applying rotation primitives, the robot is able to align it

self with the position that minimizes the di�erene. Then, using primitives for forward

and bakward, the robot an determine the diretion in whih the gradient of m inreases.

A possible navigation plan that solves this task is shown in Table 3.1.

The struture of the system, where eah agent has a minimal hardware, makes di�ult

the aurate reading of the quorum threshold T by robots. The value of T for the ativation

of QS is estimated by eah robot aording to the sensed intensity. However, due to the

limited hardware, it is not possible to disriminate with preision the number of robots.

Neither is it possible to de�ne high values of T (assign high value of T is equivalent to

not inlude QS, beause the threshold is never reahed). However, it is possible to identify

small groups of 3-5 robots.
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Table 3.1: Plan for the grouping task

1. If hCS = 1, ⇒ apply ubwd, and then apply ulft a random angle. Do Iavg = 0 (average
intensity).

2. Read sensors. Determine Ip1 = hIS (p1) and Ip2 = hIS (p2).

3. Determine the orientation of m by alulating the di�erene of intensities Ip2 − Ip1.

4. If

(a) (Ip2 − Ip1) > 0 ⇒ Apply urgt. Go to step 2.

(b) (Ip2 − Ip1) < 0 ⇒ Apply ulft. Go to step 2.

() (Ip2 − Ip1) ≈ 0 ⇒ Go to step 5.

5. Store the average intensity of the urrent position, Iavg .

6. If Testimated(Iavg) > T , ⇒ maximize the intensity of the signal emitted by the robot

(ativate QS).

7. Determine the diretion of inreased intensity alulating the di�erene of intensities

stored Iavg(t)− Iavg(t− 1).

8. If

(a) (Ipm(t)− Ipm(t− 1)) ≥ 0 ⇒ Apply ufwd. Go to step 1.

(b) (Ipm(t)− Ipm(t− 1)) < 0 ⇒ Apply urgt to rotate 180 degrees, then apply ufwd.

Go to step 1.
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Although the struture does not allow analysis for multiple values of T , it is possible
to observe the e�et of the QS on the performane of the task.

Convergene of the navigation plan

Before a performane evaluation, it is neessary to demonstrate that the proposed navi-

gation plan is able to solve the task (grouping), i.e., that the algorithm onverges. To

establish the onvergene, the author �rst shows that following the proposed navigation

plan under the desribed onditions, any robot an navigate around obstales (along the

perimeter) in E following the gradient of intensity. And seond, the author shows that if

the robot is able to surround the obstales, then the robot will �nd the other robots near

it in a �nite number of steps.

Lemma 3: If E is the free spae where the agents an navigate, then all the points

pj ∈ R2−O are possible meeting points. For every obstale boundary ∂O of obstales O ⊂
O, and every possible meeting point pj , there exist at least one intensity loal maximum

p0 ∈ ∂O in the range of the sensor of the agent for whih the gradient of the signal

onstruted by eah of the agents is disjoint from the interior of O (they have no element

in ommon, Fig. 3.20).

Figure 3.20: No observable global maximum by the agent due to obstale.

The obstale prevents that the agent observes the global maximum.

However, there is a point in ∂O (loal maximum) whih is deteted by

the agent as a global maximum.

Proof: The navigation problem is that the agent an not diretly sense the intensity

of the point pj (global maximum) due to the presene of an obstale (Fig. 3.20). The
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lemma states that under these onditions, the agent will always �nd a loal maximum at

∂O. Navigating to this loal maximum, over time, the agent will border the obstale.

If it is assumed that under the onditions proposed in the navigation plan, there are

a �nite number of loal maximums along ∂O, for a meeting point pj,t at time t, one or

more of these points along ∂O an be a global maximum for the agent that searhes the

meeting point. Sine the signal intensity inreases with dereasing distane to pj,t, the
global maximums are points of ∂O that are lose to pj,t. If we all p to any of these

points, and we all d (pj,t, p) the shortest distane from one of these points to pj,t, then,
by onstrution, no other points in O are loser to pj,t than p. This means that d and the

interior of O are disjoint (d is in E). Therefore, if the agent navigates to the point p in

∂O, always ahieves avoid the obstale. �

Aording to the above, if the agent follows the proposed navigation plan, the agent

will always be able to �nd a maximum in the intensity gradient in ∂O, and therefore, it

will be able to go around. This will be true all the time, regardless of the dynamis of

hange in the intensity gradient.

Lemma 4: For eah global maximum pj,t at time t, if there is a path between the agent

i and the meeting point pj,t, then the agent i, following the navigation plan, will �nd the

meeting point pj,t after a �nite number of motion primitives.

Proof: The navigation plan of the agent moves eah wheel to align it with the gradient

of intensity. After to align it, the plan fores the agent to move to the point of highest

intensity deteted by the sensors. These points are loal maxima of the intensity gradient.

And, aording to Lemma 3, it might be stated that the agent always suessively ome

near until �nd the global maximum of the intensity gradient.

If the agent is able to navigate around obstales, the navigation plan ensures that after

a �nite number of motion primitives the agent will be at a point of greatest intensity, i.e.,

agents who are lose be grouped around pj,t. �

3.3.4 Experimental prototype and simulations

For the experiments, we use again the SERB robot (Fig. 3.4). Besides the bumper with

impat sensor, we add two mirophones as audio sensors. In the spirit of minimalist design,

the robot and all its peripherals, inluding the mirophones, is handled by a single 8-bit

miroontroller (Atmel ATmega328, 8-bit AVR RISC-based miroontroller).

As detailed above, while it is possible to ontrol the translational and rotational speeds

of the robot, the sheme hooses to use a software atuator, a high-level ontrol whih

generates ontrol states in order to failitate the onstrution of state diagrams. In this

way, eah wheel has two hoies of motion: lokwise and ounterlokwise. Therefore, the

robots an move forward, bakward, turn on their axis in any diretion.

The system is homogeneous, that is, all agents are idential in design. If the task

requires more agents, we only have to plae them in the environment. Due to the impos-

sibility of build tens of these robots, it is only used the prototype robots (three robots) to

observe the basi behaviors of the algorithm. The analysis of the dynamis of the system

is done with ten robots through simulation.
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The simulations are performed on Player/Stage (Vaughan, 2008; Gerkey et al., 2003),

this platform allows for the simulation run exatly the same ode developed in C for the

real robot. They onsider not only the funtionality of the algorithm, but also the physial

harateristis of the robot, i.e. shape, size (0.20 m x 0.22 m) and weight (0.530 kg). The

mirophones are installed just above its geometri enter.

The simulation environment is designed in square shape with a total area of 6 m ×
6 m = 36 m

2
. Inside the environment, there are three holes inaessible to the robots

as obstales for navigation and sensors. The simulations use a total of 10 agents, all

ompletely independent of eah other.

Fig. 3.21 and Fig. 3.22 shows the results of four simulations. The four simulations are

performed under the same onditions (ten idential robots randomly distributed in the same

environment, all them with the same navigation plan), the only di�erene among them is

the initial position of robots (random initial loation). In the �rst ase (Fig. 3.21(a)), the

robots form groups in 1 min. and 48 s (00:01:48, time in the simulation). In the seond ase

(Fig. 3.21(b)), the robots form groups in 53 s (00:00:53). In the third ase (Fig. 3.22(a)),

the robots form groups in 1 min. and 26 s (00:01:26), and the fourth ase (Fig. 3.22(b)),

the robots form groups in 37 s (00:00:37).

(a) (b)

Figure 3.21: Simulation of the autonomous navigation: Grouping 1.

Robots learn to navigate autonomously using loal information, and after

a while get together in small groups. (a) First ase, the robots are

grouped after 1 min. and 48 s (00:01:48). (b) Seond ase, the robots

are grouped after 53 s ((00:00:53)).

In all these ases a value of T = 20 is assigned, i.e., the agents never ativate their QS

(grouping without QS). After 20 simulations under the same onditions, the simulations

show an average expeted time to perform the task of 1 min. and 10 s (00:01:10). To

evaluate the impat of QS, other 20 simulations under the same onditions are performed,

but with a value of T = 3. While the general behavior is the same, the simulation time

is redued to an average of 47 s (00:00:47), whih means a time redution of about 33.6%.

Although it is true that times are dependent on the ode (genome), robots and funtioning



CHAPTER 3. A FIRST APPLICATION: ROBOT MOTION PLANNING 77

(a) (b)

Figure 3.22: Simulation of the autonomous navigation: Grouping 2.

Robots learn to navigate autonomously using loal information, and after

a while get together in small groups. (a) Third ase, the robots are

grouped after 1 min. and 26 s (00:01:26). (b) Fourth ase, the robots

are grouped after 37 s (00:00:37).

of the entire system (hardware), aording to the simulations, it is lear the e�et of QS

on the performane of the algorithm. An additional e�et of QS is that, the dispersion of

the times is dereased.

These data are summarized and analyzed using box and whisker plots (Fig. 3.23). The

summary statistis used to reate a box and whisker plot are the median of the data, the

lower and upper quartiles (25% and 75%) and the minimum and maximum values.

As in most of the ases observed in Player/Stage (62%), the maro-sale model is

developed for two grouping areas. These two areas have similar performane, the meeting

point depends on the position of the agents, not of the environment. Aording to the

onditions of the system, for the initial hoie of the areas there is no favoritism riteria,

i.e.:

µ1 = µ2 = µ (3.10)

The proess of migration between the two areas depends on the number of agents in

eah area. That is, the values of λ1, λ2, ρ12, ρ21, k1 and k2 depend (are funtions) on X1,

X2, Z1 and Z2. To simplify the analysis, these values are de�ned as:
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Figure 3.23: E�et of QS on the navigation total time.

Box and whisker plots of the navigation total time of 10 agents with

random initial position. 20 simulations are performed for eah of the two

ases: Without QS (left in blue) and with QS (right in red). The entral

box represents the values from the lower to upper quartile (25th to 75th

perentile). Exluded (and shown) outliers. The middle line represents

the median. A line extends from the minimum to the maximum value.

µ1 = µ2 = 1
λ1 = X1

λ2 = X2

ρ21 = X1 + Z1

ρ12 = X2 + Z2

k1 = Z1 + 1
k2 = Z2 + 1

(3.11)

Fig. 3.24 shows the �ow hart for this system. The system of equations an be written

as 3.12.

Ṙ = −2µR

Ẋ1 = µR+ λ1Z1Θ(R)Θ (T − Z1)− ρ12X1 + ρ21X2 − k1X1

Ẋ2 = µR+ λ2Z2Θ(R)Θ (T − Z2) + ρ12X1 − ρ21X2 − k2X2

Ż1 = k1X1 − ρ12Z1 + ρ21Z2 − λ1Z1θ (R)Θ (T − Z1)

Ż2 = k2X2 + ρ12Z1 − ρ21Z2 − λ2Z2θ (R)Θ (T − Z2)

(3.12)

Fig. 3.25, 3.26 and 3.27 show the simulation of maro-sale model for di�erent ases.

Fig. 3.25 shows the ase already disussed, where the system has 10 agents, a threshold of

T = 20, and the agents are grouped into two areas of equal performane without triggering

its QS. Fig. 3.26 shows the same ase (10 agents and two areas of equal performane), but

with a threshold of T = 3; in this ase, the QS is ativated (t = 3 min), whih greatly

inreases the grouping speed (redution in total time of 20%). The times in these urves
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Figure 3.24: Flow hart for grouping in two areas.

do not math the times at Player/Stage due to how the onstants ware de�ned in equation

3.11. These onstants must also onsider the response speed of the agents.

Fig. 3.27 shows a generalization of the behavior for 50 agents and a threshold T = 10.

The �gure shows again as the onvergene proess is aelerated when the system ativates

the QS (t = 10 min).

Finally, additional experiments allow to show that the algorithm onverges even when

agents are not ompletely uniform (Fig. 3.28). Di�erent robots of similar size, transmitting

a similar but di�erent signal, also are able to group together when they follow the navigation

plan. This means that the task is done regardless of whether some robots fail, or if its

dynamis di�ers from the original model (robustness).

3.4 Designing navigation paths

The navigation strategy detailed in the previous setion, allows bateria with virulent

behavior loate their neighbors, and remain lose to them. However, these bateria do

not follow any path, and the �nal destination is unknown. In this setion, the author

generalizes the formulation with the intention to desribe a formal navigation strategy for

a desired path.

There are generally two approahes to solve navigation problems: On one hand the

traditional hoie in ontrol, inluding system identi�ation, geometri map building, lo-

alization, and state estimation. With these analytial tools, the loation of the agent and

the destination are know, and the ontrol unit knows how the agent moves, and therefore

it an exatly instrut the agent on how to move to the destination. On the other hand,

there is the traditional hoie in nature, in whih the agents move aording to information

and interation in the environment, for example motivated by food, light, temperature or

other agents.

In the nature approah, whih �ts the proposed baterial model, the information and
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Figure 3.25: Maro model simulation results for a grouping task (10 agents, T = 20) -

Without QS.
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Figure 3.26: Maro model simulation results for a grouping task (10 agents, T = 3) - With

QS.
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Figure 3.27: Maro model simulation results for a grouping task (50 agents, T = 10) -

With QS.
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Figure 3.28: Experiment with nonuniform agents.

Experiments with systems formed by agents with di�erent shapes, sizes,

speeds, sensors and signal intensity showed that the system onverges.

The robots were designed and onstruted by students of Eletrial Teh-

nology at the Distrit University Franiso José de Caldas.

interation in the environment an be modeled as landmarks. The biologial bateria,

aording to their speies, move in a given environment towards areas of greater onen-

tration of food (Guzmán, Delgado, & De Carvalho, 2010). Similarly, when a human being

is in a mall, he seeks the things of interest examining display ases and looking aess

doors. In eah of these ases, the items are reognizable landmarks for agents.

Returning to the baterial model, the navigation problem is related with the motion

of the agent in the environment. Therefore, what is the best model for updating the

motion? The author has answered this question using a movement model that resembles

the movement of partiles suspended in a �uid (Toth, Banky, & Grolmusz, 2011).

3.4.1 Bakground

The proposed navigation strategy aims to ensure that the swarm of robots travel a route

established aording to the projetion of the expeted behavior of the robots on a speed

�eld designed on the environment. Navigation is done aording to Brownian motion

(Einstein, 1905), but with the partiles of the environment �xed as landmarks, and whose

pushing fore (signal strength) is designed aording to the desired behavior.

This part of the researh fouses on analyzing the navigation algorithm, the movement

poliies of the robots and the design of the speed �eld on the environment, maintaining the

premises of minimalism, autonomy, and salability. One question that guided us through-

out the entire design proess was: Does the robot an navigate the environment without

olleting information?
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3.4.2 Mathematial Model

As before, W ⊂ R2
is the losure of a ontratible open set in the plane that has a

onneted open interior with obstales O ⊂ O that represent inaessible regions. O is the

set of obstales. The obstales in O are pairwise-disjoint and ountably �nite in number.

E ⊂ W is the free spae in the environment, whih is the open subset of W with the

obstales removed (Fig. 3.15).

A set of n agents an navigate in the free spae E. The agents know the environment

E from observations, using sensors. These observations allow them to build an informa-

tion spae I (Equation 3.2, information mapping), where Y denotes an observation spae,

onstruted from sensor readings over time, i.e., through an observation history (Equa-

tion 3.3). The interpretation of this information spae, i.e., I × Y −→ I , is what allows
the agent to make deisions (LaValle, 2006).

Again, the mathematial model of these agents is not important for the ontrol strategy.

However, for analysis purposes, these agents are disussed as di�erential wheeled robots,

whose kinematis is de�ned by Equation 3.4 and 3.5, where (x1i, x2i) ∈ R2
is the position of

the ith robot, αi is its heading, and vi and α̇i are the ontrolled translational and rotational

veloities, respetively. ui denote the agent's ontrol input.

As expeted, again the agents are modeled as hybrid systems. Equations 3.4 and 3.5

haraterize the dynamis of the ontinuous variables, and the ontrol poliies de�ne the

behavior of the agent aording to loal observations. The disrete transition system D1

simulates the original hybrid system. Let the state spae of the disrete system be La.

The transition system is de�ned as:

D1 = (La, l1,→2), (3.13)

in whih l1 is the behavior initially running by the agent. The transition relation l1 →2

is true if and only if the signal moleule (signals emitted by other agents or landmarks in

the environment) is read and interpreted by the agent.

Now, for navigation, the environment has a total of k landmarks. All landmarks broad-

ast a signal. However, the value of the signal for eah landmark is dependent on the navi-

gational path designed for robots. The signal now is modeled as an intensity funtion over

R2
(in the former ase, the gradient map was dynami and shaped by the ontributions of

eah agent, now the map is stati and designed for navigation of agents). Let m denote

the signal mapping m : R2 −→ [0, Imax], in whih m(p) yields the intensity at p ∈ E. We

assume that the robot's sensing range is a small irle in R2
whose radius r is on the order

of the robot's typial displaement.

The dynamis of the system is oordinated again by loal interations. The environment

E and the signal mapping m are unknown to the agent. The robot also does not know its

own position and orientation.
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3.4.3 Navigation algorithm

Robot movement strategy

The navigation strategy that the author proposes intended to dupliate the movement of

partiles suspended in a �uid, due to the ontinuous bombardment of atoms and moleules.

This phenomenon is known as Brownian Motion, a name also given to the mathematial

models used to desribe it (Toth et al., 2011; Sayed & Sayed, 2011).

In the mathematial desription of Brownian motion developed by Albert Einstein

(Einstein, 1905), the physiist made a di�usion equation for Brownian partiles in whih

the di�usion oe�ient, or mass di�usivity DC , is related to the mean square displaement

of the partile. If β (x, t) is the Brownian partile density in the point x at time t, then β
satis�es the di�usion equation:

∂β

∂t
= DC

∂2β

∂x2
(3.14)

Following the moments given by the solution of equation 3.14, and assuming this be-

havior model for the robots, the movement of the robots in small time intervals △t, de�ned
by its own dynamis (response speed), an be determined as:

xi (t+△t) = xi (t) + v (xi)△t+
√

2DC△t (3.15)

where xi is the kinematis of robot i, and v (xi) is the value of the speed �eld sensed

by the robot i at position xi. As shown in equation 3.15, the displaement of the robot

is determined by two terms, one whih depends on the intensity of the speed �eld in the

environment v, and another whih depends on the di�usion oe�ient DC . From the

viewpoint of the model based on QS, this oe�ient is a onstant that represents the ease

with whih the robot moves in the environment (it relates to the speed of response of the

robot).

The robots are basially event-driven agents. They move ontinuously hanging di-

retion randomly when hitting an obstale. Their forward diretion is adjusted aording

to the speed �eld, whih is indiated by speially designed landmarks. These landmarks

in our model emulates the behavior of the moleules in the �uid, but unlike many real

systems, we do not want to �ll the environment with them; the installation of a few is

enough to oordinate the movement of the robots.

Eah landmark enoding an intensity value v orresponding to the value of the speed

�eld in the point px where the landmark is loated. In this way, when an agent reahes

the point px, using its sensors, reads the intensity value enoded in the landmark. This

intensity value is a salar (no enodes information related to the gradient of the speed

�eld).

One again, we onsider two kinds of sensors. A �rst ontat sensor (CS), whih reports
when the robot is in ontat with the environment boundary ∂E:
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hCSi
(x1i, x2i) =

{

1 if (x1i, x2i) ∈ ∂E
0 otherwise

(3.16)

And the intensity sensor (IS), that indiates the strength of the signal in the landmark:

hISi
(x1i, x2i) = h (x1i, x2i, E, m) (3.17)

The intensity values are normalized in the interval [0, 0.2℄, where 0.2 m/s orresponds

to the maximum speed value in the environment. We hose the maximum value of 0.2

m/s for onveniene, sine this is the speed at whih move the laboratory prototypes. The

robots do not require other types of sensors, suh as global positioning, odometry, or a

ompass. Therefore, it is unable to obtain preise position or angular oordinates.

As we explained in the previous setion, the robots have no di�erential speed ontrol

on its wheels, this redues the possible ations or motion primitives that are given to move

the robot, simplifying the ontrol and modeling. Furthermore, this allows some slak in

the design of the robots. The robots are allowed only four motion primitives, whih we

transribe here again (Fig. 2.21).

• ufwd −→ Forward: The robot goes straight forward in the diretion it is faing, both

wheels rotate at their rated positive speed.

• ubwd −→ Bakward: The robot goes bakward in the opposite diretion it is faing.

Both wheels rotate at their rated negative speed.

• urgt −→ Right: The robot rotates lokwise, turns right. The left wheel runs at

rated positive speed, and the right wheel runs at rated negative speed.

• ulft −→ Left: The robot rotates ounterlokwise, turns left. The left wheel runs at

rated negative speed, and the right wheel runs at rated positive speed.

Let us onsider the testing task: We want a group of robots to navigate the environment

along a route, from some arbitrary point p0 in E, aording to the speed �eld in the

environment. This speed �eld is spei�ally designed for the desired route, but for now

is onsidered that exist in the environment, and is indiated to the robots through �xed

landmarks in E (Fig. 3.29). When the landmark indiates a high intensity value, equation

3.15 establishes that the agent must greatly inrease its speed. If the landmark indiates

a low intensity value, the inrease in agent speed is also low.

The intensity sensor on the robot allows to know the value of the speed �eld indiated

by the landmark, but only when the robot loates the landmark. This feature re�ets the

robot's limited sensing apaity. The impat sensor ompletes the motion struture of the

robot. Every time the robot detets an environmental limit or an obstale on the way,

the robot rotates on its axis a random angle, and advanes again at onstant speed. This

random movement is what guarantees that the robot eventually �nds the landmarks in the

environment (Bobadilla, Gossman, & LaValle, 2011). Applying the primitives for forward,

bakward and rotation, the robot an follow the behavior desribed above. A possible

navigation plan that solves this task is shown in Table 3.2.
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Figure 3.29: Environment for navigation on a designed route.

Environment with obstales. The arbitrary starting point is p0, and the

destination point is p1. Several landmarks indiate the value of the speed

�eld at some points of E.

Table 3.2: Plan for the navigation task

1. If hCS = 1, ⇒ apply ubwd, and then apply ulft or urgt (random seletion) a random

angle. Go to step 1.

2. If hCS = 0, ⇒ apply ufwd.

3. If hIS (x, y) 6= 0, ⇒ alulate the movement of the robot aording to equation 3.15

and the value of hIS (x, y). Apply ufwd, ubwd, urgt or ulft as required by the new

position. Go to step 1.

In order to evaluate the behavior of this strategy, it is perform a �rst simulation of

motion for a robot, under the following parameters:

1. A single robot in the environment. Constant robot speed of 0.2 m/s.

2. Environment of unlimited size and without obstales.

3. Environment full of Brownian partiles (landmarks), with random value of speed

�eld. The range of values was taken between 0 and 0.2 m/s.

4. Robot's mass of 0.530 kg, aording to real prototype. Mass assumed for Brownian

partiles of 0.1 kg.

5. Di�usion oe�ient of the environment of 30× 10−6
m

2/s.

6. Simulation time of one minute.

Starting from the position (0,0), and following the behavior poliy desribed in Table

3.2, the robot navigated in the environment dupliating the behavior of a Brownian partile

as shown in Fig. 3.30.
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Figure 3.30: Brownian motion of a robot.

Brownian motion of a robot in an environment full of partiles with

random �eld intensity. (a) Evolution of the retangular omponents of

the displaement of the robot along the time. (b) Movement of the robot

in the environment, starting from the position (0,0).
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Route planning

This setion presents a possible strategy for the design of the speed �eld in the environment

of the robot, aording to a desired path. Using this speed �eld to de�ne the intensity

of the signal in the landmarks, and aording to the robot motion strategy proposed in

the previous setion, we expet the robots to ahieve the goal, i.e., they will navigate

the environment to their destination, avoiding obstales, and no matter what were their

starting point, after a �nite number of motion primitives.

Let the funtion P (x1, x2)|p0→p1
be the route designed for the robots in the environ-

ment E (Fig. 3.31). Let v (x1, x2) be the speed �eld on E whih guides the movement of

robots. Let DC be the di�usion oe�ient, that in the model is related to the onentration

in the environment, and is therefore proportional to the mobility of the robots (onstant

value, all the robots are idential and with �xed struture).

Figure 3.31: Planned route for navigation.

Planned route from p0 to p1 in two-dimensional environment with two

obstales.

In order that the robots are oriented along P (x1, x2)|p0→p1
, the intensity of the speed

�eld should be minimal for the points belonging to P (x1, x2)|p0→p1
. In addition, the

�eld intensity should inrease as the points away from the route. This inrease an be

alulated along a normal line to the path traed. For any point p (x1, x2) whih does not

belong to the path P (x1, x2)|p0→p1
, the value of the intensity of the speed �eld should be

proportional to the perpendiular distane from the point to the path.

Finally, as the path has a diretion, the intensity of the speed �eld must also derease

along the path towards the destination. As an example, onsider again a two-dimensional

environment without obstales for the robot. Let us think now that we want to design a

path to guide the robot to a ertain position, for example, the position (5, 4). The initial
position of the robot is random, it an begin anywhere. For onveniene of design, we

seleted as the starting point of the route an opposite extreme, for example the position

(1, 1). Following the given design parameters, we an onstrut a map of speed �eld as
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shown in Fig. 3.32 (the maximum speed is adjusted aording to the speed of the robot).
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Figure 3.32: Speed �eld designed.

Speed �eld designed for the navigation path x2 =
3
4x1+

1
4 between points

(1, 1) and (5, 4).

This speed �eld does work as an attrative �eld for the partile, the robot. No matter

what the initial position of the robot, the robot eventually will navigate guided by the path

to its destination. To see this e�et, we added this speed �eld to the previous simulation,

and it is obtained a preditable behavior of the robot as shown in Fig. 3.33. All other

parameters remained unhanged.

The initial position of the robot is seleted arbitrarily in (1, 3). Unlike the random

behavior shown in Fig. 3.30, this time the robot turned to the path designed, and followed

it as a referene until it reahes its destination, where it stayed around. However, the

expeted behavior in the prototypes is signi�antly di�erent. We want to install only a few

landmarks in the environment, whih will make the robot explore the area before reahing

its destination.

The landmarks always remain in its position, and enoding the value of the �eld inten-

sity v at that point of E. Physially they an be implemented, for example, with olored

markings on the �oor. From this point of view, the landmarks an be interpreted as a

generalization of the virtual gates.

When the agent �nds one of these marks it reads the enoded intensity value (intensity

of olor, for example), and interprets it aording to the ontrol poliy enoded in its

genome (disrete transition to a new behavior). A high value of intensity in the landmark

is interpreted by the agent as a high repulsive fore, resulting in a high speed of movement

in the agent in new random diretion. In ontrast, a low value of intensity in the landmark
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Figure 3.33: Brownian motion of a robot in the environment.

Brownian motion of a robot in an environment full of partiles with

designed �eld intensity for the navigation path x2 = 3
4x1 +

1
4 between

points (1, 1) and (5, 4). (a) Evolution of the retangular omponents

of the displaement of the robot along the time. (b) Movement of the

robot in the environment, starting from the position (1, 3). The robot

reads the loal value of the speed �eld, and aording to its intensity,

the robot reats and moves as if the environment pushed him toward his

destination, in whose viinity �nally remains (top right of Fig. 3.33(b)).
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is interpreted by the agent as a weak repulsive fore, whih keeps the agent relatively lose

to the landmark.

In the ase of a hetereogeneos robot system, robots with di�erent apaities of sensing

and ativation, the system model should fous on oordinate the sharing information (loal

ommuniation between robots) and the information that eah robot is able to read of the

environment (Niemzyk & Geihs, 2015). The algorithm must be adjusted to allow that

the system to proess all the information required for the development of the task, whih

means that the robots read the environment aording to the sensors that they possess and

ommuniate this information to its nearest neighbors. Under this approah, all robots

work together for the development of the task, regardless of their di�erenes. However, it

may be the ase where it is desired that a group of robots, with ertain harateristis,

perform a task, while the rest perform another task. In the latter ase it is neessary to

hange the model to allow segregation of a group of robots with ertain harateristis

(a partiular speies, for example). To do this, is neessary to reate a representation of

eah group of robots, maintaining for the entire system (all robots) a single set of rules

of interation with the environment (for example, the same arti�ial potential funtion)

(Filho & Pimenta, 2015).

3.4.4 Simulations

Simulations in Player/Stage are used to illustrate the performane. The on�guration

of the simulator fully respets the riteria of the urrent laboratory tests. Again, the

simulations onsider not only the funtionality of the algorithm, but also having taken

are of the physial harateristis of the robot (the SERB robot).

In relation to the di�usion model, the author has assumed as mass of the partiles of

the environment a value of 0.1 kg, this in order that this mass be omparable with the

mass of the robot, and generates the desired motion e�ets.

The navigation task that are shown below is to guide a group of �ve robots to their

destination in the top right of the environment. The environment has a few landmarks, so

we hope that the robots explore the environment before reahing their destination. The

robots are plaed randomly in the environment, and they move independently aording

to their own evaluation of the model (disrete transition aording to equation 3.15). The

landmarks have been installed around the obstales in the environment. This failitated the

haraterization and implementation of the movement of the robots (in the wild motion,

the agent hanges diretion when it �nds an obstale, the author uses this event to also

hange the speed of the agent). Fig. 3.34 shows the results of this simulation.

After about one minute, all the robots managed to reah the target area. The �rst

one arrived in 35 s (00:00:35). As expeted, the robots explored most of the environment

during the navigation. When they reahed the top right of the environment, the robots

remained in that area navigating around it.

The analysis of the time required to omplete the task, without and with QS, an be

done statistially. The maro-sale model an also tune using this average time. It is

possible to make a �rst approximation of statistial estimation through simulations. To

do this, there were performed a total of 300 simulations, eah with a total of 20 agents in
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(a) (b)

() (d)

Figure 3.34: Simulation of �ve robots.

Simulation of �ve robots navigating from random positions in an envi-

ronment of 6 m × 6 m. (a) Initial time of simulation (t = 0). The �ve

robots start from random positions. (b) Sixteen seonds of simulation

(00:00:16). The robots explore the environment and begin to proeed to

their destination. () Thirty-�ve seonds of simulation (00:00:35). One

robot has reahed its destination. (d) Fifty-eight seonds of simulation

(00:00:58). All robots have reahed their destination.
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the same environment.

Of these simulations, 150 were developed without inluding QS in the agents behavior,

while the other half onsidered QS with a threshold of T = 3. All ases used a total of 20

agents in an environment of 6 m × 6 m. The simulations onsidered di�erent numbers of

landmarks to observe the e�et on the required total time.

These data are summarized and analyzed using box and whisker plots. The summary

statistis used to reate a box and whisker plot are the median of the data, the lower and

upper quartiles (25% and 75%) and the minimum and maximum values. Fig. 3.35 shows

the results obtained when the system does not inlude QS, and Fig. 3.36 shows the results

when the system inludes QS.

Time [minutes]

24 landmarks 16 landmarks 8 landmarks

Figure 3.35: E�et of number of landmarks on the navigation total time (without QS).

Box and whisker plots of the navigation total time of 20 agents with

random initial position. 50 simulations were performed for eah of the

three ases: 24 landmarks (left in blue), 16 landmarks (middle in red)

and 8 landmarks (right in green). The entral box represents the values

from the lower to upper quartile (25th to 75th perentile). Exluded

(and shown) outliers. The middle line represents the median. A line

extends from the minimum to the maximum value.

Simulations show that in this navigation strategy, the number of landmarks a�ets

the task development time, to a greater number of landmarks, lowest total time. This is

partiularly true when the ontrol poliies do not provide QS, where a redution of 4% is

observed when inreasing from 8 to 16 landmarks, and 16% when inreasing from 16 to 24

landmarks. When the system provides QS, the time is redued by 19% when inreasing

from 8 to 16 landmarks, but the same e�et is not observed when inreasing over the

number of landmarks.

The �gures also show that the greatest impat in reduing the time it is due to QS.

For the ase of 8 landmarks, QS was able to redue the time by 59%. In the ase of 16

landmarks, QS was able to redue the time by 65%. And in the ase of 24 landmarks, QS
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Time [minutes]

24 landmarks 16 landmarks 8 landmarks

Figure 3.36: E�et of number of landmarks on the navigation total time (with QS).

Box and whisker plots of the navigation total time of 20 agents with

random initial position. 50 simulations were performed for eah of the

three ases: 24 landmarks (left in blue), 16 landmarks (middle in red)

and 8 landmarks (right in green). The entral box represents the values

from the lower to upper quartile (25th to 75th perentile). Exluded

(and shown) outliers. The middle line represents the median. A line

extends from the minimum to the maximum value.
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was able to redue the time by 55%.

For the maro-sale model, it is oneivable that, aording to the design of the navi-

gation strategy, eah landmark indues a ell or region around, and that eah of these

regions may be a grouping area for agents. From this point of view, the model will have

a number of areas equal to the number of landmarks. The following model onsiders the

ase of eight landmarks.

Again, aording to the onditions of the system, for the initial hoie of the areas there

is no favoritism riteria, i.e.:

µ1 = µ2 = µ3 = µ4 = µ5 = µ6 = µ7 = µ8 = µ (3.18)

The proess of migration between the eight areas depends on the intensity of the speed

�eld in the area. That is, the values of λ (eight variables), ρ (14 variables) and k (eight

variables) depend (are funtions) of v. For simpliity, the landmarks are loated along

the designed route, from the farthest point (maximum intensity) to the destination point

(minimum intensity). They are uniformly distributed to failitate the alulation of the

value of intensity that must enode eah one (Fig. 3.37). The model is de�ned by the

equations 3.19, 3.20 and 3.21.

Figure 3.37: Environment and landmarks for navigation on a designed route.

The starting point is p0, and the destination point is p1. The landmark

lose to the starting point enodes the maximum intensity value. The

landmark lose the destination point enodes the lower intensity.

Ṙ = −8µR (3.19)
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Ẋ1 = µR+ λ1Z1Θ(R)Θ (T − Z1)− ρ12X1 + ρ21X2 − k1X1

Ẋ2 = µR+ λ2Z2Θ(R)Θ (T − Z2)− ρ23X2 + ρ32X3 + ρ12X1 − ρ21X2 − k2X2

Ẋ3 = µR+ λ3Z3Θ(R)Θ (T − Z3)− ρ34X3 + ρ43X4 + ρ23X2 − ρ32X3 − k3X3

Ẋ4 = µR+ λ4Z4Θ(R)Θ (T − Z4)− ρ45X4 + ρ54X5 + ρ34X3 − ρ43X4 − k4X4

Ẋ5 = µR+ λ5Z5Θ(R)Θ (T − Z5)− ρ56X5 + ρ65X6 + ρ45X4 − ρ54X5 − k5X5

Ẋ6 = µR+ λ6Z6Θ(R)Θ (T − Z6)− ρ67X6 + ρ76X7 + ρ56X5 − ρ65X6 − k6X6

Ẋ7 = µR+ λ7Z7Θ(R)Θ (T − Z7)− ρ78X7 + ρ87X8 + ρ67X6 − ρ76X7 − k7X7

Ẋ8 = µR+ λ8Z8Θ(R)Θ (T − Z8) + ρ78X7 − ρ87X8 − k8X8

(3.20)

Ż1 = k1X1 − ρ12Z1 + ρ21Z2 − λ1Z1Θ(R)Θ (T − Z1)

Ż2 = k2X2 − ρ23Z2 + ρ32Z3 + ρ12Z1 − ρ21Z2 − λ2Z2Θ(R)Θ (T − Z2)

Ż3 = k3X3 − ρ34Z3 + ρ43Z4 + ρ23Z2 − ρ32Z3 − λ3Z3Θ(R)Θ (T − Z3)

Ż4 = k4X4 − ρ45Z4 + ρ54Z5 + ρ34Z3 − ρ43Z4 − λ4Z4Θ(R)Θ (T − Z4)

Ż5 = k5X5 − ρ56Z5 + ρ65Z6 + ρ45Z4 − ρ54Z5 − λ5Z5Θ(R)Θ (T − Z5)

Ż6 = k6X6 − ρ67Z6 + ρ76Z7 + ρ56Z5 − ρ65Z6 − λ6Z6Θ(R)Θ (T − Z6)

Ż7 = k7X7 − ρ78Z7 + ρ87Z8 + ρ67Z6 − ρ76Z7 − λ7Z7Θ(R)Θ (T − Z7)

Ż8 = k8X8 + ρ78Z7 − ρ87Z8 − λ8Z8Θ(R)Θ (T − Z8)

(3.21)

Fig. 3.38, 3.39, 3.40 and 3.41 show the behavior of these equations. The urves show

again how the QS redues the task total time. When the system inludes QS, the response

speed is redued, inreasing the total time (from 300 s the population in region 8 grows

very slowly).

When the system inludes QS (threshold T = 3), the populations in the regions seven

(t = 350 s) and eight (t = 190 s) reah QS, whih inreases the population growth in these

areas.

An important aspet onsidered in the simulations was the robustness of the system,

and the guarantee of suess in the task. The Player/Stage simulations were dupliated

applying during the navigation the death of some of the agents (5% to 20% of the popula-

tion). As a result, sine the sheme is not entralized, and eah agent ats independently,

the task was ompleted in 100% of ases. However, the total time required for developing

the task hanged. For populations without QS, the total time dereased between 2% and

5%, whih makes evident some degree of orrespondene between the time and population

size. Furthermore, in ases with QS, total time inreased nearly 8% (ases with more

deaths), whih also indiates some degree of orrespondene between variables, but oppo-

site. Dependene in ases with QS is beause the ativation of virulene is determined by

a population threshold, whih is a�eted by the death of agents.

3.5 Performane omparison

Looking to answer the doubts about the onvergene time of a QS algorithm over another

without QS, we developed a statistial omparison of results between di�erent olletive

navigation strategies. For the omparison, three multiagent formation ontrol algorithms
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Figure 3.38: Maro model simulation for designed route (explorers, 20 agents, without

QS).

Maro model simulation for navigation task with designed route. The

�gure shows the size of the population in areas lose to the eight land-

marks (explorer agents). The simulation does not inlude QS.



CHAPTER 3. A FIRST APPLICATION: ROBOT MOTION PLANNING 99

0 100 200 300 400
0

0.2

0.4

0.6

0.8

t [s]

N
u

m
b

e
r 

o
f 

a
g

e
n

ts
Number of virulent agents − Z1.

0 100 200 300 400
0

0.1

0.2

0.3

0.4

t [s]

N
u

m
b

e
r 

o
f 

a
g

e
n

ts

Number of virulent agents − Z2.

0 100 200 300 400
0

0.1

0.2

0.3

0.4

t [s]

N
u

m
b

e
r 

o
f 

a
g

e
n

ts

Number of virulent agents − Z3.

0 100 200 300 400
0

0.2

0.4

0.6

0.8

t [s]

N
u

m
b

e
r 

o
f 

a
g

e
n

ts

Number of virulent agents − Z4.

0 100 200 300 400
0

0.5

1

1.5

t [s]

N
u

m
b

e
r 

o
f 

a
g

e
n

ts

Number of virulent agents − Z5.

0 100 200 300 400
0

0.5

1

1.5

2

t [s]

N
u

m
b

e
r 

o
f 

a
g

e
n

ts

Number of virulent agents − Z6.

0 100 200 300 400
0

1

2

3

t [s]

N
u

m
b

e
r 

o
f 

a
g

e
n

ts

Number of virulent agents − Z7.

0 100 200 300 400
0

1

2

3

4

t [s]

N
u

m
b

e
r 

o
f 

a
g

e
n

ts

Number of virulent agents − Z8.

Figure 3.39: Maro model simulation for designed route (virulent, 20 agents, without QS).

Maro model simulation for navigation task with designed route. The

�gure shows the size of the population in areas lose to the eight land-

marks (virulent agents). The simulation does not inlude QS.
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Figure 3.40: Maro model simulation for designed route (explorers, 20 agents, with QS).

Maro model simulation for navigation task with designed route. The

�gure shows the size of the population in areas lose to the eight land-

marks (explorer agents). The simulation inludes QS (T = 3).
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Figure 3.41: Maro model simulation for designed route (virulent, 20 agents, with QS).

Maro model simulation for navigation task with designed route. The

�gure shows the size of the population in areas lose to the eight land-

marks (virulent agents). The simulation inludes QS (T = 3).
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were seleted. As a premise of seletion of the algorithms, we deided to selet fully

doumented algorithms in high-impat journals. The three seleted strategies are:

• A sliding fuzzy sheme without delay (Sahraei, Nemati, Farshhi, & Meghdari, 2010)

• A sliding fuzzy sheme with delay (Khosravi, Jahangir, & Afkhami, 2012)

• A sliding fuzzy sheme and H∞
with delay (Ranjbar-Sahraei, Shabaninia, Nemati,

& Stan, 2012)

These three researhes were analyzed to ahieve dupliation of results. In all three

ases, the solution of the problem is addressed by designing a potential �eld between the

robots (attrative/repulsive potential �eld equivalent to the loal ommuniation between

agents), and ontrolling the relative position of the robot using an approximate model

(point at whih di�ers eah researh). The three ases ontemplate the formation of up

to seven robots in a geometri struture as an equilibrium of the system. This is why it

was inluded in all ases a blok of random error in the sensor model (simulating severe

limitations in the sensors), in order to make more di�ult the task of ontrol.

After dupliating the results of the three shemes, the problem onditions were adjusted

to take it to a task of grouping of agents. This task de�ned a onstant radius between agents

of value equal to the radius of the irle whih irumsribes it, i.e.,

0.27 m
2 (for example,

in star formation problem �ve di�erent values are ontemplated). The algorithms were

implemented in ANSI C on Player/Stage.

The simulations used again the SERB robot in the 6 m × 6 m square navigation en-

vironment. Eah test used a total of 10 robots, and a density threshold of T = 5. In

order to obtain a orret estimate of the performane of eah sheme, the evaluation of

eah is performed on a set and 50 di�erent tests (300 simulations in total). In eah test

the initial position and orientation of eah robot are hanged by hoosing them uniformly

random with in the environment. This allows agents to experiene many di�erent initial

onditions.

The population size has inreased to failitate QS. However, the value has remained

lose to that reported in (Ranjbar-Sahraei et al., 2012) in order to ensure onsisteny in

the results. A omparison with a signi�antly greater population requires a salability

analysis of eah strategy.

Table 3.3 shows the total task times obtained for 50 ases of eah algorithm. The �rst

three olumns show the original algorithms adapted to the grouping problem, and the last

three olumns show the three algorithms modi�ed with the inlusion of QS. Table 3.4 shows

the results of an analysis of variane (ANOVA) used to analyze the di�erenes between

the groups of means of the 300 tests. Sine the ANOVA test provides a statistial test of

whether or not the means of several groups are equal, this analysis reveals whether really

the inlusion of QS algorithm ontributes to reduing the total time of the task (Fisher,

1925). Fig. 3.42, Fig. 3.43 and Fig. 3.44 show the details of behavior of the average time

value for eah algorithm (distribution of values), in eah ase omparing the time value

without QS to the time value with QS.
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Table 3.3: Total task time for six grouping algorithms.

Sahraei2010 Khosravi2012 Ranjbar2012 Sahraei2010+QS Khosravi2012+QS Ranjbar2012+QS

37.9 24.5 39.0 36.5 21.8 37.0

38.1 25.7 38.2 34.8 22.0 37.3

35.9 28.7 37.9 35.4 25.2 35.4

35.5 27.6 39.4 33.5 22.0 35.3

35.9 27.4 38.8 35.6 25.7 36.1

37.5 28.0 39.3 34.9 20.5 36.5

38.0 22.3 37.6 35.8 20.8 35.5

36.0 26.3 38.1 36.5 25.8 35.2

38.2 27.7 38.2 35.6 21.0 35.5

36.6 23.5 39.3 33.6 23.7 36.0

37.9 21.9 37.6 33.5 21.4 35.1

36.9 25.7 38.9 35.2 23.7 36.2

35.3 23.5 39.5 36.0 26.4 36.8

37.5 22.1 38.7 35.8 24.8 35.4

35.9 26.8 38.4 34.9 21.9 36.2

36.0 22.2 38.9 34.7 20.5 36.5

37.0 23.0 37.9 33.7 23.8 36.1

37.3 23.3 37.7 33.5 23.9 37.0

37.0 24.1 39.4 34.7 25.9 37.1

38.3 28.5 37.5 34.4 24.3 35.5

35.3 28.2 38.4 36.1 26.4 35.9

35.6 24.5 39.0 36.2 21.1 37.2

38.0 25.0 38.2 33.5 20.7 36.6

36.1 26.1 37.5 35.1 24.5 35.3

35.4 28.4 38.8 35.9 24.5 35.9

38.0 27.5 38.0 33.8 21.4 35.3

36.9 23.0 37.8 34.5 22.5 35.9

35.8 25.9 39.4 35.5 26.3 36.8

37.9 28.0 38.0 34.1 23.0 37.2

36.5 23.1 38.2 34.5 22.7 35.6

38.3 23.4 38.0 36.3 25.0 36.1

35.3 23.7 39.1 35.2 23.0 35.8

36.2 27.8 39.5 34.3 20.9 36.2

37.0 26.7 39.4 35.5 22.5 35.9

35.3 24.5 38.6 34.5 24.3 36.2

37.6 23.6 38.9 33.7 20.7 37.3

36.4 28.0 38.2 36.5 20.9 35.5

36.9 28.6 37.6 35.9 24.7 36.3

37.5 25.1 38.4 33.5 25.3 36.6

35.9 24.5 38.8 34.0 24.9 36.1

36.9 25.5 39.1 35.4 23.0 36.6

36.6 28.8 38.0 35.4 25.6 36.2

36.0 28.5 38.0 34.7 22.3 37.0

35.3 28.3 37.7 34.6 21.0 36.3

35.8 25.5 39.2 36.3 26.2 35.7

35.9 25.4 38.4 36.0 23.2 35.7

36.7 28.0 38.7 35.6 21.8 35.2

38.4 27.6 38.1 34.2 21.7 36.3

36.3 25.7 38.1 34.8 25.3 35.2

37.3 23.1 37.6 36.1 23.8 35.2

Eah algorithm was run 50 times (300 simulations), altering in eah ase

the initial onditions of the robots.
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Table 3.4: ANOVA on the total task time for six grouping algorithms

R esults of A N O V A  test of average Tim e_[S] for groups from  "Sahraei2010" to "R anjbar2012+Q S"

A nalysis of variance table

Source Sum  of Squares df M ean Sum  of Squares F p1

Betw een 10187.826 5 2037.565 1123.249 < 0.001

W ithin 533.314 294 1.814

O 'B rien's test for hom ogeneity of variance: 0.0 2

G roup sum m ary details

G roup N M ean CI

95% 3

Standard

D eviation4
M in M ax K urtosis5 Skew 6 p

abnorm al7

Sahraei2010 50 36.72
36.447 -

36.993
0.985 35.2539857007 38.4360902759 -1.253 0.145 < 0.001

Khosravi2012 50 25.696
25.099 -

26.293
2.154 21.9466580357 28.7877084699 -1.328 -0.129 < 0.001

Ranjbar2012 50 38.465
38.291 -

38.639
0.628 37.4512564299 39.5453771598 -1.196 0.163 0.003

Sahraei2019+Q S 50 34.998
34.736 -

35.261
0.947 33.4666895775 36.4925274578 -1.175 -0.125 0.004

Khosravi2012+Q S 50 23.285
22.762 -

23.808
1.888 20.4753774557 26.4491906678 -1.304 0.100 < 0.001

Ranjbar2012+Q S 50 36.095
35.915 -

36.274
0.648 35.1442187644 37.3343032694 -0.973 0.277 0.063

1 If p is sm all, e.g. less than 0.01,or 0.001, you can assum e the result is statistically significant i.e. there is a difference betw een at least tw o

groups. N ote: a statistically significant difference m ay not necessarily be of any practical significance.

2 If the value is sm all, e.g. less than 0.01, or 0.001, you can assum e there is a difference in variance.

3 W e are 95%  certain that the true value of the m ean is w ithin this interval. B ut it could still lie anyw here outside of those bounds.

4 Standard D eviation m easures the spread of values.

5 K urtosis m easures the peakedness or flatness of values.B etw een -2 and 2 m eans kurtosis is unlikely to be a problem . B etw een -1 and 1

m eans kurtosis is quite unlikely to be a problem .

6 Skew  m easures the lopsidedness of values.B etw een -2 and 2 m eans skew  is unlikely to be a problem . B etw een -1 and 1 m eans skew  is

quite unlikely to be a problem .

7 This provides a single m easure of norm ality. If p is sm all, e.g. less than 0.01, or 0.001, you can assum e the distribution is not strictly norm al.

N ote -it m ay be norm al enough though.

The ANOVA ompares six (6) groups omprised of six algorithms on a

navigation problem: A sliding fuzzy system without delay (Sahraei et

al., 2010), a sliding fuzzy system with delay (Khosravi et al., 2012), a

sliding fuzzy system and H∞
with delay (Ranjbar-Sahraei et al., 2012),

and variants eah of them inluding QS (T = 5).
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Figure 3.42: Sliding fuzzy system without delay (10 agents).
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Figure 3.43: Sliding fuzzy system with delay (10 agents).
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Figure 3.44: Sliding fuzzy system and H∞
with delay (10 agents).
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3.6 Summary

In this �nal hapter, the author shows how to use the simpli�ed model of baterial QS to

design eletroni hardware systems. In partiular, for the design of navigation routes in

dynami environments for swarms robots.

First, the author introdues and exempli�es the properties of, what has been alled in

robotis, wild motion. He presents a �rst approah to solve the navigation problem where

the environment helps to guide the agents to their destination. This dynami ensures

omplete exploration of the area of navigation, and thus ensures that eah robot senses

the loal information needed to hange its behavior.

In the seond setion, the author presents a loal ommuniation strategy for a group of

robots that allows olletive oordination. Using a basi task of grouping, the author shows

the hybrid strutures of the agent and the system, and shows how to de�ne ontrol poliies

to ativate di�erent behaviors. Analyzing di�erent operating onditions, the author shows

how the inlusion of QS onsiderably redued the exeution times.

Finally, in the last setion, the author takes all these onepts to formulate a ompre-

hensive motion strategy for robots based on �uids partile di�usion models. Using this

updating movement, and loal environmental readings (landmarks), the author manages

to oordinate a group of robots along an unknown environment to the desired destination.

A key element throughout all designs, was the minimalist approah adopted. With

advanes in tehnology, mobile robots are inreasingly equipped with rih sensors, pow-

erful ontrol boards, high-performane omputers, and high-speed ommuniation links.

This has enabled the development of highly sophistiated systems for ommon tasks suh

as navigation, exploration, patrolling, and overage. This usually leads to a signi�ant

modeling burden, whih inludes system identi�ation and areful mapping of the robot's

environment. Powerful sensors are used for mapping and loalization. Filters are devel-

oped to obtain state estimates so that poliies based on state feedbak an be designed

and implemented. Further ompliations arise in the ase of multiple robots: Careful

oordination and ommuniation strategies are usually developed, sometimes involving a

entralized ontroller. For us, all these features not only inreases the omplexity (ost)

but also the risk of system failure, whih is against our robust approah.



CHAPTER 4

Conlusions and future work

4.1 Conlusions

In this work, the author has presented a new design strategy for arti�ial systems based

on a simpli�ed model of ellular interations in bateria known as quorum sensing (QS).

While the initial formulation of the researh involved a design strategy spei� to eletroni

hardware, along this investigation the author onludes two important aspets: �rst, the

engineering design an not be restrited to a single appliation area, i.e. not be restrited

exlusively to eletronis. Current systems are an integration of di�erent disiplines, and

the design should inlude this kind of struture. This is why the urrent boom in what is

known as Cyber-Physial System. And seond, the design model that he proposes is not

restrited only to eletroni systems, this sheme an be applied to design any arti�ial

system, any CPS, as the author has shown in roboti appliations.

The proposed algorithm tries to dupliate geneti expressions of bateria, ativated by

population sizes (QS). This feature of bateria is simpli�ed and implemented on several

platforms, at di�erent levels of omplexity. Early experiments show the priniples of inter-

ation based on loal environmental readings. Subsequent experiments show how to solve

problems from this loal interation.

The QS is a behavioral model postulated in biology to analyze and understand soial

ativity in bateria. Thanks to it, today there is an understanding of the proesses that

an, for example, develop more e�ient treatments for baterial infetions than traditional

antibiotis. While the development of these models is quite reent, its use in engineering is

no the novelty in this researh. It is possible to �nd a lot of papers in engineering around

these ideas, spei�ally as it relates to the development of bio-inspired models, and of

ourse in its use for solving problems.

The di�erent strategies that researhers try to opy into these models an be summa-

rized as: baterial foraging, baterial hemotaxis, reprodution, oding in RNAs, adap-

tation, evolution, aging mehanism and membrane systems. All these shemes have a

ommon element, they all seek to raise simple rules of eah individual that addresses in

the system its behavior, and that together allow the system re�ets oordinated behaviors,
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whih respond to spei� environmental onditions. This also was the idea in this researh,

and the author has ahieved a quite simple di�erential model onsidering spei�ally the

reprodution, ell di�erentiation and population organization proesses.

Regarding the potential appliations of these models in engineering, many researhers

report work in searh and optimization, whih seems to be a natural nihe of appliation

of all bio-inspired models. Some use them in ommuniation systems, others in pattern

lassi�ation, in �nane, for image proessing and estimation of harmonis among others.

These are all problems that an be formulated as harder higher-dimensional and dynami

optimization problems. Other examples of spei� appliation inlude reon�gurable hard-

ware, syntheti bioiruits, nanomahines and robotis, a �eld in whih we deided to apply

our design proposal. All these appliations, with the orret formulation, an also be seen

as searh and optimization problems.

The author has divided the analysis and development of the design model based on QS

in three parts. In the �rst part, he fouses on the interation between ells and evaluated

the general harateristis of a simpli�ed model of QS. He provides a detailed explanation

of adaptation of the proess, and then he shows in laboratory the funtioning emulating

the baterium model on an 8-bit miroontroller, and a framework with CPLDs to build

the hardware platform where the baterial population inreases. Thanks to this �rst work,

he manages to demonstrate the potential of the model for the design of arti�ial systems.

Furthermore, the results of the system simulation help to understand the behavior of ba-

terial ommunities, and in partiular they show that in the self-organization on�guration

investigated, the system's overall behavior is robust and salable like the biologial model.

In the seond part, the author develops the maro-sale model. With the idea of top-

down sheme design, he presents and explains the proposed system model. In this model,

he synthesizes the desired behavior of the system from the proesses of Reprodution,

Exploration and Virulene. Through analysis and simulations, and using di�erential equa-

tions, he shows that the system is stable, and that the system onverges to the desired

�nal state.

Finally, in the third part, the author presents the miro-sale model. He shows a

model of the agent that allows to implement tasks, in partiular, robotis navigation tasks.

Desired behaviors de�ned at maro-level were projeted as individual baterium behaviors.

In this way, rather than ompute the exat trajetories and sensory information of single

individual, he de�nes loal rules of behavior that allow eah baterium build its own

information spae, and from it develop the task. He shows the funtionality of the design

sheme through use of a few examples with real robots, partiularly, basi navigation tasks.

Both the agent as the system are modeled as hybrid systems. From this point of view,

the ontinuous dynami that haraterizes a ertain behavior hanges aording to loal

onditions deteted by the agent. These disrete hanges are oordinated through ontrol

poliies enoded in eah agent (genome), whih are modeled as �lters. The hybrid behavior

of agents also indues a hybrid behavior in the system.

After providing a disussion of design methodology, the author illustrates the funtion-

ality of the design sheme based on QS through the use of several examples. The results

of the navigation experiments with small robots are presented, inluding experiments with

wild bodies, experiments where robots perform the onstrution of a very simple informa-
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tion spae, and experiments with a formal appliation of navigation route design.

In the �rst experiments, the author presents an approah to ontrol multiple robots

without system identi�ation, map building, loalization or preise state estimation. The

key ideas are to make wildly behaving robots and gently guide them through the use of

virtual gates. He demonstrates the approah on simple, low-ost robots and in simulation.

If the wildness ondition is satis�ed, then the disrete transitions our during exeution,

thereby solving the desired task. The ontrol modes are set to indue the desired paths

through the transition graphs.

In subsequent experiments, the author allows robots build simple information spaes,

and that they undertake olletive oordination from them. First, he develops experi-

ments where he wants olletive oordination from radiated signals. He formulates the

algorithm, the navigation plan to be followed by the agent, and analyzes the onvergene

of the strategy. The interation between the robots responds to the simpli�ed algorithm

of loal ommuniation, whih guarantees a minimum sensing (agent with limited sensing

and/or environment that limits the use of sensors), what makes the strategy promissory

for exploration in ollapsed and unknown environments. In tests he demonstrates that the

grouping task is performed by robots regardless if one or more of the agents are damaged.

Then, in the �nal tests, the author develops experiments to demonstrate how to design

spei� navigation paths for the robots. He shows that a group of robots an be used

to solve a navigation task and exploration using a single minimalist design in hardware,

software and algorithm operation. The system dynamis (interation between the robots

and the environment) responds to the simpli�ed algorithm of Brownian motion. Again, the

navigation task is performed by robots regardless if one or more of the agents are damaged.

The robustness of the system, haraterized by the multitude of agents developing the task,

greatly inreases the performane in real environments, unknown and dynami.

In all developed experiments was observed as the inlusion of QS is able to redue the

time required for the task between 20% and 60%, depending on the partiular onditions

of the problem. The QS aelerates the onvergene inreasing the weight of the most

promising solutions. If some agents �nd some interesting loal maximum, the QS redues

the random san, deanting faster the global maximum.

The experimental results have shown that the design methodology was suessful in

ful�lling the demands of performane and robustness in a new arti�ial system, and in-

deed, in a system onsisting of multiple strutures, both eletroni as mehanial and

omputational.

4.2 Future work

There are several interesting ideas that ould be explored in future work:

• Landmarks: Regarding the experiments onduted in this researh, the observed re-

sults left some questions that should be thoroughly investigated, partiularly with

respet to the landmarks. For example, how many landmarks set in the environ-

ment? and more importantly, what are the optimal loations? Sine the landmarks
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an beome simple olor marks on the environment (with a olor ode), one of the

strategies to investigate should involve analysis of graph oloring tehniques.

• Evolution: A natural harateristi of bateria that greatly in�uened in their di-

versity and suessful survival in a variety of environments and adverse onditions,

is their high mutation rate. An interesting ingredient that deserves researh, and

ould have a signi�ant impat on the robustness of the model, and the versatility to

development tasks, is the possibility of evolution and geneti adaptability of bateria.

• Interation with other baterial speies: A whole new �eld of researh that opens from

this work, is related to the interation of di�erent kinds of bateria within the same

system. That is, within a single system there may be two or more speies of bateria,

eah with its own geneti ode (di�erent behavioral rules) among whih di�erent

kinds of relationships appearing. Interesting aspets to investigate inlude tasks in

parallel, ooperativism between speies, identi�ation, lassi�ation and detetion of

intruders.

• Estimation of harmonis: This was initially the appliation proposed for the algo-

rithm. Although at the suggestion of the reviewers of the researh proposal, they

propose to think about another kind of appliation, the interest in working in the

area is maintained. In (Ji et al., 2008), for example, they propose an adaptive bate-

rial swarming algorithm to estimate the frequenies and phases of the fundamental

frequeny, integral harmonis and inter-harmonis, along with a least-square method

to estimate the amplitudes. This is an optimization algorithm, suh as the proposed

algorithm based on QS. In this sense, a logial �rst work to be done is to optimize

the searh with our QS algorithm, and ompare performane with the one obtained

by (Ji et al., 2008).
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SERB Robot

In this setion, we inlude shematis and design information of the SERB (Arduino Con-

trolled Servo Robot) robot (Oomlout, 2013) that doument our navigation hardware.

A.1 Parts

Nuts and Bolts

• 3mm x 15mm bolt (x25)

• 3mm x 10mm bolt (x15)

• 3mm nut (x42)

• 3mm washer (x20)

• 8mm x 25mm bolt (x2)

• 8mm nut (x2)

• Skate Bearings (x2) These are standard skate bearings from roller-blades or skate-

board.

Tires

• Large O-ring (4.5" ID 3/16" Bead Dash ♯349) (x2) (MMaster-Carr Produt ♯9452K407)

• Small O-ring (3/4" ID 3/16" Bead Dash ♯314) (x1) (MMaster-Carr Produt ♯9452K387)

Eletronis

• Arduino Uno (x1) (Maker Shed)
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• Continuous Rotation Servo (x2) (Parallax)

• 400 Contat Breadboard (x1)

• Quad AA Battery Box (x1)

• 9V Battery Clip (x1)

• 2.1 mm Plug (x1)

• 3 pin header (x2)

• A-B USB Cable - Printer Style (x1)

Batteries

• AA Battery (x4)

• 9v Battery (x1)

Wire

• 100 m wire 22 AWG solid.

A.2 Cutting Piees

The mehanial struture (hassis) of the SERB robot is formed by aryli piees. It is

possible to purhase the pre-ut parts from Oomlout diretly (Oomlout, 2013); however,

sine the design was modi�ed and supplemented (Fig. A.1), the suggested hoie for the

reprodution of the robot is utting an aryli sheet. The design involves the use of a

aryli sheet of 3 mm thik. The ut should be made with a laser utter, this is due to the

fragility of the material, and the preision of the parts in the �nal assembly.

Figure A.1: SERB Robot. (a) Oomlout original design. (b) Modi�ed design.
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The laser utter layout in PDF format is in the attahments to this doument. Fig. A.2

shows the 3D layout for all aryli piees of the robot hassis, inluding the modi�ations

made to the original design.

Figure A.2: 3D layout for SERB robot.

A.3 Assembly

The aryli piees are assembled together like a puzzle, and �xed with srews and nuts.

Figs. A.3, A.4, A.5, A.6 and A.7 show di�erent 3D views around of the robot hassis

assembly sheme. Figures omitted srews, nuts and wires for the sake of larity.

Figure A.3: Assembly SERB robot. 3D detail 1.

A animation of these 3D views an be seen at (Martinez S., 2013) (Serb robot with

amera).
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Figure A.4: Assembly SERB robot. 3D detail 2.

Figure A.5: Assembly SERB robot. 3D detail 3.
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Figure A.6: Assembly SERB robot. 3D detail 4.

Figure A.7: Assembly SERB robot. 3D detail 5.
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SERB Robot Software

In this appendix, we show the ode used in the SERB robot implementing the ergodi

navigation sheme with virtual gates (Chapter 3). This ode was modi�ed to obtain

di�erent simulation onditions.

// Fredy H. Martínez S. - Leonardo Bobadilla

// September 1, 2011

// System: Arduino UNO - SERB robot

// Desription: Navigation with ergodi motion and virtual gates.

#inlude <Servo.h> // Library for servos

#inlude <Wire.h>

#inlude <SoftwareSerial.h>

#inlude <NewSoftSerial.h> // Library for 2 wires omms

#inlude <TimerOne.h>

// A library for timer interrupts on Timer2 with ms resolution

#define RIGHTWHISKER 6 //the pin the right whisker is attahed to

#define LEFTWHISKER 7 //the pin the left whisker is attahed to

#define LEFTSERVOPIN 10 //The pin the left Servo is onneted to

#define RIGHTSERVOPIN 9 //The pin the right Servo is onneted to

#define MAXSPEED 30

//Due to the way ontinuous rotation servos, work maximum speed is

//reahed at a muh lower value than 90 (this value will hange

//depending on the servos) (for Parallax servos)

//20 will give it full range, 10 makes it very ontrollable but a little slow

Servo leftServo;

Servo rightServo;

int leftSpeed; //sets the speed of the robot (left servos)

//a perentage between -MAXSPEED and MAXSPEED
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int rightSpeed; //sets the speed of the robot (both servos)

//a perentage between -MAXSPEED and MAXSPEED

int speed = 40; //used for simple ontrol (goForward et.)

//a perentage between 0 and MAXSPEED

#define BLACK 2

#define RED 3

#define WHITE 4

#define WALL 1

#define NO_WALL 0

#define FOREVER 789234

#define ZIGBEE_PERIOD 2000

// The period (in ms) of the sensor heking funtion

#define ROBOT_ID 0

//Variables for ColorPAL

SoftwareSerial Color90(2, 3); // rx = 2, tx = 3

uint8_t pinRx = 11, pinTx = 12; // the pin on Arduino

long BaudRate = 9600 , sysTik = 0;

har GotChar;

// Initialize NewSoftSerial

NewSoftSerial mySerial( pinRx , pinTx );

int red;

int grn;

int blu;

int gotolor = 0;

int letter;

int whiteCount=0;

int redCount=0;

//ounters of walls

int whiteWalls=0;

int redWalls=0;

int wallCounter=0;

int wallCounterOther=0;

int path[5℄={WHITE,RED,BLACK,RED,BLACK};

//int path[5℄={RED,WHITE,BLACK,RED,BLACK};

// Constants and Data

//har buffer[BUFFER_SIZE℄; a buffer for sensor data

int blueState = WALL,
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yellowState = WALL,

whiteState=WALL,

redState = WALL,

blakState = WALL;

unsigned long startTime, d, time0,time1;

int totDist = 0;

int whiskerReads = 0;

boolean flag=true;

void setup()

{

Serial.begin(BaudRate); // Start ommuniation with serial port read value

mySerial.begin(BaudRate);

//pinMode(13, OUTPUT);

//pinMode(12, OUTPUT);

//pinMode(11, OUTPUT);

Wire.begin();

palSetup();

serbSetup(); // Adds the servos and prepares all

//SERB related variables

whiskerSetup();

nextAssigment();

time0= millis();

}

void loop()

{

time1= millis();

goForward(); //sends the robot forward

hekWhiskers(); //heks to see if a whisker is pressed

hekColor();

if((time1-time0)>2000){

readZigBee();

time0 = time1;

}

// terminateProgram();

}

void readZigBee()

{//all periodially to read zigbee

// Monitor data from XBee

if ( mySerial.available() )
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{

GotChar = mySerial.read();

if(GotChar=='4')

{

Serial.println("White");

wallCounterOther++;

}

if(GotChar=='3')

{

Serial.println("Red");

wallCounterOther++;

}

if(GotChar=='2')

{

Serial.println("Blak");

wallCounterOther++;

}

if(wallCounterOther==wallCounter)

{ //we are in the same region

nextAssigment();

}

}

}

void nextAssigment()

{

Serial.println("Together");

//Serial.println(wallCounter);

//Serial.println(wallCounter);

assignColor(path[wallCounter℄, NO_WALL);

for(int i=2;i<=4;i++)

{

if(i!=path[wallCounter℄)

{

assignColor(i, WALL);

}

}

}

int getColor()

{

int olor=0;

int r, g, b;

int wr, wg, wb; //Referene blak

int kr, kg, kb; //Referene blak

float rv, gv, bv;
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wr=188;

kr = 17;

wg=214;

kg= 21;

wb=318;

kb= 30;

rv = (float)255/(wr-kr);

gv = (float)255/(wg-kg);

bv = (float)255/(wb-kb);

readolor();

//White Referene R181 G243 B 287

//blak referene R29 G32 B 37 Color:

r = rv*(red - kr);

g = gv*(grn - kg);

b = bv*(blu - kb);

if(red==0 || grn ==0 || blu==0)

{

// Serial.println("Error");

return -1;

}

int sum = r+g+b;

if (r < 20 && g < 20 && b < 20)

{

olor = BLACK;

//Serial.print("Blak");

}

else if (r > 150 && g > 150 && b > 150)

{

// Serial.print("White");

olor = WHITE;

whiteCount++;

}

else if (r >100 && red > blu && red > grn)

{

//Serial.print("Red");

olor = RED;

redCount++;

}

else
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{

olor =-1;

whiteCount=0;

redCount=0;

//Serial.print("other");

}

gotolor = 0;

//delay(100);

return olor;

}

void palSetup()

{

Color90.begin(4800); // Send signal to led to read value

pinMode(2,INPUT); // serial pin out from olor pal

pinMode(3,INPUT); // from same serial pin, pulls up, sends, pulls down, reads

digitalWrite(2,HIGH); // Enable the pull-up resistor

digitalWrite(3,HIGH); // Enable the pull-up resistor

pinMode(2,OUTPUT); // send signal out

pinMode(3,OUTPUT);

digitalWrite(2,LOW); // turn pin off so pin 3 an go high

digitalWrite(3,LOW);

pinMode(2,INPUT); // Input signal to print

pinMode(3,INPUT);

//Serial.println("Pass 1");

while( digitalRead(2) != HIGH || digitalRead(3) != HIGH )

{

//Serial.println("In the loop");

delay(50);

}

// Serial.println("Pass 2");

pinMode(2,OUTPUT);

pinMode(3,OUTPUT);

digitalWrite(2,LOW);

digitalWrite(3,LOW);

delay(80);

pinMode(2,INPUT);

pinMode(3,OUTPUT);

delay(100);
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Serial.print("Pass 3");

}

void readolor()

{ // Reads ColorPAL, putting results in the red,grn,blu variables

har rByte[9℄;

har dummy[4℄;

delay(20);

Color90.begin(4800);

Color90.print("= (00 $ m) !"); // set up loop to ontinuously send olor data

pinMode(3,INPUT);

gotolor = 0;

while (gotolor == 0)

{

rByte[0℄ = Color90.read();

if( rByte[0℄ == '$' )

{

gotolor = 1;

for(int i=0; i<9; i++)

{

rByte[i℄ = Color90.read();

}

dummy[0℄ = rByte[0℄;

dummy[1℄ = rByte[1℄;

dummy[2℄ = rByte[2℄;

dummy[3℄ = 0;

red = strtol(dummy,NULL,16);

dummy[0℄ = rByte[3℄;

dummy[1℄ = rByte[4℄;

dummy[2℄ = rByte[5℄;

grn = strtol(dummy,NULL,16);

dummy[0℄ = rByte[6℄;

dummy[1℄ = rByte[7℄;

dummy[2℄ = rByte[8℄;

blu = strtol(dummy,NULL,16);

}

}

}

void terminateProgram()

{
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goStop();

while(true){}

}

//------------------------------------------------------------------------

//WHISKER ROUTINES

void whiskerSetup()

{

pinMode(RIGHTWHISKER, INPUT); //Sets the right whisker's pin to be an input

pinMode(LEFTWHISKER, INPUT); //Sets the left whisker's pin to be an input

digitalWrite(RIGHTWHISKER, HIGH);//Sets the right whisker pin's internal pullup

digitalWrite(LEFTWHISKER, HIGH);//Sets the left whisker pin's internal pullup

}

void hekWhiskers()

{

if(!digitalRead(RIGHTWHISKER)){reverseAndTurnWalls(); whiskerReads++;}

//if the right whisker is pressed then reverse and turn

if(!digitalRead(LEFTWHISKER)){reverseAndTurnWalls(); whiskerReads++;}

//if the left whisker is pressed then reverse and turn

}

void hekColor()

{

int olorLoal;

olorLoal = getColor();

// Serial.println(olorLoal);

if((olorLoal==RED) && redState)

{//red is a wall

reverseAndTurnColors();

}

if((olorLoal==WHITE) && whiteState)

{//white is a wall

reverseAndTurnColors();

}

if((olorLoal==BLACK) && blakState)

{//white is a wall

reverseAndTurnColors();

}

if((olorLoal==RED) && !redState)

{//red is one-way

moveForward();

mySerial.println(RED);

wallCounter++;

if(wallCounterOther==wallCounter)
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{ //we are in the same region

nextAssigment();

}

}

if((olorLoal==WHITE) && !whiteState)

{ //white is one-way

moveForward();

mySerial.println(WHITE);

wallCounter++;

if(wallCounterOther==wallCounter)

{ //we are in the same region

nextAssigment();

}

}

if((olorLoal==BLACK) && !blakState)

{ //blak is one-way

moveForward();

mySerial.println(BLACK);

wallCounter++;

if(wallCounterOther==wallCounter)

{ //we are in the same region

nextAssigment();

}

}

}

void reverseAndTurnWalls(){

goBakward(); //goes bakward

hekColor();

delay(50); //for 700 miliseonds

turnRandom(300,400); //turns randomly between 300 and 1500 ms

}

void reverseAndTurnColors()

{

goBakward(); //goes bakward

delay(500); //for half a seond

turnRandom(300,1000); //turns randomly between 300 and 1500 ms

}

void moveForward()

{

digitalWrite(13, HIGH);

goForward();

delay(500);

digitalWrite(13, LOW);

}

//END WHISKER ROUTINES
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//------------------------------------------------------------------------

//------------------------------------------------------------------------

//START OF ARDUINO CONTROLLED SERVO ROBOT (SERB) ROUTINES

void serbSetup()

{

setSpeed(speed);

pinMode(LEFTSERVOPIN, OUTPUT); //Left servo signal pin to output

pinMode(RIGHTSERVOPIN, OUTPUT); //Right servo signal pin to output

leftServo.attah(LEFTSERVOPIN); //Attahes left servo

rightServo.attah(RIGHTSERVOPIN); //Attahes right servo

goStop();

}

/*

* Sets the speed of the robot between 0-(stopped) and 100-(full speed)

* NOTE: speed will not hange the urrent speed, if you must hange speed

* then all one of the go methods before hanges our.

*/

void setSpeed(int newSpeed)

{

if(newSpeed >= 100)

{

newSpeed = 100;

} //if speed is greater than 100 make it 100

if(newSpeed <= 0)

{

newSpeed = 0;

} //if speed is less than 0 make it 0

speed = newSpeed * MAXSPEED / 100; //Sales speed [0 to MAXSPEED℄

}

/*

* Sets the speed of the robots rightServo between -100-(reversed) and 100-(forward)

* NOTE: alls to this routine will take effet imediatly

*/

void setSpeedRight(int newSpeed)

{

if(newSpeed >= 100)

{

newSpeed = 100;

} //if speed is greater than 100 make it 100

if(newSpeed <= -100)

{

newSpeed = -100;

} //if speed is less than -100 make it -100

rightSpeed = newSpeed * MAXSPEED / 100; //sales speed [-MAXSPEED to MAXSPEED℄

rightServo.write(90 - rightSpeed); //sends the new value to the servo
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}

/*

* Sets the speed of the robots leftServo between -100-(reversed) and 100-(forward)

* NOTE: alls to this routine will take effet immediatly

*/

void setSpeedLeft(int newSpeed)

{

if(newSpeed >= 100)

{

newSpeed = 100;

} //if speed is greater than 100 make it 100

if(newSpeed <= -100)

{

newSpeed = -100;

} //if speed is less than -100 make it -100

leftSpeed = newSpeed * MAXSPEED / 100; //sales speed [-MAXSPEED to MAXSPEED℄

leftServo.write(90 + leftSpeed); //sends the new value to the servo

}

/*

* Turns the robot randomly left or right for a random time period between

* minTime (milliseonds) and maxTime (milliseonds)

*/

void turnRandom(int minTime, int maxTime)

{

int hoie = random(2); //Random number between left (1) and right (0)

int turnTime = random(minTime,maxTime); //Random number for the pause time

if(hoie == 1)

{

goLeft(); hekColor();

} //If random number = 1 then turn left

else

{

goRight(); hekColor();

} //If random number = 0 then turn right

delay(turnTime); //delay for random time

}

/*

* Sends the robot forwards

*/

void goForward()

{

leftServo.write(90 + speed);

rightServo.write(90 - speed);

}



APPENDIX B. SERB ROBOT SOFTWARE 127

/*

* Sends the robot bakwards

*/

void goBakward()

{

leftServo.write(90 - speed);

rightServo.write(90 + speed);

}

/*

* Sends the robot right

*/

void goRight()

{

leftServo.write(90 + speed);

rightServo.write(90 + speed);

}

/*

* Sends the robot left

*/

void goLeft()

{

leftServo.write(90 - speed);

rightServo.write(90 - speed);

}

/*

* Stops the robot

*/

void goStop()

{

leftServo.write(90);

rightServo.write(90);

}

void assignColor(int tapeColor, int wallType)

{

swith(tapeColor)

{

ase WHITE:

whiteState = wallType; break;

ase RED:// sine RED and RED_TAPE map to same value, only one is inluded

redState = wallType; break;

ase BLACK:// sine RED and RED_TAPE map to same value, only one is inluded

blakState = wallType;

}

}
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Player/Stage Simulations

In this appendix, we show the ode used to simulate the interation between robots in

Chapters 2 and 3.

The Player/Stage Projet inludes the Player network server and the Stage robot plat-

form (2D robot simulation environment). The Player is set of APIs (e.g. position2d,

bumper, ir, speeh, power) that an be implemented by a robot hassis (SERB, Roomba,

Khephera et.), possibly over serial line or network, or as we used it in our researh by

Stage.

The Stage simulator is a 2D multiple-robot simulation environment. Stage an be

used alone to simulate robot behaviors via user-de�ned ontrol programs. Stage an also

interfae with Player, allowing users of the Player to aess simulated sensors and devies

through the Player interfaes.

To use these tools is neessary to generate a set of on�guration �les. These �les allow

to de�ne the drivers to be used with Player and the interfaes whih will have aess. A

driver in Player is a piee of ode that provides an interfae to a sensor or motor devie.

• *.fg �le: A *.fg (on�guration) �le is what Player reads to get all the information

about the robot that the user is going to use. This �le tells Player whih drivers it

needs to use in order to interat with the robot (for simulation, the driver is always

Stage). It also tells Player how to talk to the driver, and how to interpret any data

from the driver so that it an be presented to the ode.

• *.world �le: A *.world �le tells Player/Stage what things are available to put in the

world. The user desribes his robot, any items whih populate the world and the

layout of the world.

• *.in �le: A *.in �le, whih follows the same syntax and format of a *.world �le but

it an be inluded, whih is easily reusable.

Player uses a Server/Client struture in order to pass data and instrutions between

the ode (the user ode, the Player lient program) and the robot's hardware. Player is a

128
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server, and a hardware devie on the robot is subsribed as a lient to the server via proxy.

The ode an be written in C or C++.

This ode was modi�ed to obtain di�erent simulation onditions.

C.1 qs_nav.fg �le

Desription: Navigation of robots - Quorum Sensing

# Author: Fredy H. Martinez S.

# Date: 14 Feb 2012

# CVS: v 1.0 2012/02/14

# load the Stage plugin simulation driver

driver

(

name "stage"

provides ["simulation:0" ℄ # key:host:robot:interfe:index

plugin "libstageplugin"

# load the named file into the simulator

worldfile "qs_nav.world"

)

driver

(

name "stage"

provides ["map:0"℄

model "lab"

)

# Driver and attah position2d, laser and blobfinder interfaes to "robot1"

driver

(

name "stage"

provides ["6665:position2d:0" "6665:laser:0" "6665:ptz:0"℄

model "robot1"

)

# Driver and attah position2d, laser and blobfinder interfaes to "robot2"

driver

(

name "stage"

provides ["6665:position2d:1" "6665:laser:1" "6665:ptz:1"℄

model "robot2"

)

# Driver and attah position2d, laser and blobfinder interfaes to "robot3"
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driver

(

name "stage"

provides ["6665:position2d:2" "6665:laser:2" "6665:ptz:2"℄

model "robot3"

)

# Driver and attah position2d, laser and blobfinder interfaes to "robot4"

driver

(

name "stage"

provides ["6665:position2d:3" "6665:laser:3" "6665:ptz:3"℄

model "robot4"

)

# Driver and attah position2d, laser and blobfinder interfaes to "robot5"

driver

(

name "stage"

provides ["6665:position2d:4" "6665:laser:4" "6665:ptz:4"℄

model "robot5"

)

# Driver and attah position2d, laser and blobfinder interfaes to "robot6"

#driver

#(

# name "stage"

# provides ["6665:position2d:5" "6665:laser:5" "6665:ptz:5"℄

# model "robot6"

#)

# Driver and attah position2d, laser and blobfinder interfaes to "robot7"

#driver

#(

# name "stage"

# provides ["6665:position2d:6" "6665:laser:6" "6665:ptz:6"℄

# model "robot7"

#)

# Driver and attah position2d, laser and blobfinder interfaes to "robot8"

#driver

#(

# name "stage"

# provides ["6665:position2d:7" "6665:laser:7" "6665:ptz:7"℄

# model "robot8"

#)



APPENDIX C. PLAYER/STAGE SIMULATIONS 131

# Driver and attah position2d, laser and blobfinder interfaes to "robot9"

#driver

#(

# name "stage"

# provides ["6665:position2d:8" "6665:laser:8" "6665:ptz:8"℄

# model "robot9"

#)

# Driver and attah position2d, laser and blobfinder interfaes to "robot10"

#driver

#(

# name "stage"

# provides ["6665:position2d:9" "6665:laser:9" "6665:ptz:9"℄

# model "robot10"

#)

C.2 qs_nav.world �le

# Desription: Differential robot with blak and white analog amera

# CVS: v 1.00 2012/02/14

# Fredy H. Martinez S.

# Defines differential robot SERB

inlude "serb.in"

# defines 'map' objet used for floorplans

inlude "mapa_uiu.in"

# defines sensor for the analog amera as laser with 120 deg and 0.4 m

inlude "am_bw.in"

# size of the world in meters

size [6 6℄

# set the resolution of the underlying raytrae model in meters

resolution 0.02

# update the sreen every 10ms (we need fast update for the stest demo)

gui_interval 200

# onfigure the GUI window

window

(

size [ 591.000 612.000 ℄

enter [-0.010 -0.040℄
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sale 0.011

)

# load an environment bitmap

map

(

bitmap "bitmaps/lab_uiu.png"

size [6 6℄

name "lab"

)

# reate a SERB robot

SERB_CAM

(

name "robot1"

olor "DarkBlue"

pose [1.627 0.879 -204.413℄

sik_laser( samples 361 laser_sample_skip 4 )

)

# reate a SERB robot

SERB_CAM

(

name "robot2"

olor "red"

pose [-2.289 0.506 417.420℄

sik_laser( samples 361 laser_sample_skip 4 )

)

# reate a SERB robot

SERB_CAM

(

name "robot3"

olor "SlateBlue"

pose [-0.302 -0.045 546.146℄

sik_laser( samples 361 laser_sample_skip 4 )

)

# reate a SERB robot

SERB_CAM

(

name "robot4"

olor "DarkGoldenrod"

pose [-1.308 -2.385 64.475℄

sik_laser( samples 361 laser_sample_skip 4 )

)
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# reate a SERB robot

SERB_CAM

(

name "robot5"

olor "DarkBlue"

pose [1.277 -1.859 96.801℄

sik_laser( samples 361 laser_sample_skip 4 )

)

# reate a SERB robot

#SERB_CAM

#(

# name "robot6"

# olor "red"

# pose [2.139 0.682 401.806℄

# sik_laser( samples 361 laser_sample_skip 4 )

#)

# reate a SERB robot

#SERB_CAM

#(

# name "robot7"

# olor "SlateBlue"

# pose [-0.092 2.142 459.462℄

# sik_laser( samples 361 laser_sample_skip 4 )

#)

# reate a SERB robot

#SERB_CAM

#(

# name "robot8"

# olor "DarkGoldenrod"

# pose [2.460 0.959 269.721℄

# sik_laser( samples 361 laser_sample_skip 4 )

#)

# reate a SERB robot

#SERB_CAM

#(

# name "robot9"

# olor "DarkBlue"

# pose [1.194 -1.496 378.183℄

# sik_laser( samples 361 laser_sample_skip 4 )

#)

# reate a SERB robot

#SERB_CAM
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#(

# name "robot10"

# olor "red"

# pose [1.525 -2.473 154.768℄

# sik_laser( samples 361 laser_sample_skip 4 )

#)

C.3 serb.in �le

# Des: Devie definitions for SERB robots.

# Author: Fredy H. Martinez S.

# Date: 14 Feb 2012

# CVS: serb.in,v 1.0 2012/02/14

# The SERB miroswith like laser sonar.

define serb_swith ranger

(

sount 16

# define the pose of eah transduer [xpos ypos heading℄

spose[0℄ [ 0.075 0.130 90 ℄

spose[1℄ [ 0.115 0.115 50 ℄

spose[2℄ [ 0.150 0.080 30 ℄

spose[3℄ [ 0.170 0.025 10 ℄

spose[4℄ [ 0.170 -0.025 -10 ℄

spose[5℄ [ 0.150 -0.080 -30 ℄

spose[6℄ [ 0.115 -0.115 -50 ℄

spose[7℄ [ 0.075 -0.130 -90 ℄

spose[8℄ [ -0.155 -0.130 -90 ℄

spose[9℄ [ -0.195 -0.115 -130 ℄

spose[10℄ [ -0.230 -0.080 -150 ℄

spose[11℄ [ -0.250 -0.025 -170 ℄

spose[12℄ [ -0.250 0.025 170 ℄

spose[13℄ [ -0.230 0.080 150 ℄

spose[14℄ [ -0.195 0.115 130 ℄

spose[15℄ [ -0.155 0.130 90 ℄

# define the field of view of eah transduer [range_min range_max view_angle℄

sview [0 5.0 15℄

# define the size of eah transduer [xsize ysize℄ in meters

ssize [0.01 0.05℄

)

# The SERB amera like blobfinder
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define serb_amera ptz

(

# number of olours to look for

hannels_ount 4

# whih olours to look for

hannels ["red" "DarkBlue" "SlateBlue" "DarkGoldenrod"℄

# amera parameters

image [160 120℄ # resolution of the image in pixels

range_max 1.00 # range in meters

ptz [0 0 0℄ # [Pan Tilt Zoom℄

size [0.04 0.04℄

)

# a SERB in standard onfiguration

define SERB_CAM position

(

# atual size

size [0.26 0.22℄

# the SERB's enter of rotation is in its enter of area

origin [-0.00 0.0 0℄

# draw a nose on the robot so we an see whih way it points

gui_nose 1

# estimated mass in KG

mass 1.2

# this polygon approximates the shape of a SERB

polygons 1

polygon[0℄.points 17

polygon[0℄.point[0℄ [ 0.25 0.00 ℄

polygon[0℄.point[1℄ [ 0.75 0.00 ℄

polygon[0℄.point[2℄ [ 0.75 0.25 ℄

polygon[0℄.point[3℄ [ 0.90 0.25 ℄

polygon[0℄.point[4℄ [ 0.775 0.00 ℄

polygon[0℄.point[5℄ [ 0.975 0.25 ℄

polygon[0℄.point[6℄ [ 1.00 0.50 ℄

polygon[0℄.point[7℄ [ 0.975 0.75 ℄

polygon[0℄.point[8℄ [ 0.775 1.00 ℄

polygon[0℄.point[9℄ [ 0.90 0.75 ℄

polygon[0℄.point[10℄ [ 0.75 0.75 ℄

polygon[0℄.point[11℄ [ 0.75 1.00 ℄

polygon[0℄.point[12℄ [ 0.25 1.00 ℄

polygon[0℄.point[13℄ [ 0.25 0.875 ℄

polygon[0℄.point[14℄ [ 0.00 0.875 ℄

polygon[0℄.point[15℄ [ 0.00 0.125 ℄
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polygon[0℄.point[16℄ [ 0.25 0.125 ℄

# differential steering model

drive "diff"

# use the sonar array for miroswith and blobfinder for amera

serb_swith()

serb_amera()

)

C.4 mapa_uiu.in �le

define map model

(

# sombre, sensible, artisti

# olor "blak"

olor "gray30"

# most maps will need a bounding box

boundary 1

gui_nose 0

gui_grid 1

gui_movemask 1

gui_outline 0

gripper_return 0

)

C.5 am_bw.in �le

define sik_laser laser

(

range_min 0.0

range_max 0.5

fov 120.0

samples 361

olor "gray"

size [ 0.05 0.05 ℄

)
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C.6 grouping. �le

// Desription: Grouping robots using loal interation

// 2011/09/21

// Fredy H. Martinez S.

#inlude <stdio.h>

#inlude <stdlib.h>

#inlude <time.h>

#inlude <libplayer/player.h>

#define num_robots 10

#define num_pasos_simulaion 20000

int angulo_giro();

float pos_iniial();

void espera(int);

float pos2d[num_robots℄;

int main(int arg, onst har **argv)

{

int i;

int j;

int k;

int l;

int m;

int n;

int o;

int p;

int q;

int r;

int bigote[num_robots℄;

int j_in;

int j_ini;

float h[num_robots℄; //Robot density threshold

float teta_punto_r[num_robots℄[num_pasos_simulaion℄; //Speed right wheel, robot j step i

float teta_punto_l[num_robots℄[num_pasos_simulaion℄; //Speed left wheel, robot j step i

float wr0[num_robots℄[num_pasos_simulaion℄; //Weights for robot and iteration

float wr[num_robots℄[num_pasos_simulaion℄;

float wlr[num_robots℄[num_pasos_simulaion℄;

float wl0[num_robots℄[num_pasos_simulaion℄;

float wl[num_robots℄[num_pasos_simulaion℄;

float wrl[num_robots℄[num_pasos_simulaion℄;

float sum_h[num_pasos_simulaion℄;

player_lient_t *lient;
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player_position2d_t *pos2d[num_robots℄;

player_laser_t *laser[num_robots℄;

player_ptz_t *ptz[num_robots℄;

// Create a lient and onnets it to the server, all in 6665.

lient = player_lient_reate(NULL, "loalhost", 6665);

if (0 != player_lient_onnet(lient))

return -1;

// Create and subsribe (m) agents to position2d (Robot1, Robot2,..).

for (m = 0; m < num_robots; m++)

{

pos2d[m℄ = player_position2d_reate(lient, m);

if (player_position2d_subsribe(pos2d[m℄, PLAYER_OPEN_MODE))

return -1;

}

// Create and subsribe (m) laser to the (m) robots.

for (n = 0; n < num_robots; n++)

{

laser[n℄ = player_laser_reate(lient, n);

if (player_laser_subsribe(laser[n℄, PLAYER_OPEN_MODE))

return -1;

}

// Create and subsribe (m) blobfinders to the (m) robots.

for (o = 0; o < num_robots; o++)

{

ptz[o℄ = player_ptz_reate(lient, o);

if (player_ptz_subsribe(ptz[o℄, PLAYER_OPEN_MODE))

return -1;

}

printf(" All Conneted!!!\n");

// Create random initial values ??for the weights

for (o = 0; o < num_robots; o++)

{

wr0[o℄[0℄ = pos_iniial();

wr[o℄[0℄ = pos_iniial();

wlr[o℄[0℄ = pos_iniial();

wl0[o℄[0℄ = pos_iniial();

wl[o℄[0℄ = pos_iniial();

wrl[o℄[0℄ = pos_iniial();

//printf("Agent %i wr0= %f, wr= %f, wrl= %f\n", o, wr0[o℄[0℄, wr[o℄[0℄, wlr[o℄[0℄);

}

// Robot positions!!!!!
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//player_position2d_set_md_vel(devie, vx, vy, va, state);

// vx: forward speed (m/s). vy: sideways speed (m/s). va: rotational speed (rad/s).

// All speeds are defined in the robot oordinate system.

// Learning

for (i = 0; i < num_pasos_simulaion; i++)

{

// Read new data from the server

player_lient_read(lient);

// Movement of robots, I examine eah robot j

sum_h[i℄ = 0.0;

for (j = 0; j < num_robots; j++)

{

teta_punto_r[j℄[i℄ = 0.2;

teta_punto_l[j℄[i℄ = 0.2;

//First, I hek the whiskers of all robots: If 1 it rashed!!!

bigote[j℄ = 0;

for (p = 1; p < 361; p++)

{

if (laser[j℄->ranges[laser[j℄->san_ount-p℄ < 0.18)

{

bigote[j℄ = 1;

}

else

{

bigote[j℄ = bigote[j℄ + 0;

}

}

//printf("Bigote de %i esta en %i\n", (j+1), bigote[j℄);

//Seond, I hek if the robot sees someone: determines density threshold h (0 to 1)!!!!!

h[j℄ = 0;

for (p = 1; p < 361; p++)

{

if (laser[j℄->ranges[laser[j℄->san_ount-p℄ < 0.5)

{

h[j℄ = h[j℄ + ((1.0)/360); //Threshold normalized from 0 to 1

}

else

{

h[j℄ = h[j℄ + 0;

}

}

//printf("Agente %i Densidad %f\n", (j+1), h[j℄);

//Third, I dynamially adjust the weights

sum_h[i℄ = sum_h[i℄ + h[j℄; // Aumulated density per iteration
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if (j == num_robots) // If I'm in the last robot of the yle...

{

if ((sum_h[i℄ - sum_h[i-1℄) < -1.0) // If the aumulated density dereased...

{

for (j_in = 0; j_in < num_robots; j_in++)

{

if (h[j_in℄ > 0.2)

{

wr0[j_in℄[i℄ = pos_iniial();

wr[j_in℄[i℄ = pos_iniial();

wlr[j_in℄[i℄ = pos_iniial();

wl0[j_in℄[i℄ = pos_iniial();

wl[j_in℄[i℄ = pos_iniial();

wrl[j_in℄[i℄ = pos_iniial();

}

}

}

else

{

for (j_ini = 0; j_ini < num_robots; j_ini++)

{

if (h[j_ini℄ > 0.2 & h[j_ini℄ < 0.6)

{

wr0[j_ini℄[i℄ = wr0 [j_ini℄[i℄ * 0.9;

wr[j_ini℄[i℄ = wr[j_ini℄[i℄ * 0.9;

wlr[j_ini℄[i℄ = wlr[j_ini℄[i℄ * 0.9;

wl0[j_ini℄[i℄ = wl0[j_ini℄[i℄ * 0.9;

wl[j_ini℄[i℄ = wl[j_ini℄[i℄ * 0.9;

wrl[j_ini℄[i℄ = wrl[j_ini℄[i℄ * 0.9;

}

}

}

}

//Fourth, I alulate the new wheel speed

if (h[j℄ > 0 & h[j℄ < 1 & bigote[j℄ != 1 & i > 0 & sum_h[i-1℄ < 3)

{

if ( (2*(h[j℄-0.5)) * wr0[j℄[i℄ + (1.0*teta_punto_r[j℄[i-1℄) * wr[j℄[i℄ + 1.0 * teta_punto_l[j℄[i-1℄

* wlr[j℄[i℄ < 0)

{

teta_punto_r[j℄[i℄ = -0.2;

}

else

{

teta_punto_r[j℄[i℄ = 0.2;

}

if ( (2*(h[j℄-0.5)) * wl0[j℄[i℄ + (1.0*teta_punto_l[j℄[i-1℄) * wl[j℄[i℄ + 1.0 * teta_punto_r[j℄[i-1℄

* wrl[j℄[i℄ < 0)

{
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teta_punto_l[j℄[i℄ = -0.2;

}

else

{

teta_punto_l[j℄[i℄ = 0.2;

}

//printf("Agente %i, paso %i, h= %f, teta_r %f, teta_l= %f\n", j, i, (2*(h[j℄-0.5)), teta_punto_r[j℄[i℄,

teta_punto_l[j℄[i℄ );

}

else

{

}

if (h[j℄ > 0.2 & h[j℄ < 0.5 & bigote[j℄ != 1 & i > 0 & sum_h[i-1℄ > 3)

{

teta_punto_r[j℄[i℄ = 0.2;

teta_punto_l[j℄[i℄ = 0.2;

}

if (h[j℄ == 0 & bigote[j℄ != 1 & i > 0 & sum_h[i-1℄ > 3)

{

teta_punto_r[j℄[i℄ = -0.2;

teta_punto_l[j℄[i℄ = 0.2;

}

//printf("Agente %i, bigote %i, teta_r %f, teta_l= %f\n", j, bigote[j℄, teta_punto_r[j℄[i℄,

teta_punto_l[j℄[i℄ );

//Fourth, I turn randomly if the whiskers found obstale or aording training

if (bigote[j℄ == 1)

{

if (player_position2d_set_md_vel(pos2d[j℄, -0.2, 0, DTOR(angulo_giro()), 1) != 0) return -1;

//if (player_position2d_set_md_pose(pos2d[j℄, 0, 0, DTOR(angulo_giro()), 1)!= 0) return -1;

}

else

{

//if (teta_punto_r[j℄[i℄ == 0.200000 & teta_punto_l[j℄[i℄ == 0.200000)

if (teta_punto_r[j℄[i℄ + teta_punto_l[j℄[i℄ > 0.35)

{

player_position2d_set_md_vel(pos2d[j℄, 0.2, 0, 0, 1);

//printf("Agente %i, bigote %i, teta_r %f, teta_l= %f\n", j, bigote[j℄, teta_punto_r[j℄[i℄,

teta_punto_l[j℄[i℄ );

}

//else if (teta_punto_r[j℄[i℄ == -0.200000 & teta_punto_l[j℄[i℄ == -0.200000)

else if (teta_punto_r[j℄[i℄ + teta_punto_l[j℄[i℄ < -0.35)

{

player_position2d_set_md_vel(pos2d[j℄, -0.2, 0, 0, 1);

//printf("Agente %i, bigote %i, teta_r %f, teta_l= %f\n", j, bigote[j℄, teta_punto_r[j℄[i℄,

teta_punto_l[j℄[i℄ );

}

//else if (teta_punto_r[j℄[i℄ == -0.200000 & teta_punto_l[j℄[i℄ == 0.200000)

else if (teta_punto_r[j℄[i℄ < 0)
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{

player_position2d_set_md_vel(pos2d[j℄, 0, 0, -1, 1);

//printf("Agente %i, bigote %i, teta_r %f, teta_l= %f\n", j, bigote[j℄, teta_punto_r[j℄[i℄,

teta_punto_l[j℄[i℄ );

}

//else if (teta_punto_r[j℄[i℄ == 0.200000 & teta_punto_l[j℄[i℄ == -0.200000)

else if (teta_punto_l[j℄[i℄ < 0)

{

player_position2d_set_md_vel(pos2d[j℄, 0, 0, 1, 1);

//printf("Agente %i, bigote %i, teta_r %f, teta_l= %f\n", j, bigote[j℄, teta_punto_r[j℄[i℄,

teta_punto_l[j℄[i℄ );

}

else

{

player_position2d_set_md_vel(pos2d[j℄, 0, 0, 0, 1);

}

}

} // End of movement of the robots!!!!!!!!!!!!

printf("PASO %i Densidad Aumulada %f\n", (i), sum_h[i℄);

if (i == 10000)

{

i = 0;

}

} // End of simulation!!!!!!!!!!!!!!!

printf(" Terminado aprendizaje!!!\n");

// Shutdown

for (l = 0; l < num_robots; l++)

{

player_laser_unsubsribe(laser[l℄);

player_laser_destroy(laser[l℄);

}

for (k = 0; k < num_robots; k++)

{

player_position2d_unsubsribe(pos2d[k℄);

player_position2d_destroy(pos2d[k℄);

}

for (r = 0; r < num_robots; r++)

{

player_ptz_unsubsribe(ptz[r℄);

player_ptz_destroy(ptz[r℄);

}

player_lient_disonnet(lient);

player_lient_destroy(lient);

printf(" Todo desonetado!!!\n");

return 0;
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}

// Generation of random angle between -360 and 360 to rotation

int angulo_giro()

{

int aleatorio;

int M;

int N;

M = -360;

N = 360;

aleatorio = (rand () % (N-M+1) + M); // Generates random number between M and N

return aleatorio;

}

// Generation of random initial values ??between 1 and -1 for weights

float pos_iniial()

{

float pos_x;

int M;

int N;

M = -100;

N = 100;

pos_x = ((rand () % (N-M+1) + M) * (1.0))/100; // Generates random number between M and N

return pos_x;

}

// Delay in milliseonds

void espera(int mseg)

{

lok_t t = mseg + lok();

while (t > lok());

}



APPENDIX D

NetLogo Simulations

In this appendix, we show the ode used in implementing the navigation sheme without

and with our baterial Quorum Sensing algorithm used in Chapter 3 in the performane

analysis. This ode was modi�ed to obtain di�erent simulation onditions.

;; Fredy H. Martínez S.

;; Marh 2013, Bogotá D.C., Colombia

;; Path navigation with landmarks with Quorum Sensing

breed [reprodutive℄; Agents that move and ativate inative agents (R).

breed [explorer℄; Agents that monitor loal information, but are not virulent (X).

breed [virulent℄; Virulent agents, they apply the quorum sensing (Z).

breed [landmark℄; Landmark in the environment

globals

[

total-reprodutive ; Total number of agents that are reprodutives

total-explorer ; Total number of agents that are explorers

total-virulent ; Total number of agents that are virulents

turn-hek ; Holds the random variable for the wander sub-routine

wall-turn-hek ; Holds the random variable for the wall sub-routine

explorer-vision; Range vision of explorers

Inten; Intensity of the speed field in a landmark

D; Mass diffusivity

℄

turtles-own

[

seek-virul; Agent-subset onsisting of virulent agents within vision radius of a single explorer

seek-explo; Agent-subset onsisting of explorer agents within vision radius of a single explorer

seek-landk; Agent-subset onsisting of landmarks within vision radius of a single explorer

nearest-virul; Variable that holds the target virulent for a single explorer

144
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nearest-landk; Variable that holds the target landmark for a single explorer

intensity; Intensity of the speed field in the landmark.

T; Quorum Sensing threshold

℄

to Setup

; Environment size 6m x 6m, eah blok is 0.2m

; Origin in the lower left orner

set D 0.4

ask pathes [ set polor white ℄; Free spae in white

update-globals

end

to Obstales

; Creates obstales in the environment

ask path 1 30 [ set polor blak ℄; Obstale 1

ask path 1 29 [ set polor blak ℄

ask path 1 28 [ set polor blak ℄

ask path 1 27 [ set polor blak ℄

ask path 2 30 [ set polor blak ℄

ask path 2 29 [ set polor blak ℄

ask path 2 28 [ set polor blak ℄

ask path 2 27 [ set polor blak ℄

ask path 3 30 [ set polor blak ℄

ask path 3 29 [ set polor blak ℄

ask path 3 28 [ set polor blak ℄

ask path 3 27 [ set polor blak ℄

ask path 10 20 [ set polor blak ℄; Obstale 2

ask path 10 19 [ set polor blak ℄

ask path 10 18 [ set polor blak ℄

ask path 10 17 [ set polor blak ℄

ask path 11 20 [ set polor blak ℄

ask path 11 19 [ set polor blak ℄

ask path 11 18 [ set polor blak ℄

ask path 11 17 [ set polor blak ℄

ask path 12 20 [ set polor blak ℄

ask path 12 19 [ set polor blak ℄

ask path 12 18 [ set polor blak ℄

ask path 12 17 [ set polor blak ℄

ask path 28 4 [ set polor blak ℄; Obstale 3

ask path 28 3 [ set polor blak ℄

ask path 28 2 [ set polor blak ℄

ask path 28 1 [ set polor blak ℄

ask path 29 4 [ set polor blak ℄

ask path 29 3 [ set polor blak ℄

ask path 29 2 [ set polor blak ℄
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ask path 29 1 [ set polor blak ℄

ask path 30 4 [ set polor blak ℄

ask path 30 3 [ set polor blak ℄

ask path 30 2 [ set polor blak ℄

ask path 30 1 [ set polor blak ℄

let n0 0; Lower limit of the environment

while [n0 < 32℄

[

ask path n0 0 [ set polor blak ℄

set n0 (n0 + 1)

℄

let n1 0; Upper limit of the environment

while [n1 < 32℄

[

ask path n1 31 [ set polor blak ℄

set n1 (n1 + 1)

℄

let n2 0; Right limit of the environment

while [n2 < 32℄

[

ask path 31 n2 [ set polor blak ℄

set n2 (n2 + 1)

℄

let n3 0; Left limit of the environment

while [n3 < 32℄

[

ask path 0 n3 [ set polor blak ℄

set n3 (n3 + 1)

℄

end

to Agents

; Creates agents in the free spae of the environment

lear-turtles

;let NumAgents 20; Number of agents to reate (replaes slider)

reate-reprodutive NumAgents

ask turtles [setxy ((random 30) + 1) ((random 30) + 1)℄; Random starting position

; Moves the agent if it is over other agent or an obstale

ask turtles

[

while [ any? other turtles-here ℄

[
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rt random 360

fd 1

℄

℄

ask turtles

[

while [ [polor℄ of path xor yor = blak ℄

[

rt random 360

fd 1

℄

℄

ask turtles; Initially all agents are reprodutive and blue

[

set olor blue

℄

set-default-shape landmark "irle"; Lanmarks in the environment

reate-landmark 1 [setxy (5 * 5) (4 * 5) set olor orange set size 0.5 set intensity 0.00℄

; Position (5,4), ada tile is 0.2m. Target!!!

reate-landmark 1 [setxy (0.8 * 5) (5.2 * 5) set olor 27 set size 0.5 set intensity 1.72℄; Obst1

reate-landmark 1 [setxy (0.4 * 5) (5.2 * 5) set olor 27 set size 0.5 set intensity 1.98℄; Obst1

reate-landmark 1 [setxy (0.8 * 5) (6.0 * 5) set olor 27 set size 0.5 set intensity 2.04℄; Obst1

reate-landmark 1 [setxy (1.8 * 5) (4.2 * 5) set olor 27 set size 0.5 set intensity 1.28℄; Obst2

reate-landmark 1 [setxy (2.6 * 5) (4.2 * 5) set olor 27 set size 0.5 set intensity 0.96℄; Obst2

reate-landmark 1 [setxy (1.8 * 5) (3.2 * 5) set olor 27 set size 0.5 set intensity 1.08℄; Obst2

reate-landmark 1 [setxy (2.6 * 5) (3.2 * 5) set olor 27 set size 0.5 set intensity 0.68℄; Obst2

reate-landmark 1 [setxy (5.4 * 5) (1.0 * 5) set olor 27 set size 0.5 set intensity 0.50℄; Obst3

reate-landmark 1 [setxy (5.8 * 5) (1.0 * 5) set olor 27 set size 0.5 set intensity 0.46℄; Obst3

reate-landmark 1 [setxy (5.4 * 5) (0.4 * 5) set olor 27 set size 0.5 set intensity 0.62℄; Obst3

reate-landmark 1 [setxy (3.5 * 5) (0.8 * 5) set olor 27 set size 0.5 set intensity 0.79℄; Random

reate-landmark 1 [setxy (3.6 * 5) (3.9 * 5) set olor 27 set size 0.5 set intensity 0.54℄

reate-landmark 1 [setxy (0.3 * 5) (0.4 * 5) set olor 27 set size 0.5 set intensity 1.23℄

reate-landmark 1 [setxy (5.8 * 5) (4.8 * 5) set olor 27 set size 0.5 set intensity 0.10℄

reate-landmark 1 [setxy (4.6 * 5) (3.7 * 5) set olor 27 set size 0.5 set intensity 0.10℄

reate-landmark 1 [setxy (5.2 * 5) (2.0 * 5) set olor 27 set size 0.5 set intensity 0.38℄

reate-landmark 1 [setxy (0.5 * 5) (3.4 * 5) set olor 27 set size 0.5 set intensity 1.68℄

reate-landmark 1 [setxy (3.5 * 5) (4.8 * 5) set olor 27 set size 0.5 set intensity 0.76℄

reate-landmark 1 [setxy (2.8 * 5) (0.3 * 5) set olor 27 set size 0.5 set intensity 0.96℄

reate-landmark 1 [setxy (0.6 * 5) (1.6 * 5) set olor 27 set size 0.5 set intensity 1.28℄

reate-landmark 1 [setxy (4.2 * 5) (2.2 * 5) set olor 27 set size 0.5 set intensity 0.44℄

reate-landmark 1 [setxy (2.8 * 5) (5.8 * 5) set olor 27 set size 0.5 set intensity 1.22℄

reate-landmark 1 [setxy (4.6 * 5) (6.0 * 5) set olor 27 set size 0.5 set intensity 0.56℄
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set explorer-vision 5

;ask turtles [ pd ℄; Pen down so we an see the path

end

to Navigate

; Navigation algorithm

exploration-hek; Reprodutive to explorers

virulene-hek; Explorers to virulents

baterial-attak-hek; Virulent agents transmitting quorum signal

update-globals

end

to baterial-attak-hek; Virulents

ask explorer

[

set seek-explo explorer in-radius explorer-vision

; Adds all explorer in vision radius of explorer to an agent subset for that agent

set T 6; Quorum Sensing threshold

if any? seek-explo

[

if any? other turtles-here with [olor = orange℄; Target

[

if ount seek-explo > (T - 1) [beome-virul℄; Quorum Sensing threshold T = 6

℄

℄

set seek-virul virulent in-radius explorer-vision

; Adds all virulent in vision radius of explorer to an agent subset for that agent

if any? seek-virul [run-toward℄

℄

ask virulent

[

set seek-virul virulent in-radius explorer-vision

; Adds all virulent in vision radius of explorer to an agent subset for that agent

if any? seek-virul [run-toward℄

if any? seek-virul [loal-path-planning℄

℄

end

to run-toward

set nearest-virul min-one-of seek-virul [distane myself℄

fae nearest-virul

if [polor℄ of path-ahead 1 != white [wall℄

end

to virulene-hek ; Test if explorers are near a virulent agent and must beome virulent

ask explorer

[

if any? other turtles-here with [olor = red℄
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[ beome-virul ℄

ifelse any? other turtles-here with [olor = green℄

[loal-path-planning℄

[loal-path-planning℄

℄

end

to beome-virul ; The agent beomes virulent

ask explorer-on path-here[set breed virulent℄

ask virulent-on path-here [set olor red℄

end

to loal-path-planning; Navigation plan (Brownian motion)

ask explorer

[

while [ [polor℄ of path xor yor = blak ℄; Obstale

[

rt random 360

fd 0.1

℄

℄

ask explorer

[

if any? other turtles-here with [olor = 27℄; Landmark

[

rt 180

ask landmark-on path-here [set Inten intensity℄

ask explorer-on path-here [set intensity Inten℄

rt random 360

fd ( (intensity + 0.5) + D)

℄

℄

ask explorer

[

ifelse any? other turtles-here with [olor = orange℄; Target

[

rt random 360

fd 0

℄

[fd 0.0002℄

℄

ask virulent

[

ifelse any? other turtles-here with [olor = orange℄; Target

[

rt random 360

fd 0
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℄

[fd 0.0002℄

℄

end

to run-mark

set nearest-landk min-one-of seek-landk [distane myself℄

fae nearest-landk

if [polor℄ of path-ahead 1 != white [wall℄

end

to exploration-hek ; Test if reprodutive agents are ready to beome explorer agents

tik

ask explorer

[

set seek-landk landmark in-radius (explorer-vision - (explorer-vision - 1) )

; Adds all landmark in vision radius of explorer to an agent subset for that agent

if any? seek-landk [run-mark℄

if any? seek-landk [loal-path-planning℄

℄

ask reprodutive

[

if tiks > 20 [ beome-explor ℄

℄

ask reprodutive

[

if tiks < 20 [ wander ℄

℄

end

to beome-explor ; The agent beomes explorer

ask reprodutive-on path-here[set breed explorer℄

ask explorer-on path-here [set olor green℄

end

to wander; If an explorer agent is not ativating agents, have it wander around aimlessly

set turn-hek random 15

if turn-hek > 10 [right-turn℄

if turn-hek < 5 [left-turn℄

ask reprodutive

[

if [polor℄ of path-ahead 1 != white [wall℄; Obstale

℄

;ask reprodutive ; The baterium reprodues

; [

; if any? other turtles-here with [olor = gray℄
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; [

; ativate-agent

; ℄

; ℄

end

to right-turn; Generate a random degree of turn for the wander sub-routine

right random-float 10

end

to left-turn;G enerate a random degree of turn for the wander sub-routine

left random-float 10

end

to wall; Turn the agent away from wall

set wall-turn-hek random 10

if wall-turn-hek >= 6 [wall-right-turn℄

if wall-turn-hek <= 5 [wall-left-turn℄

end

to wall-right-turn; Generate a random degree of turn for the wall sub-routine

right 150

end

to wall-left-turn; Generate a random degree of turn for the wall sub-routine

left 150

end

to update-globals; Set globals to urrent values for reporters.

set total-reprodutive (ount reprodutive)

set total-explorer (ount explorer)

set total-virulent (ount virulent)

end
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