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A mis padres y mi amado hermano,
Jairo D́ıaz, Noraida Castañeda, y Jairo A. D́ıaz
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Abstract

The use of phenomenological based semi-physical models as virtual sensors for density
and viscosity of mineral slurries.

This thesis presents two estimation structures for on-line estimation of density and viscosity
of mineral slurry flowing through a pipes and fittings assembly (PFA). The structures are
developed from a phenomenological based semi-physical model (PBSM) as main component
of a soft-sensor. The PBSM is developed based on the mass conservation and momentum
transfer principles, in order to separate the density estimate from the viscosity, and momentum
transfer, considering frictional energy losses. In this way, the model equations are obtained
based on the variables directly affecting the density and viscosity of minerals slurries. The
proposed model is obtained in state variables, considering the available measurements (pressure
drop and volumetric flow) and the disturbances in the process. In this sense, from the theory
for state observers, an observer of unknown inputs was used in the estimation structure to
take into account the inherent disturbances in the process inlet. The density is estimated as
a state of the model while the two options for estimating viscosity are proposed based on the
availability for characterizing the rheology of the mineral slurry from laboratory tests. Finally,
the performance of the proposed structures for the estimation of the density and viscosity
properties of mineral slurry is tested by simulation. The conducted tests use disturbances in
the mixture inlet composition and include noise in the measured variables. The results exhibit
a good estimation of both slurry properties using both proposed methods.

Keywords: Soft-sensor, multiphase fluids, phenomenological based semi-physical models, loss
of energy, state estimator.



Resumen

Uso de modelos semif́ısicos de base fenomenológica como sensores virtuales de
densidad y viscosidad de pulpas minerales.

En esta tesis se presentan dos estructuras diferentes para la estimación en ĺınea de la densidad
y viscosidad de una pulpa mineral fluyendo a través de un conjunto de tubeŕıas y accesorios.
Las estructuras son desarrolladas a partir de un modelo semif́ısico de base fenomenológica
como componente principal de un sensor virtual (soft-sensor). El modelo se obtiene con base
en el principio de conservación de la masa y la transferencia de momento, con el fin de separar
la estimación de densidad y viscosidad, y considerar las pérdidas de enerǵıa por fricción. De
este modo, las ecuaciones del modelo son obtenidas en función de las variables que afectan
directamente la densidad y la viscosidad de las pulpas minerales. Dicho modelo es obtenido
en variables de estado y considerando las mediciones disponibles en planta (cáıda de presión
y flujo volumétrico), además de las perturbaciones en el proceso. En este sentido, a partir
de la teoŕıa de observadores de estados, se propone un observador de entradas desconocidas
de tal manera que las perturbaciones inherentes del proceso puedan ser consideradas. Con
base en lo anterior, la densidad se estima como una variable de estado, mientras que para la
estimación de la viscosidad se consideran dos opciones en función de la disponibilidad para
caracterizar la reoloǵıa de la pulpa en laboratorio. Finalmente, el desempeño de las estructuras
propuestas para la estimación en ĺınea de la densidad y viscosidad de una pulpa mineral se
evalua mediante simulación. Las simulaciones fueron realizadas considerando perturbaciones
en la composición de sólidos a la entrada, y ruido blanco para las variables medidas. Los
resultados obtenidos presentan una buena estimación de las propiedades de la pulpa para las
dos estructuras de estimación presentadas.

Palabras clave: Sensor virtual, fluidos multifásicos, modelos semif́ısicos de base
fenomenológica, pérdidas de enerǵıa, estimadores de estado.



Contents

1. Introduction 1

1.1. Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Research problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3. Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4. Main publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5. Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2. Dynamic models to fluids flowing 6

2.1. Process modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2. Modeling of fluids flowing in pipes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2.1. Basic concepts about fluid flowing in pipes . . . . . . . . . . . . . . . . . . . . 9
2.2.1.1. Continuity equation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1.2. Momentum equation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1.3. Flow regimes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.2.2. Energy losses by friction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.3. About models for fluids flowing in pipes. . . . . . . . . . . . . . . . . . . . . . . 12

2.3. Slurries flow behaviors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.1. Non-Newtonian slurries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.2. Bingham plastics model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.3. Power law model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.4. Complex models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.3.4.1. Carreau model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.4.2. Meter model and Yasuda model . . . . . . . . . . . . . . . . . . . . . 19

2.4. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3. State estimation for systems with unknown inputs 21

3.1. State estimators in processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2. Conventional observers for system with unknown inputs . . . . . . . . . . . . . . . . 25
3.3. Common types of unknown input observers . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.3.1. Full-order observers for linear systems with unknown inputs . . . . . . . . . 27



Contents iv

3.3.1.1. Existence and observability conditions . . . . . . . . . . . . . . . . . 28
3.3.2. The asymptotic observer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.3. Nonlinear unknown input observer . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.4. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4. Proposed structure for on-line estimation of density and viscosity of pulps 33

4.1. Estimation problem of the properties of a mineral slurry . . . . . . . . . . . . . . . . 33
4.2. Description of proposed estimation structure . . . . . . . . . . . . . . . . . . . . . . . . 36

4.2.1. Model structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2.2. Estimation structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2.3. Unknown input observer (UIO) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.3. Convergence assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.4. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5. Application case and results 45

5.1. Transport of a mineral slurry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.1.1. Model deduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.1.2. Density and viscosity relation for a flowing slurry . . . . . . . . . . . . . . . . 53
5.1.3. Static verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.2. Design of unknown input observer (UIO) . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.3. Simulation results: Application case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.4. Effects of the properties of the mixture on the pressure drop . . . . . . . . . . . . . 69

5.4.1. Methodology for frequency response analysis . . . . . . . . . . . . . . . . . . . 71
5.4.2. Results for the Wavelet transform . . . . . . . . . . . . . . . . . . . . . . . . . . 72

6. Conclusions and future work 76

6.1. General conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.2. Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

Bibliography 79



List of figures

2.1. Process system to modeling the flow of a fluid through a pipe. . . . . . . . . . . . 13
2.2. Flow regimes as a function of the particle size and flow velocity for the hetero-

geneous flow in the horizontal pipeline [1]. . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3. Scheme to simple shear [2]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4. Shear stress versus shear rate for Non-Newtonian fluids [1]. . . . . . . . . . . . . . . 17

3.1. Basic scheme of a state observer [3]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2. Representation scheme of a soft sensor in a process [4]. . . . . . . . . . . . . . . . . 23

4.1. Basic scheme for the transport process of a pulp. . . . . . . . . . . . . . . . . . . . . . 34
4.2. Block diagram for the estimation structure for the case in which p2 = g(p1, dn, x). 39
4.3. Block diagram for the estimation structure for the case in which p2 is considered

as a known input. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.4. Flow diagram for the proposed estimation methodology. . . . . . . . . . . . . . . . . 44

5.1. Flowsheet of a PFA through which a mineral slurry is flowing. . . . . . . . . . . . . 45
5.2. Process systems used for modeling the slurry flow through to pipe. . . . . . . . . . 47
5.3. Separation in subsystem for the transport system of a mineral slurry. . . . . . . . 48
5.4. Flow curve for a mineral slurry of kaolin with solids volumetric fraction equal

to 0.05 (Blue line for flow behavior and red line for viscosity) [5]. . . . . . . . . . . 54
5.5. Flow curve for a mineral slurry of kaolin with solids volumetric fraction equal

to 0.12 (Blue line for flow behavior and red line for viscosity) [5]. . . . . . . . . . . 54
5.6. Flow curves for different concentrations of solids in mixtures of water and kaolin.

[5] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.7. Disturbances in the solids initial concentration for the model simulation. . . . . . 62
5.8. Simulation of proposed model under different disturbances for the solids con-

centration in the inlet. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.9. Comparison between the linear and non-linear model for the variables of volu-

metric flow and viscosity under different disturbances for the solids concentra-
tion in the inlet. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.10. Value and time of disturbances applied to the pulp flowing. . . . . . . . . . . . . . . 65
5.11. Simulation results of the process variables for the proposed estimation structure

and the power law model, under different values of free gain k2 and different
disturbances for the solids concentration in the inlet. . . . . . . . . . . . . . . . . . . 66



LIST OF FIGURES vi

5.12. Simulation results of the process variables for the proposed estimation struc-
ture and the static verification, under different k2 gain values and different
disturbances for the solids concentration in the inlet. . . . . . . . . . . . . . . . . . . 67

5.13. Filter bank for the decomposition steps and signal analysis. H corresponds to
the low-pass and high-pass G filter to filter [6]. . . . . . . . . . . . . . . . . . . . . . . 70

5.14. Signal of the pressure drop for the transport of a mineral slurry in a PFA. . . . . 71
5.15. Methodology for obtaining the frequency response by DWT. . . . . . . . . . . . . . 72
5.16. Spectrum for the pressure drop signal, and the filtered signal to the cutoff

frequency f = 0Hz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.17. Decomposition levels using wavelet transform for signal pressure drop. . . . . . . 73
5.18. Third level of detail for the wavelet transform of the pressure drop. . . . . . . . . 74
5.19. Second level of detail for the wavelet transform of the pressure drop. . . . . . . . 74



List of tables

5.1. Values for the parameters K and n according to the volumetric fraction of kaolin. 55
5.2. Classification of the process variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.3. ITAE index for the state estimation of the transport of a mineral slurry with

noise. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.4. Parameters of simulation - Application of Wavelet transform. . . . . . . . . . . . . 71



List of symbols and abbreviations

Latin letters

Symbol Description
t time

x , y , z Coordinates
υ Velocity
g Gravitational force
D Diameter
Q Volumetric flow
Ni Dimensionless number called according to sub-index i
f Frictional factor
L length of pipeline

KF The K factor - Energy losses
v Vector of velocity components
S Cross section
P Pressure.m Mass flow
W Work
E Energy
U Average velocity
f Friction factor
fD Darcy’s Friction factor
hL Energy losses by friction
K K factor for 2k method

K1, K∞ K factors for fittings
m Total mass
n Behavior index
K Consistency factor
Din Internal diameter
x States vector
u Inputs vector
y Outputs vector
d Unknown input vector
z State transformation vector
e Estimation error.e Estimation error dynamic
O Observability matrix
x̂ Estimated state

C [i , j] Wavelet transform coefficients



List of symbols and abbreviations ix

Greek letters

Symbol Description
υ Velocity
ρ Density
µ Viscosity
∆ Gradient
τ Tensor of momentum by molecular transport
ε Roughness
φ Potential energy
φ̂ Potential energy per mass unit
κ Kinetic energy.
γxy Shear rate
τxy Shear stress
η Apparent viscosity
η0 Low shear limiting viscosity
η∞ High shear limiting viscosity
Ψ Wavelet mother

Subscripts

Symbol Description
in Inlet condition

out Outlet condition
T Pipeline
m Measured
um Unmeasured
S Solids
W Water
V Volumetric
P Pulp
Re Reynolds
1, 2 Point in the pipeline
1B Point of flow division
tot Total
ss Stationary state

Abbreviations

Abbreviation Description
PBSM Phenomenological based semi-physical model

PFA Pipe and fittings assembly
PS Process system

DBE Dynamic balance equation



List of symbols and abbreviations x

Abbreviation Description
BDE Balance differential equation
LMI Linear matrix inequalities
UIO Unknown input observer
LPV Linear parameter-varying
MEB Mechanical energy balance
WT Wavelet transform

STFT Short-time Fourier transform
SfS Soft sensor



CHAPTER 1
Introduction

1.1. Motivation

The pulps or slurries are the types of fluids predominant in the mineral processing industry, due
to their uses in the extraction processes, particle size reduction or transport of minerals (for
example pumping). The above considering that the minerals frequently are mixed with water
to form a pulp or slurry before their processing [7]. Additionally, the quality of the majority
of processes related to the particles separation (cyclones, hydrocyclones, jigs, etc.) strongly
depends on viscosity and density of processed mineral pulps. Thus, any control system to hold
efficient operation requires that the properties of the pulp are on-line measured or estimated.
Hence, it is necessary to characterize pulp properties as density and viscosity. Majority of
mineral pulps exhibit a non-Newtonian behavior and their properties do not depend of only
one parameter or process variable. Some parameters or properties of the solid phase as
concentration, size distribution, and form of solid particles, have influence on properties and
rheology of the suspension. Therefore, the determination of the rheology of mineral slurries is
a complex task owing to the many factors influencing pulp flow behavior [8].

Currently, there are direct and indirect methods for characterizing the rheology of the
non-Newtonian fluids. The direct methods include viscometers o rheometers (coaxial
cylinder viscometers, capillary viscometers, and viscometers vibrant sphere), which are
used to determine off-line slurry rheology [9]. On the other hand, some indirect methods
are possible using sensors by software (soft sensors), which estimate the properties of
pulps using available information of other measured variables from the pulp processing or
transportation. However, for the mineral processing industry [10], the implementation of
soft sensors have been done based on empirical models, which do not provide information
about the phenomenology of the process. Indeed, the empirical models are not generalized
with other similar processes because they strongly depend on installation particularities and
fluid and solid kind. The above is due to that the phenomena influencing the rheology
are not considered for the construction of empirical models, thus the estimation is diffi-
cult when disturbances occur or take place changes on phases properties altering pulp rheology.

Although the importance of the rheological characterization is recognized in mineral process-
ing literature, the majority of studies have been focused in laboratory measurements of the
properties to determine the pulp rheology. Other studies are focused on developing in-line
measurement devices, which operate with direct intervention of the process line. However,
these devices implicate high cost of purchase, installation and maintenance [9], [11], [12],
[13]. In addition, in the proposed methods in the literature, there is no a phenomenological
procedure which permits to separate the estimation of density and viscosity of a mineral slurry,
having to account the strong relation between these properties in the Reynolds number. This

1



CHAPTER 1. Introduction 2

last number is directly involved in calculates of energy losses, flow behavior and momentum
transfer for the flow of a slurry through a pipeline [10], [14]. Based on the above, there is no
a standard procedure for on-line measurement of the rheological variables, without intervene
of the process lines and which permit to separate the estimation of density and viscosity
of a pulp. On the other hand, it is known that the influence of main factors affecting the
properties of mixture can be determined through phenomenological based models of the fluid
flowing. These models allow to explain the dependence of slurry properties from factors and
parameters governing the slurry rheology [2].

According to the previous discussion, to estimate pulp properties is necessary to construct
a model that consider the phenomena involved in the flow process, also the variables and
parameters influencing the system behavior. This model must quantify the interactions of
different factors, which characterize the rheologycal properties of mineral slurries. Besides the
features mentioned above, the structure of the model must serve as a structure for the soft
sensors. This structure must allow to use available measurements of some process variables
as inputs to the model to estimate the flowing slurry properties. In this sense, this research
has the aim of proposing an on-line estimation for slurries flow properties using soft sensors
based on a phenomenological based semi-physical model for the flow process of a mineral pulp
into a pipe and fittings arrangement (PFA). This pipe and fittings assembly is responsible for
transporting the pulp through the process units and provides the information about the critical
variables for the tasks of design, monitoring and control of the process.

1.2. Research problem

The measurement of critical variables in industrial processes is a difficult and necessary task for
control and monitoring of the process. However, some variables cannot be directly measured
due to the few available devices for measuring and their high costs [15], [16]. Furthermore,
some critical variables in the process have a strong dependence on parameters own of the
system. Hence, these parameters must be characterized correctly to guarantee a correct
estimation of the process variables or states. Uncertainty on those parameters can propagate
to the estimation of unmeasured states. A case of this situation is the mineral processing
industry and mineral extraction plants, where it is necessary to properly characterize the
rheological properties of mineral slurries and based on these characterization, to obtain
estimates of the process variables, which represent the reality of the process [10]. In this type
of plants, mineral slurry is a mix of solid particles suspended in a liquid and currently with
properties normally offline characterized by laboratory measurements available at long time
intervals.

In many mineral processing plants, the flow of mineral slurries through the pipes can present
non-Newtonian behavior due mainly to the features of solid particles in the slurry. The
behavior of slurries depends on factors such as size and particles shape, solid particles
distribution, particles concentration in the liquid phase, density and viscosity of the transport
phase [17]. Thus, the rheological behavior of slurry must be considered for estimating
its density and viscosity, which are a function of the properties of each one of the phases
conforming the mixture [17]. Although both density and viscosity of mineral slurry depend
on the properties of individual phases in the mixture, the dependence of density on each
phase properties is different to viscosity dependence. According to literature, the density in
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mineral slurries is mainly a function of solid concentration in liquid phase, while the viscosity
of mixture is strongly affected by size, shape and solid particles distribution in the liquid phase
[9], [14].

Until now some researches have developed on-line estimation of density and viscosity for
mineral slurry as a function of properties of the solid particles [7], [12], [18]. However, these
researchers are focused on the use of direct measures or characterizations of process samples
in the laboratory [11], [19], [20]. The outstanding disadvantages of this methods are the high
costs of installation implicated in using devices for direct measure and the high time delay for
laboratory measurements respect to processing time. The last one is due to the non uniform
or constant properties of process feed. In mineral processing the feed changes on time,
therefore the determination of mixture properties (for this case, density and viscosity) cannot
be associated in real time to changes in the feed and its properties. In addition, pressure drop
and energy losses by friction are directly affected. Indeed, when it is not possible to associate
the slurry properties with changes in the feed, the estimation of density and viscosity does
not represent the real operation of the process.

According to the above, the research problem for this thesis is that now there is no a me-
thodology for the on-line estimation of density and viscosity values of mineral slurry, using a
phenomenological based semi-physical model (PBSM) and linking the properties of the mixture
with the properties of individual phases. Additionally, there is no a procedure to separate the
effects of density and viscosity on the flow regime and momentum transfer for mineral slurries
flowing through the pipe. Therefore, the focus of this research is to obtain a formal methodolo-
gy for on-line estimation of density and viscosity of mineral slurries flowing through pipes, based
on theories and concepts valid for multiphase flow. With this, it must be possible to identify
the dependence of mixture properties with properties of each phase and their interactions for
representing the reality of the process. The final intention is to use estimations of mixture
properties as useful tools for controlling process units that operate with mixtures of water and
solids.

1.3. Objectives

The objectives that conduct this thesis are:

General objective:

Propose a methodology for the on-line estimation of density and viscosity properties of mine-
ral slurries flowing through a pipe and fittings assembly (PFA), using soft sensors based on
phenomenological based semi-physical models, which consider the phenomena of momentum
transfer and the influence of the properties of each phase over mixture properties.

Specific objectives:

• Identify proposed methods from the literature for the on-line estimation of the rheological
properties of multiphase fluids.
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• Recognize the properties of single phases and the variables that directly affect the density
and viscosity of multiphase fluids.

• Distinguish the operational principles, advantages, and limitations of each method found
in the literature for on-line estimation of the multiphase fluids properties.

• Classify the variables and the single phases properties as relevant and irrelevant facts
regarding mixture properties according to the degree of affectation.

• Propose a phenomenological based semi-physical model including the main variables
affecting the mixture properties for mineral slurries flowing through a PFA, associated
to the momentum transfer and friction energy losses.

• Develop a methodology for integrating the proposed model to a soft-sensor structure,
using the variables associated with momentum transfer and energy losses as input data
and correction factors.

• Evaluate the proposed methodology for the on-line estimation of the mineral slurries
properties, with the simulation of a pumping process of mineral pulps in the industry of
mineral processing.

1.4. Main publications

Additionally to the results obtained from the objectives, the main publications related to this
work are:

Publications:

• J. L. Diaz C. and H. Alvarez, (2014). An EMSO Platform for Modeling Fric-
tion Losses in Process Plants (in Spanish). Lámpsakos - ISSN: 2145-4086. DOI:
http://dx.doi.org/10.21501/issn.2145-4086, Colombia.

• D. A. Muñoz, J. L. Diaz C., Taborda S., and H. Alvarez, (2016). A phenomenological-
based semiphysical model for hydrocyclones and its feasible operation region. Interna-
tional Journal of Mining, Materials, and Metallurgical Engineering. Accepted December
2016.

• J. L. Diaz C., D. A. Muñoz and H. Alvarez. Slurry Density and Viscosity online Estimation
Using a Phenomenological Based Model as Soft-Sensor. Submitted to International
Journal of Mineral Processing. February 22, 2017.

Conference papers:

• J. L. Diaz C. and F. Bolaños, (2016). Analysis of the frequency response of the pressure
drop signal in the fluid transport process (in Spanish). In Latin American Conference on
Automatic Control CLCA. Medelĺın, Colombia.
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1.5. Thesis outline

The thesis is organized as follows: In chapter 2 the concepts and theory related to the transport
of slurries through pipelines are exposed. In addition, this chapter provides a methodology for
the formulation of phenomenological based semi-physical models. A review of main concepts
for the state estimation and the state estimators commonly used for the systems with unknown
inputs is presented in chapter 3. Chapter 4 explains the estimation problem for the properties
of a slurry flowing through a PFA and includes the main contribution of this thesis, which is the
use of phenomenological based semi-physical model to propose a structure for the construction
of an unknown input observer. The application of the proposed structure to a transport process
of slurries is presented in Chapter 5. Finally, in the Chapter 6 the conclusions and some future
works derived from this thesis are exposed.



CHAPTER 2
Dynamic models to fluids flowing

This chapter has the intention of presenting a review of different models for the process of fluids
flowing through a pipe and fittings arrangement (PFA). The variables governing the behavior
of fluids, the fluid kind (compressible and incompressible fluid), and the behavior as Newtonian
or non-Newtonian fluid are distinguished. Thus, a description of basic concepts related to the
process modeling and some aspects concerning with the kind of models currently used are
shown. A methodology to obtain phenomenological based semi-physical models (PBSM) is
presented. Next, some basic concepts of the dynamic of fluids flowing into pipes and the flow
regimes and the variables that influence those regimes are mentioned. Finally, the fundamental
concepts about properties of the non-Newtonian fluids, the typical behaviors of flow of that
fluids, and the basic models to describe them are exposed.

2.1. Process modeling

According to [21], the tasks of modeling and simulation are directly related to the concepts
of systems, models and processes. The relationships between model and system are given by
the modeling, while the relation between model and process correspond to model simulation.
A system is a representation of the reality, an abstraction of the real process, whereas a
model is a set of instructions to describe a behavior of interest in the modeled processes. The
instructions set can be represented by mathematical relations, such as differential equations or
any other mathematical formalisms, which are obtained from the fundamental laws governing
the system [21].

The representation of a system with mathematical relations determines the structure of a
model and also provide the relevant information of the system. The model structure refers to
the set of relationships among parts of the model, such as variables, constants, and parameters
which together form the terms of models. The incorrect use of the fundamental laws of
physic and the conservation principles can generate incomplet, inconsistent or ambigous
models to describe the process. An incomplete model is one not able to describe all relevant
phenomena of the system. The inconsistent models present contradictions as result of the
use of incompatible laws for describing the same phenomenon. Finally, a model in which
a phenomenon can be described by two or more laws, each one from different approaches
without knowledge about the appropriate law for the case of study, is considered an ambiguous
model [21].

There are many classifications in the literature for models, however, and according to [22] the
models can be classified using three approaches:

6
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• Depending on the process knowledge implicit in the model, there are models of white,
black and gray box.

• Considering the kind of information provided by the model, there are explicative, des-
criptive and predictive models.

• About the spatial grouping features of the model parameters, there are models with
distributed parameters and lumped parameters.

The white box models or phenomenological models are obtained from theoretical knowledge
(laws or principles) about the phenomena of the system and the interactions among them.
Opposite to the above models, the black box models result from experimental observations
applying curve fitting to find correlations. These models are commonly named empirical
models and are used frequently when the predominant physical phenomenon is unknown or
very complex. In the middle point between white and black box models, the gray box or
semi-physical models are found. The gray box models have two subfamilies which are different
according to the origin of model structure, which can be phenomenological based (white box
model) or empirical based (black box model).

The gray box model with a phenomenological based structure contains one or more empirical
sub-models or correlations for the unknown parameters of the model. This kind of model
based on fundamental laws and conservation principles for obtaining the model structure and
empirical correlations for parameters are recognized as phenomenological based semi-physical
model (PBSM) [22]. The other kind of models into the gray box models has empirical
structure and one o more phenomenological sub-models for the parameters. This last one
are called empirical based semi-physical models and are not frequently used in engineering.
The PBSM, unlike of pure phenomenological models, presents the advantage of describing
part of the model parameters through correlations fitted from experimental observations. In
this way, it is possible to construct new correlations without having full detail of phenomenon
governing the parameter behavior. This fact simplifies the PBSM construction, allowing to
obtain a parameter sub-model without phenomenological based knowledge using a simplified
function (correlation).

Phenomenological based semi-physical models (PBSM) present a better approximation to
qualitative and quantitative description of characteristics phenomena of the process. The
PBSMs are a powerful tool in the process engineering due to the variety of process that
can be described from the conservation principles, in addition to well-known correlations for
process parameters, i.e., Fick, Newton, and Fourier laws. The big advantage of the PBSM
is their explanatory structure, which permits to extract important information to understand
and explicate the system behavior with less complex structure compared to white box models.

Due to the construction of a PBSM is not an easy task, and the construction process determines
the model correctness, computed aided solution, understanding and interpretation of results,
a methodology for developing PBSM is presented [23], [24].

1. Develop a verbal description and a complementary process flow diagram. These pieces
of information must be clear and complete. Description and diagram are doing regarding
to the real process to be modeled.
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2. Propose a modeling hypothesis and set a level of detail for the model according to
model object or purpose. This purpose is easily identified after elaborate the question
to be answered by the model. Regarding level of detail, two main options there exist:
lumped parameters or distributed parameters, both used at any size level (molecular,
microscopic, mesoscopic or macroscopic).

3. Define as many process systems (PS) on the process to be modeled as required by the
previously setted level of detail. A clue to PSs determination is to look for physical
walls into the process, distinguishable phases or any mass characteristics marking spatial
differences. Plot a block diagram relating all PSs using thin arrows for indicating mass
flows and thick arrows for energy flows among PSs.

4. Apply the principle of conservation to each determined PS. It is recommended to take
almost next balances: total mass balance, n component mass balances, total energy
balances as thermal energy or mechanical energy balances. These equations form the
Dynamic Balance Equations (DBE) set.

5 Select from DBE those equations with significant information to fulfill the model purpose
as it was established in Step 2. Some DBE can be stationary equations but are included
into the model structure due to their balance origin. Other DBE are redundant or are
merely a numerical equality, them they must be discarded.

6. Identify variables, parameters and constants of the model. Fixed the values for all
constants of the model remembering that variables values are obtained only by solving
the model. Variables cannot be determined a priori. Contrary, parameters will never be
the result of model solution, they need to be specified by the modeler previous to the
model solution.

7. Find constitutive equations for calculating the largest number of parameters in each
PS. Parameters without a constitutive equation must be identified from experimental
data using auxiliary models (normally empirical ones) or the current PBSM structure
converted to its stationary state provided enough experimental stationary state values.

8. Verify the degrees of freedom of the model.

9. Obtain a computational model or the solution of the mathematical model.

10. Validate the model for different operation conditions and evaluate its performance.

2.2. Modeling of fluids flowing in pipes

The dynamic of fluids regarding to momentum transfer can be described from three different
levels as follows [25]:

• Macroscopic level: This level corresponds to a general vision about the problem. It
is based on a set of balance equations describing the changes in the system due to
interactions with the environment. Those are considered macroscopic balance without
other levels of detail of the system. These level is the more commonly used in process
engineering for representing the behavior of the fluid flowing into pipes or between
pieces of equipment.
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• Microscopic level: The aim of this level is to obtain information about variables
and profiles of these into the system. The analysis is doing over a small region of
the system using variation equations as Navier-Stokes to describe changes in that
region. The computational fluid dynamics (CFD) is one of the common tools of this level.

• Molecular level: The use of this level is common when the modeler is interested on
understanding the transport mechanics since molecular level. In process engineering this
level has few uses except for fluid movements into porous media.

Each one of above levels is used depending on the information that is wanted to obtain from
the model. Thus, the macroscopic and microscopic level are frequently used for engineering
applications, whereas molecular level is normally employed in physical sciences. In addition,
these levels are described in different length scales. Centimeters to meters for macroscopic,
microns to centimeters for microscopic and nanometers (1 to 1000) for molecular level [25].

2.2.1. Basic concepts about fluid flowing in pipes

The flow of a fluid through a pipe is generally tackled from the macroscopic and microscopic
viewpoints with the purpose of determining the changes in the system. In the case of the
processes of fluids transport, the system over which it is applicable the conservation principle
(mass and energy balances) is defined as a portion of the pipe. Balance equations to apply are
continuity equation and momentum equation, respectively. Also, in the literature two main
mechanics of momentum transport, the molecular and convective, have been identified. From
a molecular viewpoint, the transport is associated to the transfer of momentum due to the
action of the viscous forces, while the convective transport is related to the global movement
of the fluid [2]. However, there are many concepts additional to the conservation principles
necessary to understand the fluids flow in pipes, which are related to the fluids properties and
the specifications of the pipe. Next, some of these concepts are explained.

2.2.1.1. Continuity equation.

According to [25] this equation describe the variation rate of the fluid density in the space
respect to the time, all for a differential volume element. This equation results after obtaining
a mass balance for the process system. The continuity equation can be expressed as:

∂ρ

∂t = −
(
∂

∂x ρυx + ∂

∂y ρυy + ∂

∂z ρυz

)
, (2.1)

Where ρ is the density of the fluid and υi the velocity of fluid in the spatial component i (with
i equal to x , y and z). The equation 2.1 represents the rate of change of the mass into the
process system considering input and output mass flows. For the case of incompressible fluids
the term indicating density change is equal to zero (∂ρ∂t = 0). This representation considers
the transfer through all faces of the volume element.
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2.2.1.2. Momentum equation.

The equation for the rate of change of momentum is obtained from a momentum balance
over the system, which considers the input and output flows of momentum in addition to the
external forces acting over fluid in all faces of the differential volume element [25].

∂

∂t ρυ = − [∇ · ρυυ]−∇p − [∇ · τ ] + ρg , (2.2)

Where ∇p is the pressure gradient and [∇ · τ ] is a vector of divergence of τ tensor representing
the addition of momentum by molecular transport per unit of volume. The term [∇ · ρυυ] is
the addition rate of momentum due to the convection transport per unit of volume, and the
term that corresponds to the action of external forces, such as gravity, is ρg . The detailed
deduction and explication about of these mechanic energy transport are developed in [2], [25].

2.2.1.3. Flow regimes.

The introduction of the concept of flow regimen was done in 1883 by Osborn Reynolds with
an experiment realized to measured the pressure drop as a function of flow rate [2]. From
the obtained results, O. Reynolds proposed three kinds of flow regimen according to the flow
rate in a tube. The laminar flow was considered for the stable flow in which the elements of
fluid move in smooth layers relative to each other with no mixing. This occurs at low flow
rates. Opposite to laminar flow regime, the flow characterized by high degree of mixing among
fluids elements was named as turbulent flow or unstable flow and appears at higher flow rates.
However, a particular case was found for the intermediate flow rates values at which it is not
possible determine a tendency for the relationship between the pressure drop and the flow
rate. This case is known as transitional regime because the flow is unstable but not totally
mixed. This correspond to the transition of the laminar flow to turbulent flow [2], [25]. The
nondimensional Reynolds number is defined according to the equation:

NRe = Dυρ
µ

(2.3)

where, ρ and µ are the density and viscosity of the fluid, whereas D and υ are the pipe inside
diameter and the velocity through the pipe. The Reynolds number expresses the relationship
between the inertial momentum flux in the flow direction and the viscous momentum flux in
the cross direction [25]. Viscous forces result from intermolecular forces. When these forces
dominate in the system, low Reynolds numbers are obtained and this is associated with the
laminar flow. An opposite case occurs when the system is dominated by inertial forces, which
produce high Reynolds numbers or turbulent flow [2].

Depending on features of pipes and properties of fluids, the flow regime can be identified
according to the Reynolds number as: Generally, laminar flow in a pipe occurs when the value
of Reynolds (NRe) is less to 2000, and the turbulent flow is presented when the NRe is greater
than 4000. Finally, the transition region is between the laminar and turbulent region [2].
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2.2.2. Energy losses by friction.

When a fluid flows through a pipe or conduit, fluid energy decreases due to energy losses as a
result of the action of frictional forces. These forces correspond to the force exerted by a part
of the fluid over other parts of the fluid and the forces exerted by the fluid as a whole over
the solid surface of the pipe. For a fluid that flows in a pipe due to the pressure difference
between the inlet and outlet points of the pipe, the frictional force is the only opposed
to the flow when the pipe is in a horizontal position. For the case of pipes in a vertical
position or with some inclination, the action of the gravitational force should be considered too.

For the case of flow through pipes with circular cross section, the energy lost by the frictional
force can be expressed as follows [25]:

hL = f L
D
υ2

2 , (2.4)

Where hL is the energy lost by friction in m2

s2 , L and D are the length and internal diameter of
the pipe or conduit in m, and f the Darcy friction factor. Remembering that friction indicates
the resistance to the motion. Frictional factor is a nondimensional number representing the
ratio between the wall shear stress, and the kinetic energy per unit of volume or the flux
of momentum carried by the fluid. This result is known as the Fanning friction factor (fF ),
however, there are other definitions such as the Darcy friction factor (f ) which is equal to
4fF . Although the equation 2.4 is valid for calculating the energy losses in any flow regime,
the friction factor is different to each regimen. There are many correlations to determine the
frictional factor depending on the flow regime or Reynold number, phases of the fluid and
properties of the pipe as roughness. Next, some equations for calculating the friction factor
are shown.

• Laminar regime: For this regime, the Darcy friction factor can be expressed as [2]:

f = 64
NRe

, (2.5)

• Turbulent regime: For the turbulent regime, when the roughness of pipe becomes im-
portant, the Darcy friction factor can be expressed as [26]:

f =
{
−2log

[
ε/D
3.1 −

5.02
NRe

log
(
ε/D
3.71 + 14.5

NRe

)]}−2
, (2.6)

Where ε is the absolute roughness of pipe measured in m. The equation 2.6 is valid
also for the transitional regime.

The above equations are used for calculating the energy losses by friction in a pipe. However,
the pipeline is complemented with fittings and special elements such as elbows, contractions,
expansions, valves, etc. There are different methods for estimate the energy losses in this
elements. Within the most common methods are found the method of K and 2K and the
most recent, the method of 3K, which correlates the losses in fittings using an equivalent
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length of the pipe, through a K factor [2], and using equation 2.4, the K factor is expressed
as:

KF = f L
D . (2.7)

In the work of [27] the next expression relating the K factor with the Reynolds number and
the fitting kind was presented:

KF = K1
NRe

+ K∞
(

1 + 1
Din

)
. (2.8)

The parameters K1 and K∞ depends on the fitting kind and its assembly to the pipeline
method (for example: welded or screwed). K values are reported in [27] for several fittings.
The diameter Din must be given in inches. In addition to the above correlations for friction
factors calculations, there are graphics methods to estimate this factor but only to pipe, non for
fittings. These graphs for pipe are based on the Reynolds number and the relative roughness,
such as the Moody diagram [28].

2.2.3. About models for fluids flowing in pipes.

For the study of the problems implicating isothermal flow, the equations commonly used as
an initial point for the formulation of models are the continuity equation and the momentum
equation. These equations are obtained from mass and momentum balances. However, there
exist other equations complementing the above equations as angular momentum balance.
These equations are gotten from the general expression of momentum equation, required
when angular momentum is important.

According to [25] the rate equation of mechanical energy can be deduced from a laborious
rearrangement of equation 2.2 and using the equation 2.1. The final result is an equation for
the kinetic energy and potential energy as a function of only mechanical terms. The above is
due to this expression considers the addition of kinetic energy by convection per volume unit
(−
(
∇ · 1

2ρυ
2v
)

), the work done by the pressure of surroundings over the fluid (∇ · pv), the
irreversible and reversible change of kinetic energy in internal energy (−τ : ∇v and p (−∇ · v),
respectively), the work of the viscous forces over the fluid (∇ · [τ · v ]) and the work done by
the gravity force (ρ (v · g)).

∂

∂t

(1
2ρυ

2 + ρΦ̂
)

= −
(
∇ ·
(1

2ρυ
2 + ρΦ̂

)
v
)
− (∇ · pv)− p (−∇ · v)− (∇ · [τ · v ])− (−τ : ∇v) , (2.9)

Where Φ̂ is the potential energy per mass unit defined as g = −∇Φ̂, and v the velocity
vector. Until now the equations 2.1, 2.2 and 2.9 were obtained from microscopic systems
or system as one differential volume element. Hence, these equations are expressed in
terms of partial derivatives for describing the changes of mass, momentum and mechanical
energy. This kind of equations consider the interaction between the fluid and the solid
surfaces through to the boundary conditions established for the partial derivatives [25].
However, the interest in this work is focused in finding equations valid for implementing
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soft sensors. Thus, the macroscopic balances permit to consider the interactions and
understand the relationships between the system and the surrounding in a simplified
way. The macroscopic balances are the result of the integration of the variation equations
through the total volume of the system, so they are expressed as ordinary differential equations.

Thus, the macroscopic balance is widely used in many engineering applications because it per-
mits a global description of bigger systems without considering the detail of the fluid dynamics
into the system. Hence, these have broad application for the tasks of monitoring and control
system. Thereby, this work is developed from macroscopic approach for constructing models
describing the global dynamic of the flow process, using the macroscopic balance of mass,
momentum or mechanical energy. A deduction of macroscopic balances from the microscopic
balances given by equations 2.1 and 2.2, for modeling fluids flowing through a horizontal
pipe with constant cross section is presented below. The modeled system is shown in Figure 2.1.

Figure 2.1. Process system to modeling the flow of a fluid through a pipe.

• Macroscopic mass balance.
From the microscopic equation for continuity (Equation 2.1), considering that the flow
is predominantly in the (z) axis of the pipe, the variation of density and velocity can be
depreciated for the y and x components, and the change of mass per unit of volume can
be expressed only as function of axial component. According to the above the equation
2.1 is reduced to:

∂ρ

∂t = − ∂

∂z (ρυ) . (2.10)

For a fluid approaching with an average velocity (〈υ1〉) through a cross section S1, and
coming out by section S2 with an average velocity 〈υ2〉, an integration of the equation
2.10 over total volume of the system in the Figure 2.1 produces the macroscopic balance
of mass given by the following equation:

d
dt mtot = ρ1〈υ1〉S1 − ρ2〈υ2〉S2, (2.11)

with mtot equal to the total mass contained in the pipe between the planes 1 and 2,
and the term .mi = ρi〈υi〉Si is the mass flow of input or output in the plane i , with
i = 1, 2. Thus, the equation 2.11 corresponds to the mass balance equation in unsteady
state, which provides information about the change of mass as result of the input and
output of mass to the system.
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• Macroscopic momentum balance.
From the same considerations used to develop the mass balance, and considering that
the forces associates to the stress tensor τ are very low regarding to pressure forces, and
the pressure does not change over the cross section in the planes 1 and 2, the change
of momentum in the system can be described by the equation [25]:

d
dt Ptot = ρ1〈υ1

2〉S1u1 − ρ2〈υ2〉S2u2 + p1S1u1 − p2S2u2 + F s→f + mtotg . (2.12)

Because the momentum is a vector quantity, in the equation 2.12 the symbols u1 and
u2 represent the unit vectors in the flow direction. Thereby, this equation is the rate
of change of total momentum in the system (Ptot) as result of the input and output of
momentum to the system by convection, pressure forces in the extremes of system, the
gravity force acting on the fluid, and the force that the solid surface exerts over the fluid.
Writing the equation 2.12 in a simplified form including the term of mass flow ( .m), the
macroscopic balance of momentum in unsteady sate is:

d
dt Ptot = − M

(
〈υ2〉
〈υ〉

.m + pS
)

u + F s→f + mtotg . (2.13)

Where the symbol 4 corresponds to the difference between the inlet and output planes.

• Macroscopic mechanical energy balance:
Based on equation 2.9 for describing the variation of mechanical energy, if this equation is
integrated over total volume of the flow system, the macroscopic balance of mechanical
energy, according to [25] can be written as:

d
dt (κtot + Φtot) = −∆

(1
2〈υ

2〉+ Φ + p
ρ

) .m + Wm − Ec − Ev (2.14)

In the above equation, the first term of the right-hand side is the contribution by dis-
sipation of kinetic and potential energy per unit of mass, in the inlet and outlet point
with constant cross section. This is valid when the fluid flows in a direction parallel to
the pipe walls, and the density and potential energy are constant over the cross section.
In this sense, Wm correspond to the work realized over the fluid by the action of mobile
parts. The terms Ec and Ev are the energy loss by compression of the fluid and the
viscous loss due to the viscosity of the fluid, respectively. For incompressible fluids, the
term Ec is equal to zero, while the viscous losses depend on the fluid kind. Because the
last term depends on the viscosity, and according to the equations presented above to
calculate energy losses, this must be calculated in according to fluid kind: Newtonian or
non-Newtonian.

2.3. Slurries flow behaviors

A slurry is a mixture of two phases, generally solid particles and a carrying fluid normally
water. The flow of a mixture is very different than the flow of a single-phase fluid due to the
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presence of two or more phases. Multiphases presence modify the properties of the mixture
and therefore, the required energy for moving the fluid is commonly higher. The change of
the properties of a mixture are affected by the presence of other phases transforming the fluid
behavior from Newtonian to non-Newtonian fluid. The viscosity of mixtures depends on the
phase concentrations, the shear stress and the shear rate experimented by the fluid in the pipe
by which it is flowing. There are two basic slurry flow kinds, homogeneous and heterogeneous
flows. This classification is based on the distribution of the solid particles in the carrier fluid
[1].

• Homogeneous flow. In this case, the particles are uniformly distributed throughout
the carrier liquid. In accordance to the literature, a homogeneous mixture has typical
particle sizes which are smaller than a value between 40µm to 70µm, depending on the
density of solids. For many mineral slurries, as increase the particles concentration the
slurry becomes more viscous and develops non-Newtonian behavior [1].

• Heterogeneous flow. In this kind of flow, the particles are not uniformly distributed.
In a horizontal plane, the particles are not uniformly mixed and present a concentration
gradient in the vertical axis. This is due to the heavier particles are deposited on the
bottom of the pipe while the lighter particles are flowing in suspension. The typical
concentrations of these mixtures are lower to 25% [1].

The comprehension of the physical principles determining the flow of solid-liquid mixtures is
based on the interactions between the phases. According to the kinds of flow, the phases
can be mixed well or move in superimposed layers. Additionally, the transport of solid with a
liquid is limited by other aspects such as the shape of the solids, the speed of the flow and
the degree of turbulence, the interactions between the particles and pipe walls, as well as the
resistance of the particles to be raised by the liquid [1].

When a slurry flows through a pipeline, the disposition of the pipeline determines the flow
regime of the pulp depending on the type of flow. However, the heterogeneous flow is the
most affected by this, so for the case of a horizontal pipeline it is possible to identify four
regimes of flow. Figure 2.2 shows these regimes as a function of particle size and velocity of
flow for a horizontal pipeline. This classification is impotant for calculating the fluid pressure
drop in the pipeline [2].

Based on Figure 2.2, the heterogeneous flow dominates at low velocities and higher particle
sizes, while if velocity of flow increased the flow is more homogeneous, for particles sizes not
very high. For the case of a vertical disposition of the pipeline, in order to avoid a bed of
solids in the pipe wall more energy is required to flow. In this way, the gradient of pressure
must be higher than for a horizontal pipeline. The above is due to enough energy is required
to overcome the weigh of the liquid and solids, and the resistance of these particles to flow.

2.3.1. Non-Newtonian slurries

As it was mentioned, the pressure drop is one of the variables involved in the dynamic models
for the flow of a fluid through a pipeline. However, pressure drop is directly affected by the
properties of the mixture, especially density and viscosity. The density of a mixture can be
determined as a function of phases concentrations, while the viscosity is more affected by
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Figure 2.2. Flow regimes as a function of the particle size and flow velocity for the heterogeneous flow
in the horizontal pipeline [1].

other aspects such as shape and size of particles, and the density and viscosity of each indi-
vidual phase. With all these, the behavior of a slurry can be analyzed as a non-Newtonian fluid.

The Newtonian or non-Newtonian behavior of a fluid is determined based on its rheological
properties. The rheology corresponds to the study of the deformation and flow behavior of
materials, both fluids and mixtures of fluids with particulated solids [29]. The rheological
properties are referred to the relation between the shear stress (τxy ) and the shear rate ( .

γxy ).
The classical example for explicating shear stress and shear rate concepts is a fluid contained
between two parallel plates, as shown in Figure 2.3. If the bottom plate is fixed and the plate
in the top is free to move, the rheological properties can be classified by the way that the
mobile plate responds when an external force is applied.

Figure 2.3. Scheme to simple shear [2].

The shear stress can be defined as the external force (Fx ) per area unit of the mobile plate (Ay ),
while the shear rate is the displacement of the plate (Ux ) respect to the distance between the
two plates (hy ). In the case that the force applied is proportional to the rate of displacement,
the fluid is named as a Newtonian fluid and its behavior can be represented by:

τxy = µ
.
γxy , (2.15)

where,

.
γxy = dγxy

dt = dυx
dy = Ux

hy
(2.16)
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and µ the fluid viscosity. According to equation 2.15 if the external force is removed, the
motion stops but the fluid not return to initial state. For the case in which the relationship
between the shear stress and shear rate are not directly proportional when an external force
is applied, the fluid is known as a non-Newtonian fluid. For this kind of fluids, the equation
2.15 continues being validated but the symbol µ is replaced by the apparent viscosity η, and
the fluid behavior can be described by the equations 2.17 and 2.16.

η = τxy.
γxy

, (2.17)

Although both kind of fluids presented different relationships for the shear stress and the shear
rate, both Newtonian and non-Newtonian fluids do not have memory, i.e, they can not return
to the initial state when the force is removed. These fluids are named viscous fluids, while
the fluids able to return to its initial state are known as viscoelastic fluids. Because mineral
slurries rarely have viscoelastic behavior, these fluids are not treated in this work. For more
information about viscoelastic fluids please consult [1], [2], [9].

For characterizing the relationship between shear stress and the shear rate for non-Newtonian
fluids, there exists many complex functions, which have been developed for different types of
fluids. The different behaviors of the non-Newtonian fluids are shown in Figure 2.4. There the
relationships between the shear stress and the shear rate for different kinds of fluids is presented.
From this curves it is possible to identify the linear relation between the shear stress and shear
rate of a Newtonian fluid. However, the non-Newtonian fluids present different behaviors
among them. Some of the more used models to describe these behaviors are described below.

Figure 2.4. Shear stress versus shear rate for Non-Newtonian fluids [1].

2.3.2. Bingham plastics model

This type of fluid requires overcoming an initial yield stress to begin the motion. This kind of
fluids has a linear behavior after that initial yield stress is exceeded. The apparent viscosity
can be calculated according to:
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η = τ0
| .γ| + µ∞, (2.18)

where τ0 is the initial yield stress and µ∞ is the viscosity to the higher shear rates. Therefore,
for determining the behavior of these fluids it is necessary to identify the above properties.
For this, it is recommended to develop experiments in the laboratory at different shear rate
and shear stress. However, for the pulps, the solids concentration limits the values of yield
stress and viscosity to higher values of shear rates. In the work of Thomas (1961) a correlation
between the yield stress (τ0), apparent viscosity (η), volumetric concentration of solids (Cv )
and viscosity of the suspending medium (µ0) is proposed as:

τ0 = K1C3
v , (2.19)

η

µ0
= eK2Cv , (2.20)

with K1 and K2 characteristic constant associated with the particle size and shape.

2.3.3. Power law model

This model is very used for describing the behavior of non-Newtonian fluids, particularly for
dilatant and pseudoplastic fluids. The power law model can be represented by the following
equation:

τxy = K | .γ|n−1 .
γ, (2.21)

and expressed in therms of the apparent viscosity,

η = K | .γ|n−1, (2.22)

where the terms K and n correspond to the consistency factor in Pa · sn and the dimensionless
behavior index, respectively. If n = 1, the relationship between the shear rate and shear stress
is linear and this represents a Newtonian behavior. The behavior index can be positive o
negative depending on the fluid kind. For the case of n > 1 the fluid has a dilatant behavior
(or shear thickening), while that if n < 1 the fluid behavior is as pseudoplastic (or shear
thinning) [2].

Although both fluid kinds, dilatant and pseudoplastic, require an infinitesimal shear stress to
get motion, for dilatant fluid the rate of increase of shear stress with respect to the velocity
gradient increases as the velocity gradient increases, whereas for a pseudoplastic fluid the
rate of increase of shear stress with respect to the velocity gradient decreases as the velocity
gradient increases.

For the case of the yield pseudoplastic fluids, which are characterized by the same relationship
between the shear stress and the velocity gradient that of the pseudoplastic fluid, with addi-
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tional condition that these fluids must overcome a considerable yield stress for getting motion,
the power law model is modified as follows:

τxy − τ0 = K .
γn, (2.23)

Where τ0 the initial yield stress. The above is the Herschel-Buckley equation and it is accepted
for describing the slurries behavior with low solids concentration. In the work of [1] there are
others correlations that permit to represent the behavior of the yield pseudoplastic fluid with
solids concentrations higher than 20%.

2.3.4. Complex models

Additional to above models, there are others more complex models for representing the behavior
of some non-Newtonian fluids. This kind of fluids usually is related to the combination of two or
more behaviors (structural fluids) presented in Figure 2.4. Some of these models are mentioned
below [2], [30].

2.3.4.1. Carreau model

This model was proposed in (Carreau, 1972) and permit to describe the viscosity variation of
the structural fluids using the following equation

η = η∞ + η0 − η∞
(1 + (λ2 .

γ2))p , (2.24)

where η0 and η∞ are the low shear limiting viscosity and the high shear limiting viscosity,
respectively. p and λ are the shear thinning index and a time constant.

2.3.4.2. Meter model and Yasuda model

These two models were obtained as modifications of the Carreau model. These models intro-
duce new parameters which permit a better representation of the viscosity of complex fluids.

η = η∞ + η0 − η∞
(1 + τ2

σ2 )a
(2.25)

η = η∞ + η0 − η∞
(1 + (λ2 .

γ2)a)p/a (2.26)

where the parameters a and σ are the shear thinning index and a characteristic stress
parameter. The disadvantage of these models is that they require a big set data covering the
widest range of the shear stress values for getting a good fit of each parameter.
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2.4. Summary

The concepts and models for viscosity previously presented are usually used as tools for des-
cribing the behavior of fluids flowing through pipelines or a pipes and fittings assembly (PFA).
These kinds of flow are commonly used in the majority of the industrial plants. Previously
viscosity models will be considered as descriptions for the proposal of a model, which can serve
as the structure for the soft sensor presented in the next chapters.



CHAPTER 3
State estimation for systems with unknown inputs

A review of the most commonly used techniques for state estimation with unknown inputs are
presented in this chapter. Advantages and disadvantages of these estimation techniques are
exposed. The aim of this chapter is to present the tools that allows to develop the structure
for estimating the properties of a mineral slurry flowing through a pipe and fittings assembly.
The chapter is structured as follows. First, definitions for state estimation, state observer and
virtual sensor (or soft sensor) are presented. Then, the classic observers are introduced, and
based on this the improvements proposed in the literature for systems with unknown inputs
are commented.

3.1. State estimators in processes

State estimation is a powerful tool used for obtaining indirect measures of state variables of
a process, for which there are no available devices for direct measuring or the variable is very
difficult to measure. This section begins with the basic definitions but necessaries for the
understanding of the chapter. Based on the state-space theory and state estimation developed
in the 1950s and 1960s it is possible to establish the next definitions [31].

• State: Those variables that permit a complete representation of a system are commonly
named as states of the system, i.e., the variables that provide the internal condition of
the system in a determined instant of time [32].

• States estimator: According to [33], a state estimator is a deterministic or stochastic
system, dynamic or static, which based on a mathematical model and available mea-
surements is able to provide reliable information about state variables and parameters of
the process.

• State observer: A state observer is a kind of state estimator which is developed based
on a deterministic model, normally of the dynamic kind. In Figure 3.1 the general
scheme of a state observer is presented. According to the proposal of Luenberger
(1971), the system S2 corresponds to a state observer to the system S1. If the state z
and system model S2 are known, the state x of the system S1 can be determined from
S2 and z.

Indeed, the role of a state estimator is to estimate the system state based on the available
measurements and a model of the process. For the nonlinear system described by the
following equation:

21
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Figure 3.1. Basic scheme of a state observer [3].

.x = f (x, u),
y = h(x).

(3.1)

where x, u and y corresponding to the vectors of state, inputs, and output, respectively,
the design of a state observer consists in estimate the state vector (x̂) in a form that
the difference between the real state and estimated state is near to zero.

Thus, the estimation error

e = x− x̂, (3.2)

must satisfy the following conditions to fulfill the criteria of asymptotic convergence.

x̂(0) = x(0)⇒ x̂(t) = x(t) ∀t > 0, (3.3)

‖ x̂(t)− x(t) ‖ ⇒ 0 when t →∞. (3.4)

According to the above, the general structure of a state observer for the system in 3.1
is presented as follow

.̂x = f (x̂, u) + K (x̂)(y− ŷ),
ŷ = h(x̂),

(3.5)

where x̂ ∈ <n is the estimated state vector, ŷ ∈ <m is the output vector and K (x̂) ∈
<n×m is the gain matrix of the observer. The structure presented in 3.5 corresponds
to the model dynamic plus a correction term, which permits to impose to the system a
desired dynamic for the estimation error. With this, the design of an observer consists
on determine the gain matrix such that the conditions 3.3 and 3.4 are satisfied.

• Soft sensor: This is the association between one o more measurement devices (real
sensors) and a state estimator (computational algorithm), which permits to do on-line
measurements of unmeasured variables in a real process. This association is frequently
found because for many processes there are no available devices for measuring the
interest variables, or when these devices there exist, they are very expensive and have
short useful life [34], [35]. In the Figures 3.2 the structure of a soft sensor is presented.
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Figure 3.2. Representation scheme of a soft sensor in a process [4].

Due to different kind of models exist, and the soft sensors (SfS) are constructed from a
dynamic model, these sensors can be classified based on the kind of model over which
they are developed. Thus, it is possible to find SfS using phenomenological based
models or using empirical models. However, the selected model limits the representation
of the phenomena that describes the process and the operation region in which the
SfS gives good estimation. In the case of SfS based on empirical models, the observer
performance is restricted when the process is operating in a mode different from which
the model was developed. For this reason, soft sensors based on phenomenological
based models are preferred. With this kind of models, the SfS has no limitations in
the estimation processes and the SfS designer will have a better comprehension of the
system behavior.

The disadvantage of SfS constructed with a phenomenological based model is the com-
plexity for the model deduction, especially for processes in which the phenomena gover-
ning the process is not precisely known. However, the phenomenological based semi-
physical models are a good alternative for the construction of a soft sensor. These
models keep the phenomenological structure for the main phenomena in the process,
but using empirical correlations for describing parameters and other variables that can
not be correctly described from phenomenology.

In addition to the above, there exist another kind of state estimators frequently used in engi-
neering applications, some of these are presented below.

• State predictor: A predictor is used to obtain future values of the state based on their
present values [33]. Thus, the state predictors use the observations of previous times to
the time in which the estimation is done [36].

• State Smoother: This kind of estimator works with later observations to the time over
which the estimation is done. These are commonly used to eliminate spurious data of
signals without loss information.

• Kalman filter: It is a kind of dynamic state estimator based on a stochastic model [36].
Thus, this is an estimation algorithm for a model in the state space which permits
to calculate the unmeasured state of a linear dynamic system disturbed with noisy
signals. For this observer, measurements with white noise, are considered. White noise
corresponds to one aleatory signal (stochastic) characterized by the fact that values in
different times have not any relation. Therefore, a Kalman filter is a state estimator
of a dynamic system which uses noise observations together with a process model to
estimate the state through minimizing the square mean error.

In the work of [36] the original formulation for the Kalman filter structure is proposed.
According to this, for a discrete-time system described by the following equations:
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xk = Ak−1xk−1 + wk−1,
zk = Hxk + υk,

(3.6)

where x ∈ <n is the vector of discrete state, z ∈ <m is the vector of measured outputs
in the process, and µ ∈ <p is the inputs vector. The Ak−1 is the transition matrix which
related the state in previous time (k − 1) with the actual state (k). The parameters
wk ∈ <n and υk ∈ <m, are aleatory variables which represent the noise of process
phenomenon and its measurement. The noise is considered as white noise, thereby a
normal probability distribution and mean equal to zero are established, as shown below:

p(w) ∼ N(0, Q),
E(w) = 0,

(3.7)

and

p(υ) ∼ N(0, R),
E(υ) = 0.

(3.8)

In the equations 3.7 and 3.8 the matrices Q and R are the covariance for the noise
in the process and measurement, which change on time with each new measurement.
Therefore, and with the aim of obtaining a vector of estimated state (x̂k), a linear function
of the measurements (zi, ... , zk) that minimized the mean square error, is defined as:

E [xk − x̂k]T M [xk − x̂k] , (3.9)

where M is a symmetric nonnegative-definite weighting matrix [37]. The solution to the
estimation problem assumes that there exist a linear relation between the state and the
measurement (zk = Hxk + υk), using the measurement sensitivity matrix H, and the
measurement noise υk [36]. Thereby, the Kalman filter estimates the future state of the
system applying a correction term which is proportional to a prediction factor. Due to
above, the proposal of [36] to solve the estimation problem consists on two groups of
equations for prediction and actualization. The first group is responsible for the state
projection in the k time based on the k − 1 time, and the intermediate actualization
of the error covariance matrix (Pk(−)). The other group, actualization equations, is
responsible for the feedback or introduction of new information from previous time for
getting an improvement of the state estimation. Based on this, the mentioned equations
system are:

x̂k(−) = Ak−1 ^xk−1(+), (3.10)

Pk(−) = Ak−1Pk−1(+)AT
k−1 + Qk−1, (3.11)

Kk = Pk(−)HT
k

[
HkPk(−)HT

k + Rk
]−1

, (3.12)
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Pk(+) = [I−KkHk ] Pk(−), (3.13)

x̂k(+) = x̂k(−) + Kk [zk −Hk x̂k(−)] , (3.14)

The equations 3.10 and 3.11 are the prediction equations, while the equations 3.12, 3.13 and
3.14 correspond to the actualization equation. The term Kk is the gains matrix of observer
calculated at each iteration.
The exposed above is the classic proposal of Kalman. However, at nowadays this proposal
has been modified and improved by different authors. Although it was mentioned that this
filter is focused in the linear systems, this can be used to the nonlinear systems. The extended
Kalman filter has been developed to the nonlinear systems in discrete time. More about this
and other kinds of observers can be consulted in [31] and [37].

3.2. Conventional observers for system with unknown inputs

In many engineering processes it is not possible to measure all variables of interest due to
there is no available devices, or if these devices exist, they are very expensive [16]. For
this case, estimation techniques to process in which several input variables are unknown
have been developed. These techniques are called unknown input observers (UIO) and they
have been proposed to estimate the state vector of linear or nonlinear systems based on
the measurements of available inputs and outputs [38]. The state estimation for systems
with unknown input disturbances have been studied from different approaches. Some works
related to linear systems can be found in [39], [40], as well as for nonlinear systems in [41], [42].

Since 1970 the problem of designing observer for the system with unknown inputs has been
addressed by two basic approaches. The first one assumes a priori information about the
unmeasured inputs, such as a polynomial approximation or constant coefficient differential
equation for the unknown input. The other approach considers that there is no knowledge
of the inaccessible inputs [43]. Both works have as a common property that the state of the
system is estimated in asymptotic way. Recent developments have introduced modifications
improving the observer yield through other approaches, such as the state estimation in a finite
time and robust state estimation [44].

According to [45] the design problem about UIO for nonlinear system can be classified in three
categories:

• Nonlinear state transformation-based techniques: This name is due to the relatively
large classes of systems over which it is not possible to apply any useful mathematical
transformation.

• Linearisation-based techniques: In a similar way to the design of the extended Kalman
filter, the convergence of observer only is possible under certain conditions.

• Observers for particular classes of nonlinear system: Into this group the UIO for polyno-
mial and bilinear system or for Lipschitz system is included.
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In the seminal work of [46] a method to design a full-order observer for linear systems with
unknown inputs and the necessary conditions for the existence of the observer is presented.
Based on this work many other modifications have been proposed, including the Lipschitz
constraints and linear matrix inequality (LMI) for nonlinear systems [47], [48], [49]. Consider
a linear time-invariant dynamical system represented in the state space by the equation 3.15,
in which x ∈ <n, u ∈ <m, d ∈ <l y y ∈ <p, are the state vector, the known inputs vector, the
unknown inputs vector and outputs vector, respectively:

.x = Ax + Bu + Dd,
y = Cx,

(3.15)

where A, B, C and D are the known constant matrices of appropriate dimensions. Assuming
the rank of C is equal to p and the rank of D is equal to l and the condition of p ≥ l is
satisfied, the full-order observer can be described as follows:

.z = Nz + Ly + Gu,
x̂ = z− Ey,

(3.16)

where z ∈ <n and x̂ ∈ <n are the transformation vector and the vector of estimated state.
The matrices N, L, G and E are determined such that the estimated state (x̂) asymptotically
converge to the real state (x). Indeed, for the system described by 3.15, the estimation error
defined by 3.17 must asymptotically tend to zero regardless of the presence of unknown inputs
(υ).

e = x̂− x.
e = z− x− Ey.

(3.17)

Then, the dynamic of observer estimation error is:

.e = Ne + (NP + LP− PA) x + (G− PB) u− (PD)d, (3.18)

with,

P = In + EC. (3.19)

The above equations summarize the structure of an unknown inputs observer (UIO), and In
is the identity matrix of order n. The observer design consists on finding the matrices of
observer such that the condition of asymptomatic convergence will be satisfied.

For the case of nonlinear systems, the developments proposed in the literature have been tar-
geted to the use of H∞ approach [47], the linear matrix inequality [49], and the concept of
sliding mode control/observer for uncertain systems [50]. A mathematical description of the
nonlinear systems and their general assumptions for the existence of the unknown inputs ob-
server are presented in [48]. Although there are many works proposed for nonlinear systems, the
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majority of these impose certain conditions to the model structure in order to be implemented.
For example, in some cases the model must satisfy Lipschitz constraints for developing of the
observer. The above is due to such improvements have been occurred mainly based on power
system and bioprocesses. Therefore, the equations of these models satisfy certain conditions
of nonlinearity, which are not applicable to other processes. However, always that a nonlinear
model can be linearized, the developments useful to linear systems could be used.

3.3. Common types of unknown input observers

In the above section some works for the state estimation of linear and nonlinear problems were
exposed. In this section the most common kinds of observers for system with unknown inputs
and the existence conditions are presented.

3.3.1. Full-order observers for linear systems with unknown inputs

According to the linear system in 3.15 and the observer structure in 3.16, to obtain an asymp-
totically convergence to zero of error dynamic, it is necessary to find the matrices N, G, L and
E such that the error dynamic can be reduced to:

.e = Ne. (3.20)

The above equation is satisfied if the following conditions will be used to determine the observer
matrices.

PD = 0 & (In + EC)D = 0, (3.21)

G = PB, (3.22)

NP + LC− PA = 0, (3.23)

P = In + EC. (3.24)

If conditions given by equations 3.21 to 3.24 are met, and the matrix N is a stable matrix, i.e.,
your eigenvalues have negative real part, the dynamic of the error satisfies the equation 3.20
[46]. For determining the observer gains, the equation 3.23 can be written as:

N = PA−KC, (3.25)

where the K matrix is:

K = L + NE. (3.26)

If the equation 3.25 is substituted in 3.26, the expression to find the L matrix is:
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L = K (In + CE)− PAE, (3.27)

According to the above, the matrices E, P, G and L are obtained from 3.21, 3.24, 3.22 and
3.27, while the K matrix is determined in such a way that (PA−KC) will be a stable matrix.
However, the eigenvalues of K can be arbitrarily located only if (PA, C) is observable. Thus,
the design of the UIO is reduced to find a matrix E such that equation 3.21 is satisfied, and
the K matrix will be Hurwitz [46].

3.3.1.1. Existence and observability conditions

The following conditions of existence and observability are necessary for the design of unknown
input observers. The observability of PA, C is given by the rank of the following matrix:

O =


C

CPA
...

C (PA)n−1

 , (3.28)

with n the dimension of the state vector. Therefore, if the rank(O) = n it is said that the
pair PA, C is observable, while that for the opposite case, the pair is not observable. For this
last case, when PA, C is not observable, the eigenvalues of K can not be arbitrary located
and it is necessary to guarantee that PA, C is at least detectable.

Based on the above, the condition of existence for the observer given by equation 3.16, and
the condition of a detectable system are presented below.

• Existence condition: For the system given in 3.15, the UIO of the equation 3.16 there
exist if only if the following equation is satisfied [46]:

rank(CD) = rank(D) = l , (3.29)

with l the dimension of the unknown vector.

• Condition for the arbitrary dynamic of error: If the observability of the system is
not guaranteed, it is necessary to verify that the system is at least detectable. Thus the
following condition must be evaluated:

rank
[
sP − PA

C

]
= n,∀s ∈ C . (3.30)

3.3.2. The asymptotic observer

The asymptotic observers are a kind of observer commonly used to systems with unknown
inputs. In [34] and [51] observers of this kind are implemented for process models which
have in their structures balance equations related to the notion of reaction invariants.
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Therefore, this kind of observer is normally used in bioporocesses and chemical processes,
which implicates the transformation of material through to a chemical or biochemical reaction
[34].

A general formulation of a model obtained from balances equation (mass and energy), for a
reaction system in a stirred tank reactor is:

.x = Yr(x) + F−Q− q
V x + U(T ), (3.31)

where x is the state vector, normally concentrations of reactants, products or biomass, and
temperature. Y is the stoichiometric coefficients matrix, Q is the gaseous or liquid outflow
rate vector, F is the feed rate vector and U(T ) is the heat exchange term. The terms q and
V represent the kinetic constant and the reactor volume. If it is consider that there are M
independents reactions and M measurements, the following state partition is defined:

x =
[
x1
x2

]
, (3.32)

with x1 and x2 the vectors corresponding to the measured and unmeasured variables, respec-
tively. Therefore, the model proposed in 3.31 can be written as:

.x1 = Y1r(x) + F1 −Q1 −
q
V x1 + U1(T ), (3.33)

.x2 = Y2r(x) + F2 −Q2 −
q
V x2 + U2(T ). (3.34)

Using the following state transformation,

z = x2 − Y2Y1
−1x1, (3.35)

and deriving respect to t, the dynamic of the transformed variable (z) is:

.z = − q
V z + F2 −Q2 + U2 − Y2Y1

−1 (F1 −Q1 + U1) . (3.36)

Finally, the obtained equations are independent to the term r(x) (reaction kinetics), which
indicates that it is not necessary to know the expression for calculating the reaction kinetics
but the matrix of stoichiometric coefficients must be known. From 3.35 and 3.36 the dynamic
of the asymptotic observer is:

.
ẑ = − q

V ẑ + F2 −Q2 + U2 − Y2Y1
−1 (F1 −Q1 + U1) , (3.37)

x̂2 = ẑ− Y2Y1
−1x1. (3.38)

To solve previous observer is necessary to know the stoichiometric coefficients (Y), and the
flow rates Q, F and U. However, and due to it is not necessary to know the reaction kinetics
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(r(x)), the observer is stable and convergent if the parameter q is positive. Said it other words
if there exists two constant (β and δ) [51]:

β > 0 & δ > 0. (3.39)

Such that,

∫ t+δ

t

q(τ)
V dτ > β ∀t ≥ 0. (3.40)

The above indicates that parameter q cannot remain equal to zero by long time [34]. A detailed
description of deduction and proofs to design asymptotic observer can be found in [52].

3.3.3. Nonlinear unknown input observer

In [48] a new method for designing observers for a class of system with unknown inputs and
nonlinear functions satisfying the Lipschitz condition is presented. This design methodology
guarantees the error system stability without requiring the rank conditions.

For a nonlinear system given by:

.x = Ax + Bu + Dd + g(x, u, t),
y = Cx,

(3.41)

where x ∈ <n, u ∈ <m and y ∈ <p are the state, known input and output vectors, respectively.
A ∈ <n×n, B ∈ <n×m and C ∈ <p×n are known matrices, while D ∈ <n×p is a full rank
matrix corresponding to the unknown input/disturbance distribution matrix. d is the vector
of unknown inputs, disturbances and uncertainties such as noise. The function g(x, u, t)
represents all nonlinearity in the system.

For the successful design of the observer, the following conditions are necessaries:

• The pair (C, A) must be observable.

• The nonlinearity g(x, u, t) must fulfills the Lipschitz condition in x with Lipschitz cons-
tants κ, such that:

‖g(x, u, t)− g(x̂, u, t)‖ ≤ ‖x− x̂‖. (3.42)

• The C and D matrices mus be satisfied, CD 6= 0.

According to the above and following the Sedighi et al. proposal [48], a full-order observer for
the system in 3.41 is:

.z = Nz + Ly + Gu + H∗g(x̂, u, t),
x̂ = z− Ey,

(3.43)
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where z ∈ <n is the state for the observer structure, and N ∈ <n×n, L ∈ <n×p, G ∈ <n×m,
H∗ ∈ <n×n and E ∈ <n×p are the matrices of the observer. Due to the design of observers
consist to find an estimated state (x̂) which tends to the process state (x), the dynamic of the
estimation error can be described by the following equation:

ê = Ne + (HA−NH− LC)x + (HB− G)u + HDv + Hg(x, u, t)−H∗g(x̂, u, t), (3.44)

with,

H = In + EC. (3.45)

If the conditions for the system 3.41 are satisfied, the pair (HA, C) is detectable and the
following conditions hold:

HD = 0, (3.46)

HB− G = 0, (3.47)

HA−NH− LC = 0, (3.48)

H = H∗. (3.49)

Then, the error dynamic can be reduced to:

ê = Ne + H (g(x, u, t)− g(x̂, u, t)) , (3.50)

From this, the observer dynamic may be rewritten as:

ẑ = Nz + Ly + Gu + Hg(x̂, u, t). (3.51)

The observer gains are selected such that N is Hurtwitz. In this case, assumed that P0 is a
symmetric positive definite for the algebraic Riccati equation (ARE):

(HA)T P0 + P0 (HA)− P0CT R−1CP0 = −Q0, (3.52)

with Q0 ∈ <n×n and R ∈ <p×p symmetric positive definite matrices. If K = P0CT R−1, the
Hurwitz condition is satisfied. By substituting K, N and E in 3.48, the matrix L is obtained.
However, the E must be determined in such a way that the given condition in 3.46 for the D
matrix is fulfilled. This having into account that the matrices E and D are related by:

ECD = −D, (3.53)

and, a possible solution for E is:

E = −D(CD)+ + Γ(I− (CD)(CD)+), (3.54)
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where (CD)+ is the pseudo-inverse of (CD), and Γ is an arbitrary matrix.
Finally, the observer design can be summarized in the following steps [48]:

1. Define the E matrix.

2. Determine H such that the pair (HA, C) must be detectable.

3. Solve the ARE selecting the arbitrary symmetric positive defined matrices Q0 and R.

3.4. Summary

Previous exposed methods are the most commonly used for designing unknown input observers.
However, recently many other approaches have been proposed. Thus, in addition to the ap-
proaches developed to linear (see [46]) and nonlinear system (see [49]), the design of unknown
input observers have been extended to the linear parameter-varying system (LPV). This ap-
proach is based on the description of the LPV system in a polytopic form by bounding the
parameters [53]. Thus, the LPV system concerns linear dynamical system whose state-space
representation depends on exogenous non-stationary parameters [54]. According to the above,
the polytopic transformation is used to express the convergence conditions in terms of the
linear matrix inequalities (LMI) instead of the Lyapunov theory, from which the conditions for
the existence of the observer are established [53]. For more detail about this concepts it is
recommended review the works of [53] and [55].



CHAPTER 4
Proposed structure for on-line estimation of density and

viscosity of pulps

This chapter presents the main contribution of this thesis, which is a structure for online
estimation of density and viscosity of mineral slurries (or pulps). The proposed structure
is based on the soft-sensor concept, but constructed from a phenomenological based model
of the process operating with available measurements from the process. This proposal have
been focused in process for transporting of mineral slurries (pulps) through pipes and fittings
assemblies. The process model was elaborated using the methodology proposed in [24] for
developing phenomenological based semi-physical models (PBSM). In the first section of this
chapter, the estimation problem of both properties (density and viscosity) is introduced and
explained. Then, in the section 4.2 the description of the proposed estimation structure is
presented, while in the section 4.3 the conditions of existence and convergence for the elements
which conform the estimation structure are exposed.

4.1. Estimation problem of the properties of a mineral slurry

The major difficulty of estimating density and viscosity of a mineral slurry is the strong relation
between these properties regarding fluid flowing. Both properties are into Reynolds number
affecting as an inseparable group of variables the calculations of friction energy losses. Ac-
cording to the equation 4.1, the Reynolds number is a function that relates the density and
viscosity of the fluid. This number is implicated in all calculations of friction factor, energy
losses and pressure drop of a fluid flowing through pipelines. In addition, if the diverse be-
haviors presented in multiphase fluids flowing through a pipe and fittings assembly (PFA) are
considered, the estimation of density and viscosity properties is a difficult task. Any estimation
must be done from the typically available measurements in the units for transporting fluids,
pressure drop and volumetric flow. Additonally, when a pulp is being transported, it is unusual
to know with certainty the phases compositions in the mineral slurry.

NRe = D υ ρ

µ
. (4.1)

Since density and viscosity depend on the concentration, shape, size and density of solid
particles, the knowledge of the real concentration of solids in the mixture permits to obtain
a better estimation of these properties. However, in the majority of the processes working
with non-Newtonian fluids it is not possible to know this parameter. This because in many
industries that used these fluids, the raw material can arbitrarily change or it is not correctly
characterized. Therefore, any change in the solid concentration taking place during the fluid
transport through PFA produces changes in the mixture properties, pressure and volumetric
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flow measurements. Additionally, if the readings of pressure sensors are changing even when
the volumetric flow remains constant, this means that the fluid properties are changing.
However, from these changes on pressure readings it is not possible to attribute these changes
only to one of the fluid properties, density or viscosity. Emphasising on factors influencing
each one of fluid properties, it is not possible to relate the changes in readings with changes
in concentrations, shape or size of solids. Therefore, to use the general mechanical energy
balance, which depends on pressures and volumetric flow, the only possible to determine
is the Reynolds number but ever knowing current values of density and viscosity. But if a
value for Reynolds number is known, values for density and viscosity can not be individually
determined because infinitum numbers of pairs of values for density and viscosity satisfy the
current Reynolds number.

Figure 4.1. Basic scheme for the transport process of a pulp.

For the pipeline in Figure 4.1, through which a mineral slurry or pulp is transported, currently
there are available sensors for the volumetric flow and the pipeline inlet and outlet pressure. By
applying a mechanical energy balance between the point 1 at the inlet, and the point 2 at the
outlet, the equation 4.2 is obtained. From this, if the variable P1, P2 and QP are measured,
the geometric parameters AT , LT , z1 and z2 are constants, and dQT

dt can be estimated from
feed measurements at each sampling period of the sensor, the only unknown variables in the
equation 4.2 are ρ1, ρ2 and hf1−2 , which corresponds to fluid density and friction energy losses.

dQP
dt = AT

LT

(
−P2
ρ2

+ P1
ρ1
− gz2 + gz1 − hf1−2

)
. (4.2)
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If the density is assumed as constant along all the pipeline, it is possible to rewrite the density
as ρ1 = ρ2 = ρP . The term for the energy losses considers friction in the pipe and fittings,
remembering that each of these energy losses depend on Reynolds number and thus depend
on fluid density and viscosity values. In addition, the equations to determine the energy losses
are nonlinear functions of the Reynolds majority of cases. Equations for calculating hf1−2 are
shown below:

hf1−2 = (KT + ΣKF ) 1
2

Q2
P

A2
T

, (4.3)

where KT and KF are the K factors for the pipe and fittings, respectively. These factors can
be calculated based on the equations 4.4 and 4.5, as exposed below.

KT = fD
DT
LT

, (4.4)

KF = K1
NRe

+ K∞
(

1 + 1
IDT (in)

)
, (4.5)

where K1 and K∞ are constant values which are taken from Hooper work [27]. The term IDT
correspond to the pipe internal diameter always provided in inches and fD is the Darcy friction
factor. The fD parameter can be calculated, for example, based on the Shacham formulation
[26]:

fD =
{
−2 log

[
ε/DT
3.1 − 5.02

NRe
log
(
ε/DT
3.71 + 14.5

NRe

)]}−2
, (4.6)

Finally, the relation between Reynolds number and friction losses is evident:

If fD = f (NRe) and KT = f (fD)⇒ KT = f (NRe) , and KF = f (NRe)
∴ hf1−2 = f (KT , KF ) = f (NRe) .

(4.7)

Based on the above it is evident that the mechanical energy balance is the only available
equation, but there are two unknown parameters related to the Reynolds number. Therefore,
even knowing the pressure and the volumetric flow in the pipeline, only the Reynolds number
value can be determined from the mechanical energy balance. The conclusion is that to
estimate and separate the density and viscosity values for the pulp flowing through to a PFA is
impossible using only this equation. Finally, previous discussion allows understand the strong
dependence of the effects of energy losses with the main properties involved in the flow of
multiphase fluids, density and viscosity. Those variables condition the transport through a
PFA and they are required to determine the material quality going to the different process
units in a plant.
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4.2. Description of proposed estimation structure

Considering the interest for the on-line estimation of mineral slurries properties, and due to the
importance of knowing these properties during control and monitoring of the different units of
the process in a plant, an estimation structure is presented below. This structure corresponds
to implement a phenomenological based semi-physical model (PBSM) as a soft-sensor with a
static verification of the equation of mechanical energy balance for the phenomena governing
the flow process through a PFA.

4.2.1. Model structure

According to the above, and considering that the flow process through pipelines is governed
by fluid to fluid and fluid to pipeline momentum transfers, it is necessary to construct a model
for representing the flow behavior, which could be organized in the following way.

.x = f (x, u, d),
y = h(x),

(4.8)

where x ∈ <n is the process state vector, y ∈ <m is the process output vector and u ∈ <l

and d ∈ <p are the known input and unknown input vector, which depend on the available
measurements in the process. As the interest of this work is focused on the transport process
of pulps or mineral slurry, the system considered is a pipe and fittings assembly (PFA), taking
into account that the properties with which the pulp is transported do not change into the
PFA. For this reason, these properties must be correctly determined for guaranteeing the
correct performance of the control systems implemented. Thus, and based on the model
structure 4.8 for the case of study the state vector can be conformed by the volumetric flow
(QP) and the contained mass in the PFA. The mass is considered because it changes as the
density of the mixture according to the PFA inlet changes. Considering the pipeline volume is
constant, the changes in mass are possible if the density is changing as result of changes in
the concentration of solids at PFA inlet. Therefore, these changes can be related to the solid
concentration in the mixture, which corresponds to the unknown input due to in the case of
study the only process system is the PFA.

Based on the section 4.1 the estimation problem can be understood as the difficulty to
estimate the properties of density and viscosity of a mineral slurry, because they are strongly
related between them, both depend on the unknown input or process disturbances, and only
one equation is available: the differential form of the mechanical energy balance. Thus, for
the case of study, the density and viscosity as variables to be estimated, are a function of the
solids concentration in the mixture. It must be noted that all three variables are involved in the
calculation of the energy losses for the transport of pulps through a PFA. This can be summa-
rized as the problem to estimate two parameters which are directly related and depending on
an unknown input, but using only one available equation describing the transport phenomenon.

Indeed, the proposal presented below is based on the proper development of a model of the
transport process, which generates an adjustable structure to implement the techniques of
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state estimation. As it was mentioned at the beginning, that model will be developed using
the methodology presented in [24] for obtaining phenomenological based semi-physical models
(PBSM). The general idea with the model is to find other balance differential equation linking
one of the unknown parameters with the conservation principle. Additionally, it is necessary
that the balance differential equations of the PBSM be functions of the unknown input (or
disturbance). The unknown parameter, which has not a own balance differential equation,
can be related to the process states or to look for a given value used as a seed value. Thus,
the model must satisfied the following:

.xm = fm(x, u, d),
.xum = fum(x, d),

(4.9)

where xm is the vector of measured variables and xum is the vector of unmeasured variables.
The structure 4.8 is valid too when the xum is function of the known inputs, u. In principle,
the vector of unknown inputs can be write as:

d =

p1
p2
dn

 , (4.10)

where p1 and p2, can be the density and viscosity of a mineral pulp for the case of study,
while dn is the inherent disturbance of process, for example, the inlet solids concentration.
However, one of the components of d must be represented as a state of one of the functions
fi in 4.9. On the other hand, for the components of d it is necessary to establish an equation
correlating these terms with the parameter assumed as a state and the unknown input. Other
alternative is to consider the resulting parameter as a known input and fix a value from the
process knowledge. Obviously, that value must be recalculated when the parameter taken as
state is being estimated. Thus, if the unknown parameter p1 can be expressed as a differential
equation, dn is considered as unknown input, and p2 is the free parameter. In this case there
are two possible options:

• Option 1. p2 = g(p1, dn, x):

For this case the model structure is given by:

.xm = fm(x, u, d),
.p1 = fum(x, d),
y = h(x),

(4.11)

with fm, fum and h linear or nonlinear functions and,

p2 = g(p1, dn, x). (4.12)
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The above equations indicate that one of the parameters to be estimated must be
written as a state with a balance differential equation, while the other parameter
is determined based on the parameter as a state, the unknown input and the other
components of the state vector, if it is necessary. The defined function g(p1, dn, x)
can be obtained from the experimental results or from concepts and theories from the
literature. Returning to case of interest, it might be assumed that p1 = ρ, p2 = µ and
dn = wsol due to the solid fraction is a variable influencing both properties of the mixture.

• Option 2. p2 as known input:

When one of the properties to estimate is assumed as a known input, the model structure
is simplified. Thus, the vector of unknown inputs only includes the disturbances of the
system. The parameter considered as the known needs to be determined with enough
precision at each sampling time. Due to the above, it is necessary to find a method
to calculate this parameter after the estimation problem is solved, based on an initial
value for the parameter considering as known input. For this case the model structure
is written as:

.xm = fm(x, u, d),
.p1 = fum(x, d),
y = h(x),

(4.13)

with the vectors of known and unknown inputs defined as:

u =


p2
u1
...

un

 , (4.14)

where p2 must be known at each sampling time, and

d =

d1
...

dn

 . (4.15)

With this proposal, the consideration of p1 = ρ, p2 = µ can remain with the advantage
of the function g can be unknown, i.e., the relation between two parameters (which
represents the properties) is not required to complement the estimation structure.

4.2.2. Estimation structure

Once the phenomenological based semi-physical model is obtained, the estimation structure
is constructed from this PBSM. The estimation structure are formed by a state observer
for the first variable and a function to determine the second one. The proposed structure
considers the available measurements in plant and the process conditions taken into account
that inlet properties, such as density, viscosity and solids fraction, are unknown. This proposal
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considers the model structure given in 4.11 or 4.13, with p1 the parameter transformed as a
state variable, dn the disturbance in the process, and p2 the parameter relating to p1 and the
state by the function g(p1, dn, x). Thereby, the estimation structure must include an observer
able to estimate the state variables without knowing dn. The structure to estimate the state
variables from the available measurements without the knowledge of the disturbances is
presented in Figure 4.2.

Figure 4.2. Block diagram for the estimation structure for the case in which p2 = g(p1, dn, x).

From the Figure 4.2, it is evident that the estimation of the two properties is obtained
by different ways. One of these is an estimation using an unknown input observer (UIO)
determining the other property through the estimation result and a function g(·), such that
the parameter without estimation will be a function of the estimated parameter (i.e., the
viscosity as a function of density). Due to the structure involves the determination of a new
function for obtaining the resulting parameter, it is necessary that the function g(·) represents
the real situation of flow in the pipeline. Taking into account the flow behavior of the fluid,
depending on if the fluid is Newtonian or non-Newtonian, this function must consider the
previous mentioned parameter in addition to the other parameters directly related to it. Thus,
it is necessary to characterize the kind of fluid, and if it is a non-Newtonian fluid the kind of
viscosity model to which it responses. Thereby, a set of steps for establishing the function
g(·) from the experimental results and to calculate the shear rate and shear stress in a pipe is
proposed here.

• Characterization of the flow behavior. In order to identify the flow behavior that
presents the working fluid, it is necessary to perform laboratory tests at the appropriate
conditions in a way that a wide range of shear stress and the shear rate can be covered.
In this way, the obtained results can be extrapolated to current operating conditions
in the pipeline. Besides, if the changes in the concentrations of phases in the mixture
will be considered, it is recommended to repeat those laboratory tests at different solid
concentrations, in such a way that the tests represent all the possible concentrations in
the real process.

• Correlation of the experimental results. Based on the results obtained in the above
steps, the idea is to determine a linear or nonlinear expression to calculate the parameter
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that is no considered as a state, but as a function of the state and the main factors that
influence it and which were determined in laboratory tests.

• Establish the operation conditions in the pipeline. Taking into account that the
shear stress and the shear rate change depending on the conduit shape, the volumetric
flow and other factors such as the pressure drop in the pipeline, it is necessary to fix
the factors of the real process which would be related to the factors considered in the
laboratory test. This is the known identification of the process variables for obtaining a
function depending on the state variables too.

• Generalization of the function g(·). From the results obtained through previous steps,
it is possible to obtain an expression relating the parameter considered as a state, the
state variables and the known inputs with the unknown parameter. This results in an
expression of like the shown in 4.12.

The procedure above mentioned can be very efficient if the pulp is correctly characterized and
this always will be the processing fluid. However, if another kind of pulp or slurry is being
processed, the function g(·) must be recalculated for guaranteeing the convergence of the
estimation structure. This due to the expression for g was obtained based on another kind of
mixture (i.e., when the mixture is done with another kind of solids and fluids) and the flow
behavior and the selected model to represent slurry viscosity could be different. Indeed, this
methodology is applicable when just one kind of the mineral slurry or pulp is processing and
it is adequately characterized.

For a most general case, the second option is considered. In this option, similarly to
option 1, an unknown input observer (UIO) is include into the structure, but the second
part is formed by a static verification of the mechanical energy balance. This proposal
is presented in Figure 4.3, in which from the estimation of the unmeasured state and
the available measurements from the process, the resulting parameter (which is consider
as known input) is determined by means of the static version of the mechanical energy balance.

Figure 4.3. Block diagram for the estimation structure for the case in which p2 is considered as a
known input.
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According to the structure presented in Figure 4.3, to calculate one of the parameters (for
the case of study it corresponds to some property of the mixture), it is assumed that the
working fluid in the pipeline is homogeneous in all the PFA. This assumption is stated for
obtaining a system with the same number of equations and variables, because considering that
the properties in the inlet are different to the outlet in the PFA, the system will have more
variables that equations. Therefore, based on the estimation of the parameter transformed to
state and the measurements available from the plant, a stationary state is assumed during
the progress of the dynamic model for determining at each sampling time the value of the
other parameter, which satisfies the stationary condition.

This approach, unlike the first structure, has not difficulties if the pulp or slurry changes,
because the second part of the structure is not obtained from the experimental results for a
specific pulp. With this, the structure can be applied in any case independently of the fluid
being processed but provided the model structure is satisfied.

4.2.3. Unknown input observer (UIO)

According to Chapter 3, the design procedure for an unknown input observer is presented
below. This proposal consist on a linear observer. Therefore, to apply this observer to
a nonlinear process, it is necessary to determine the stationary state values to execute a
linearization of the nonlinear model. The design was developed based on the methodology
proposed in [46] where the conditions of existence and observability that the model must
satisfy are stated. Worth noting that by being a linear observer, the system is presented in
deviations variables, which are calculated previously as the difference between the variable
and your stationary state value. Below, the procedure followed to design the unknown input
observer is presented.

For a nonlinear model, as given in equations 4.16 and 4.17:

.x = f (x, u, d), (4.16)

y = h(x), (4.17)

the linear version of the model can be determined based on the Jacobian matrices according
to:

A =
[
∂f
∂x

]
ss

, (4.18)

B =
[
∂f
∂u

]
ss

, (4.19)

C =
[
∂h
∂x

]
ss

, (4.20)

D =
[
∂f
∂d

]
ss

. (4.21)
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Next mathematical description was previously presented (see Ecs. 3.15 to 3.27). However,
looking for clarity in the presentation, those equations are repeated here. Since the above
matrices are evaluated in the stationary state (ss), the final representation of the linear model
is:

.x = Ax + Bu + Dd, (4.22)

y = Cx. (4.23)

Using the equations 4.22 and 4.23 the design of the observer can be done. The equations 4.24
and 4.25 describe the dynamic of the observer [46].

.z = Nz + Ly + Gu, (4.24)

x̂ = z− Ey, (4.25)

where x̂ and z are the vectors of estimated state and the transformation of state for observer
design. For the vectors x ∈ <k , u ∈ <n, d ∈ <p and y ∈ <m, the matrices N, L, G and E
have the following dimensions: N ∈ <n×n, L ∈ <n×p, G ∈ <n×k and E ∈ <n×m. These are
constant values matrices which are selected to ensure convergence of the observer. Thus, the
observer matrices are calculated based on the dynamic error, with the aim that the estimated
state asymptotically converges to the real state value. According to this, the error dynamic is
given by:

e = x̂− x = z− x− Ey. (4.26)

If the equation for the estimated state is replaced in the above equation, the error dynamic
can be expressed as:

.e = Ne + (NP + LC− PA) x + (G− PB) u− PDd, (4.27)

with,

P = In + EC. (4.28)

Based on equations 4.27 and 4.28, the expressions to calculate the matrices of the observer,
which ensure the asymptotic convergence for the dynamic of the error, are as follow:

PD = 0; (In + EC)D = 0, (4.29)

G = PB, (4.30)
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NP + LC− PA = 0. (4.31)

If the matrices E, G and L are calculated based on the above equations, the dynamic of error
is reduce to:

.e = Ne. (4.32)

Finally, if the matrix N is Hurwitz (eigenvalues with real part negative), the dynamic of error
is stable, and the matrix N can be obtained from,

N = PA−KC, (4.33)

with,

K = L + NE. (4.34)

Thus, the values of K (or gains) are selected to obtain a K matrix that satisfies the Hurwitz
condition.

4.3. Convergence assessment

The convergence of the proposed structure depends on each one of its parts. Regarding
the model, it must be validated using real data or experimental results before the observer
will be designed. Additionally, the mentioned conditions concerning the relations among
the parameters to estimate and the state expansion to find a balance differential equation
for one of the parameters, must be satisfied. Also, a correct experimental part and the
right characterization of the results is a necessary task if the proposal of the option 1 is
implemented. In addition, it is necessary to guarantee defined, dimensionally consistent
and complete model structure, i.e., with the same number of equations and variables, and
the auxiliary and necessary equations for determining the internal parameters of the model.
Finally, for the design of a unknown input observer it is necessary to ensure the existence and
observability conditions established in the section 3.3.1.1 (equations 3.29 and 3.30).

In the Figure 4.4, a methodology for developing the proposed estimation structure is
presented. This procedure has two parts. The first one is the development of the model
implying the definition of the process variables and parameters based on the main phenomena
governing the process and fulfilling the model goal. In addition to define these factors, model
development includes obtaining the balance equations, which conform the model structure,
and the constitutive equations to determine parameters values. Once the model is obtained,
the best option to treat the parameter to be estimated must be selected. The second part
of the procedure consists on selecting the state vectors, the known inputs, the outputs and
the unknown inputs, and from this, to linearize the model for defining the observer matrices.
When the observer equations are determined, it is possible to verify the conditions of existence
and detectability for the observer design and to proceed with the observer implementation.
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Define the model objective

Establish the main phenomena for modeling

Define: The process variables and parameters

Apply the conservation principle for obtaining the BDE

Select the parameter to be considered as a state

Obtain an expression 
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Select an option to treat 

the unknown parameter

Define the vectors x, u, y and d.

Find the stationary state for the linearization

Linearized model

Define the observer matrices

Verify the existence and detectability conditions

Are conditions 
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Implemente the observer structure
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Op 2
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Figure 4.4. Flow diagram for the proposed estimation methodology.

4.4. Summary

In this way, the estimation structure was proposed. However, its application is conditioned to
the correct deduction of the phenomenological based model, in addition to the fulfillment of the
necessary conditions for the equations of the model and the relations between the parameters
to estimate, as well as the relations between the parameters and the unknown inputs of the
process. The general idea with these structures is to obtain the estimation of two properties,
which influence the flow behavior and rheology of non-Newtonian fluids flowing through a
PFA. Those two properties, density and viscosity, are strongly related to pulps or slurries flow
behavior.



CHAPTER 5
Application case and results

The main objective of this chapter is to illustrate by simulation the application of the estimation
structure proposed in Chapter 4, to the transport processes of pulps or slurries through a PFA.
For the on-line estimation of the characteristic properties of a slurry flowing, the model of the
process was deduced using the methodology presented in section 2.1. After that, the design
of the unknown inputs observer from the linearization of the obtained model was carried out.

5.1. Transport of a mineral slurry

Let consider a pipe and fittings assembly (PFA) where a mineral pulp is transported from a
process unit to another. To describe the behavior of a mineral pulp in a PFA is necessary to
identify the measured variables and to declare the variables to be estimated. In this case, the
interest is to estimate the density and viscosity of mineral pulps (mix of water and solids) from
all the available measurements as inlet pressure and outlet pressure in the pipe (or pressure
drop), volumetric flow, etc. A general outline of the process is shown in Figure 5.1.

Figure 5.1. Flowsheet of a PFA through which a mineral slurry is flowing.

In the process, the mixture is flowing through a pipe and fittings assembly (PFA) with a
fixed configuration. The solids in the mix are considered as spherical particles of a unique

45
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diameter and variable concentration in the process unit I. Due to the concentration of solids
in the mixture is not constant, and the density and viscosity are a function of properties of
single phases and their concentration in the mixture, these properties will not be constant.
Additionally, for a fluid flowing through a PFA, the pressure drop is a function of Reynolds
number (NRe), which is again a function of the fluid properties (density and viscosity).
Therefore, changes in the feed conditions produce variations in the pressure drop. For the
flow of a mineral slurry through the conduction line with known fittings and pipe sections
and lengths, the fluid suffers a calculable energy loss due to the friction between the pipe
walls and the fluid and the friction among different fluid portions in contact during the flow.
Hence, there is an energy flow from the fluid toward the PFA wall which produces that outlet
pressure be less than inlet pressure in the PFA. The energy flow toward PFA is dissipated as
heat, sound, and vibration. However, these dissipation effects are unnoticeable due to the
size of the pipe and the total mass being transported. Therefore, for the thermal effect the
process can be considered as isothermal.

An industrial assembly as the mentioned is normally equipped with these sensors: one for
volumetric flow and three for pressure. The pressure sensors are located as following: one at
the outlet of processing unit I (point 1), and the other two are located at the inlet of the
processing unit II (point 2) and III (point 3), respectively. In the PFA considered exists a
division of flow (point 1B), but due to the segments of pipelines posterior to the division are
not equal, the partition coefficient of volumetric flow must be determined by the pressure drop
of each segment. Thus, with the outlet pressure of each segment and the volumetric flow at
inlet of division point, the partition coefficient and the pressure at the division inlet are easily
determined. This procedure is explained in more detail in the next section.

5.1.1. Model deduction

The dependence of slurries density and viscosity on the slurry solids concentration, particles
size distribution (PSD), and solids density turn any on-line estimation in a very difficult task.
Therefore, to obtain a correct estimation of those mixture properties, the construction of a
model describing the behavior of the mineral slurry flowing must include the major factors
that directly affect the properties of the mix. The model is constructed based on the most
common unit of operation in plants of mineral processing, a pipe and fittings assembly (PFA)
that connect two different process units. The PFA is commonly formed by a fixed quantity
of fittings and line pipe sections in a known configuration, pressure sensors in the inlet and
outlet of the pipe, and a flow sensor. Through the pressure sensors it is possible to obtain
the pressure drop as the difference between outlet and inlet pressures. Additionally, for this
research an on-line volumetric flow meter is considered currently installed in the process line.
Based on the above, the process systems (PS) for modeling the process are defined as Figure
5.2 indicates.

• Process system I (PS-I): Volume of mineral slurry contained inside the pipe and
fittings assembly (PFA).
This process system has the same volume of the pipe. As it previously mentioned, when
the fluid is in contact with the pipe, the friction between two fluid layers and among
the fluid and the pipe wall produces energy losses in the fluid by mechanical energy
exchange. The final result is a pressure drop between inlet and outlet points of the PFA.
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Figure 5.2. Process systems used for modeling the slurry flow through to pipe.

• Process system II (PS-II): Mass of the PFA.
The SP-II contain all mass or material of the pipe sections and the fittings forming the
PFA from inlet to outlet. This mass is considered as the main sump for the mechanical
energy losses produced by the transport of the process fluid through the pipe and
fittings assembly.

The separation of process systems presented in Figure 5.2 is made with the purpose to identify
the interactions between the process fluid and the properties of the pipe, such as roughness,
which are the main responsible for energy losses and the drop pressure in the pipeline. However,
to guarantee a correct estimation of the mixture properties is necessary to differentiate the
values of density and viscosity corresponding to the pressure drop measurement and the current
volumetric flow. In the case of study of this thesis the parameters to be estimated are the
density and viscosity of the mineral slurry. Remembering that one requirement for the model
structure is its ability to express one of this parameters as a state. The conservation principles
are applied to the process systems previous to determine what property is most feasible of being
considered as a state. The balance equations for each defined process system are presented
below.

Mass Balances

According to Figure 5.2 and considering that only two components form the mixture, solids and
water, the notation to follow in balance equations deduction is the subscripts S for the solids
and W for the liquid phase. Due to in the transport system considered there is one division of
flow, the system is divided into three subsystems as it is presented in Figure 5.3. Each subsys-
tem maintains the same two PS previously defined. The first subsystem includes the segment
of PFA between the point 1 (outlet of the process unit I) and the point 1B (point just before
the flow division), while the subsystems 2 and 3 correspond to each segment of PFA between
the outlet of the flow division and the inlet of next process unit, i.e., point 2 and 3 respectively.

Given that the observer design only can be developed over the segment which includes the
measurements of volumetric flow and the pressure drop, the subsystem 2 and 3 are only
used to determine the pressure in the flow division. The possibility to evaluate the pressure
in point 1B knowing P1, flow rate and head losses in the first subsystem is not used here
because subsystem 1 acts as a homogenizer when the changes on solids concentration take
place. One option is to state the mechanical energy balance for a system with one input and
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two outputs. In this way, a most precise evaluation of flow rate distribution in the Tee will
be obtained but the computational cost of solving the equations increase. In addition, after
that, a new problem to find the pressure in point 1B must be solved. Therefore, it is possible
to obtain the pressure drop in the selected segment for the observer design (subsystem 1).
Thus, in order to determine the pressure in the point 1B the following procedure is developed,
with this assumptions: 1) The Tee acting as a splitter is represented by two 90◦ elbows with
the same diameter than the tube in each branch. 2) The pressure in the point 1B taken as
input pressure to both branches is the same. 3) The head lost due to fluid pure splitting in
the Tee is assumed negligible. This approach implies an error of 3% regarding the exact value
found when the mentioned equation for one input and two outputs is used.

Figure 5.3. Separation in subsystem for the transport system of a mineral slurry.

If a mechanical energy balance in steady state for the subsystems 2 and 3 is done, the
following expressions are obtained:

Between point 1B and 2:

P2
ρP
− P1B

ρP
+ gz2 − gz1 + hf1B−2 + 1

2υ
2
2 −

1
2υ

2
1B,Left = 0, (5.1)

and between point 1B and 3:

P3
ρP
− P1B

ρP
+ gz3 − gz1 + hf1B−3 + 1

2υ
2
3 −

1
2υ

2
1B,Right = 0, (5.2)
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If the velocity of the slurry into each segment can be expressed as,

υi = Qi
AT ,i

, (5.3)

which conducts, as it is expected, to different velocities for point 1B in the mechanical energy
balance for each branch, and QSub,Main is known, only it is necessary to find one expression
correlating the volumetric flow in each segment. Therefore, using the continuity equation the
following equality must be satisfied:

QSub,Main = Q2 + Q3 (5.4)

Then, if the volumetric flow in any segment can be written as a function of the known volu-
metric flow,

Q3 = QSub,Main − Q2 (5.5)

The unknown variables in the system are the volumetric flow in the subsystem 2 (Q2) and
the pressure in the point 1B (P1B). Thus, as a result of replacing 5.5 in the equations 5.1
and 5.2, a system of two equations with two unknowns is obtained. From this, and using
techniques for solving algebraic systems, the values of P1B and Q2 are determined, and the
subsystem 1 is totally defined.

Taking into account that the subsystem 2 and 3 are used to obtain the outlet pressure for the
subsystem 1, the mass and mechanical energy balances were developed only for subsystem 1.
The above considering the points 1 and 1B as the flow inlet and output, respectively. The
mentioned equations are shown below.

1. Total mass balance: The balance of total mass is stated as follows:

dMP
dt = .mP,in −

.mP,out , (5.6)

where MP , .mP,in y .mP,out are the total mass of pulp or mineral slurry, the inlet mass
flow and the outlet mass flow, respectively. These terms can be expressed as:

MP = ρPVT , (5.7)

.mP,in = ρP,inQP , (5.8)

.mP,out = ρP,out,QP (5.9)

with QP the volumetric flow of pulp, VT the volume of the pipeline, and ρP,in and
ρP,out the density of the mineral pulp in inlet and outlet, respectively. Differentiating
the equation 5.7 for a constant volume of pipe under incompressible fluid assumption:
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dMP
dt = dρP

dt VT (5.10)

Considering perfect agitation of the pulp or mixture inside the PFA: ρP = ρP,out . Thus,
replacing the equations 5.8, 5.9 and 5.10 in the general balance 5.6, the expression for
the total mass balance is obtained.

dρP,out
dt = (ρP,inQP − ρP,outQP) 1

VT
. (5.11)

2. Solid particles balance: For inlet and outlet streams, the changes in the mass of the
solid particles can be described by:

dMS
dt = wS,in

.mP,in − wS,out
.mP,out , (5.12)

with, wS,in and wS,out the solids concentration in the inlet and outlet of the PFA.
Remembering the assumption of perfect agitation for the pulp inside the PFA, the total
mass of solids is equal to:

MS = wS,outMP . (5.13)

Deriving the above equation and considering that both parts on the right-hand side are
variables,

dMS
dt = wS,out

dMP
dt + MP

dwS,out
dt , (5.14)

replacing equation 5.14 in 5.12, it is obtained the mass balance for the solids in the
mixture wS,out .

dwS,out
dt =

(
wS,in

.mP,in − wS,out
.mP,out − wS,out

dMP
dt

) 1
MPulp

, (5.15)

3. Water balance: Having the balance equation for the solids particles, and remembering
that only two components exist in the mixture, the water fraction can be obtained as
follow:

wW ,out = 1− wS,out . (5.16)

Although it is possible to obtain concentration expressions for each component in the
mixture from the mass balance by components, there is an expression relating the pulp
density and the mass fractions of the components forming the pulp. This equation is,

ρP,out = 1
wW ,out
ρW

+ wS,out
ρS

(5.17)
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In this way, the equation 5.15 is discarded in the model, and the changes in the mass
will be described with the equations 5.11, 5.16 y 5.17. This replacement is done because
in a model is not possible to have two equations for the same variable, and by simplicity
in the model the differential equation is discarded by using the algebraic equation.

From the use of the conservation principle for deducting the mass balance equation, one
balance expression for the density was obtained. With this, the requirement to express
one of the parameters as a state is satisfied, and the viscosity of the mineral slurry is
the parameter to be considered as one known input or to be related to the function g(·)
explained in the section 4.3, which is a function for relating the unknown parameter with
the parameter taken as a state, other state variables, and the known inputs.

Mechanical Energy Balance

For the process of transport of fluids through a PFA, the changes in the kinetic energy can be
described by the following equation:

1
2

d(MPv2)
dt = Wf + Wg + Wfr + Wp, (5.18)

where Wf , Wg , Wfr and Wp are the flow, gravitational, friction and machine works acting on
the fluid, respectively. Each one of these terms can be represented as follows.

• Flow work:

Wf = −
( .mP,out

ρout
P2 −

.mP,in
ρin

P1

)
. (5.19)

• Gravitational work:
For simplicity, here only the gravitational force is considered, producing the work:

Wg = − ( .mP,outgz2 −
.mP,ingz1) . (5.20)

• Machine work:
In case of process system including a pump, fan, blower or compressor, one term of work
for this device must be incorporated.

.
Wp = .mP,iWPump. (5.21)

• Friction work:
Due to friction losses when the fluid is flowing, it is necessary add a term for calculating
the energy losses by flow.

Wfr = − .mP,inhf1−2 −
.mP,outhf1−2 . (5.22)
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Replacing the equations 5.19 to 5.22 in 5.18, the dynamic equation for the mechanical energy
balance is obtained:

1
2

d(MPυ
2)

dt = −
( .mP,out

ρout
P2 −

.mP,in
ρin

P1

)
− ( .mP,outgz2 −

.mP,ingz1)− .mP,inhf1−2 −
.mP,outhf1−2 + .mP,iWPump.

(5.23)

Writing the derivative of he left-hand side of equation 5.23:

1
2

d(MPυ
2)

dt = 1
2

(
υ2 dMP

dt + MP
dυ2

dt

)
. (5.24)

If in addition, it is considered that the changes in the pressure occur significantly faster than
the changes in the mass content (due only to solids concentration changes), the first term of
the right-hand side of equation 5.24 is equal to zero, and applying the derivative definition on
v2 this equation can be simplified as:

1
2

d(MPυ
2)

dt = 1
2

(
2υMP

dυ
dt

)
. (5.25)

Expressing the total mass of pulp as MP = ρout(AT LT ), with AT and LT the pipe area and
length, remembering that this total mass suffer slow changes due to solids content changes,
and substituting in 5.25, the term for the change of kinetic energy is:

1
2

d(MPυ
2)

dt = ρout(AT LT )υdυ
dt . (5.26)

Then, if the mass flow is equal to .mP,out = ρoutATυ, the general expression for dynamic
mechanical energy balance is:

LT
.mP,out

dυ
dt = −

( .mP,out
ρout

P2 −
.mP,in
ρin

P1

)
− ( .mP,outgz2 −

.mP,ingz1)

− .mP,inhf1−2 −
.mP,outhf1−2 + .mP,iWPump.

(5.27)

If there is no a pump, compressor or fan in the PFA, the term WPump is equal to zero. Finally,
dividing the equation 5.27 by the mass flow and the total length of pipe, the equation is
reduced to:

dυ
dt = 1

LT

(
− P2
ρout

+
.mP,in.mP,out

P1
ρin
− gz2 +

.mP,in.mP,out
gz1 −

.mP,in.mP,out
hf1−2 − hf1−2

)
. (5.28)

In order to express the previous equation in terms of the volumetric flow, this equation must
be multiplied by the pipe area (AT ):
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dQP
dt = AT

LT

(
− P2
ρout

+
.mP,in.mP,out

P1
ρin
− gz2 +

.mP,in.mP,out
gz1 −

.mP,in.mP,out
hf1−2 − hf1−2

)
. (5.29)

Equations 5.29 and 5.11 represent the time variation of model states, which are used for
constructing the state observer for density and viscosity of the mineral slurry.

Constitutive equations

Additionally to the balance differential equations, the model proposed is complemented with
a set of algebraic equations for calculating energy losses (hf1−2) in all the pipe sections and
fittings forming the PFA. These equations are expressed in a general form with the subscript
i equal to in or out, depending on the part of the pipeline which will be treated. Thus, the
calculate of energy losses in the pipeline and fittings, the K factor and the friction factor will
be done using the equations 4.3 to 4.6.

Until this point, the set of balance equations and constitutive equations for the process were
established. In addition, and as a consequence of these balances, the classification of the
parameters as i) a state for the case of the density for which exist a differential equation
and, ii) the classification of viscosity as the known input (one component of the u vector)
or an additional equation (function g(·)), is established. In this way, the structure of the
fluid transport model is obtained. However, it is necessary to define how to determine the
second parameter, which for this case corresponds to the viscosity, by the function g(·) or an
alternative solution when the viscosity is considered as known input. Therefore, the procedure
for obtaining the equation for the viscosity of the mixture is presented below. In the section
5.1.2 one procedure for determining the function g(·) is presented, whereas in the section
5.1.3 the alternative solution (when the viscosity is considering as a known input), such as a
static verification is exposed.

5.1.2. Density and viscosity relation for a flowing slurry

According to Section 4.2 there are two possible options to address the problem of the relation
between density and viscosity, for implementing the estimation structure proposed in the
Chapter 4. With the density as a state and taking into account the equation 5.17, which
relates the density and the components concentration in the mixture, a function g(·) for the
viscosity must be found. This function g(·) relates the viscosity with the state variables and
the known inputs. In order to determine the function g(·), the first step is characterizing the
rheological behavior of the mineral slurry, which corresponds to a mixture of water and solid
particles of a kaolin-type clay.

The kaolin is a kind of rock mainly conformed by kaolinite (Al2Si2O5(OH)4) presented as
a compact or loose mass clayey with few variations of its composition. Due to the above,
the following properties can be general for all varieties of kaolin: specific weight of 2.6
and hardness of 2 in the Mohs scale [5]. According to the literature, the water-kaolin
mixtures exhibit non-Newtonian behaviors and its properties present strong dependence on



CHAPTER 5. Application case and results 54

the concentration of solid particles. Based on the above, and to determine the kind of
non-Newtonian behavior, a study of the variables affecting the rheology of the mineral slurry
is required. Because the focus of this work is not the rheological characterization of the slurry,
the experimental part is taken from the master thesis of Aguilera (2005). In that work, many
laboratory tests were done for determining the kind of non-Newtonian behavior for different
water-kaolin slurries. In addition, variations in the physical and chemical variables identified
as relevant for the rheology of non-Newtonian fluids were included [5].

In the cited work, different experiments to find the apparent viscosity of a mixture of water
and kaolin for different concentrations were realized. The critical volumetric fraction for mix-
tures without chemical additives were found. From the obtained results the non-Newtonian
behavior were identified, even at low concentrations of kaolin, finding as the critical volumetric
concentration a 15% of solids in volume. Indeed, it is considered that for solid concentra-
tions higher than 15% the pulp can not be treated. Once the non-Newtonian behavior is
verified, experiments to different concentrations, with gradual changes, were done for obtain-
ing the rheograms (shear stress versus shear rate curves) and the viscosity curves. From the
rheograms and according to the flow behaviors presented in the section 2.3, this kind of slurries
are classified as pseudoplastic. Some of the experimental results obtained by [5] are shown in
Figures 5.4 and 5.5. From these figures it is possible to observe the pseudoplastic behavior for
volumetric concentrations of wv ,sol = 0.05 and wv ,sol = 0.12, respectively.

Figure 5.4. Flow curve for a mineral slurry of
kaolin with solids volumetric frac-
tion equal to 0.05 (Blue line for
flow behavior and red line for vis-
cosity) [5].

Figure 5.5. Flow curve for a mineral slurry of
kaolin with solids volumetric frac-
tion equal to 0.12 (Blue line for
flow behavior and red line for vis-
cosity) [5].

In those figures the blue line is referred to the non-Newtonian behavior of the fluid, while the
red line is the variation of the slurry viscosity as a function of the shear rate. These curves
were obtained using a rheometer TA Instruments Inc. CSL - 500, which permits the use of
different geometries (concentric cylinder, parallel plates, etc.) under controlled shear rate and
shear stress. In order to cover a big variety of scenarios, the tests were realized for a range of
the shear rate between 0 to 1000s−1 and controlled temperature to 25◦C . Depending on the
solids concentration in the mixture, the geometry in the rheometer was changed. For the case
of low concentrations the concentric cylinder was used, whereas, for the high concentrations
the parallel plates were used. Finally, in Figure 5.6 the results for all executed test are shown.
According to [5], the viscosity is strongly affected by changes in the solids concentration.
Indeed, the viscosity of the mixture increases as the volume fraction of solid increases, when
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the shear rate and shear stress are constants.

Figure 5.6. Flow curves for different concentrations of solids in mixtures of water and kaolin. [5]

Based on cited work, it is possible to establish a relation between the viscosity of the slurry
and the volumetric fraction of solids. Taking into account that the power law model can
represent the behavior of the pseudoplastic fluids, and using the results shown in Figure
5.6, one function for determining the parameters K and n, of the power law model, can be
obtained. Therefore, remembering the power law model given by the equation 2.22, from
the curves in Figure 5.6 it is possible to find the values of K and n that best fit the slurry
behavior to the power law. Then, knowing the respective values of the parameters for the
power law model for each considered solids volumetric fraction, expressions of the form
K = f (wv ,sol) and n = f (wv ,sol) are obtained. With this, a correlation between the viscosity
and the volumetric fraction is generated.

According to the flow curves for the different volumetric fractions of kaolin, the fitted values
of K and n are shown in the Table 5.1. Based on this fit, the correlations between each one of
parameters (K or n) and the volumetric fraction of solids are obtained. These are expressed
by equations 5.30 and 5.31.

Table 5.1. Values for the parameters K and n according to the volumetric fraction of kaolin.
wv,sol K n
0.012 52.30 0.486
0.040 400.0 0.300
0.050 860.4 0.243
0.060 1586 0.202
0.070 2284 0.196
0.100 5194 0.197
0.120 9626 0.207

K = 981072(wv ,S)2 − 45397(wv ,S) + 583.01, (5.30)
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n = −269.87(wv ,S)3 + 104.09(wv ,S)2 − 12.009(wv ,S) + 0.6188. (5.31)

Previous two correlations for K and n were obtained as a part of the model developed in the
present thesis work. By replacing equations 5.30 and 5.31 in 2.22 one function of the form
η = f (wv ,sol) is obtained. Based on this it is possible to relate η and ρ using the equation
5.17. However, the function for determining the viscosity must be related to the operational
conditions in the pipeline. For this, it is necessary to express the shear stress and the shear
rate as a function of the process variables and the measured variables in the process. Thus,
and continuing with the power law model as the right representation or rheological behavior
of the slurry, one expression for the shear rate as a function of operational condition in the
PFA is required.

In [56], the expression proposed in [57] is verified and useful for calculating the wall shear rate
of non-Newtonian fluids flowing through a pipeline. This equation is defined as:

.
γw = 3

4

(8u
D

)
+ 1

4

(8u
D

) d ln
(

8u
D

)
d ln

(
D∆P

4L

) , (5.32)

where the term 8u
D corresponds to the wall shear rate for the Newtonian fluids ( .

γw ), while
the term D∆P

4L is the wall shear stress (τw ). For the case of fluids with rheological behavior
represented by the power law model, as water-kaolin mixtures treated here, the logarithm term
can be replaced with the reciprocal of the exponent of the power law model as shown in the
equation 5.33 [56].

d ln
(

8u
D

)
d ln

(
D∆P

4L

) = 1
n . (5.33)

Then, the wall shear rate can be determined by the following equation:

.
γw = 3n + 1

4n
8u
D . (5.34)

If the dimensions of the pipeline are known, the velocity in the line can be evaluated as:

u = Qp
AT

, (5.35)

Finally, the function g(·) mentioned in the Chapter 4, can be established. For this, the equation
5.35 is replaced in 5.34, and the resulting expression for .

γw in the equation 2.22. Based on
the above, the function relating slurry viscosity with slurry density and the process variables is
defined as:

η = g(ρ, wv ,sol , Qp) = K
(3n + 1

4n
8u
D

)n−1
, (5.36)

where K and n given by 5.30 and 5.31.
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5.1.3. Static verification

As mentioned before, for determining one expression for density there are two options. The
first of these have been explained in the above section corresponding to the correlation of
experimental results. If the second option proposed for the estimation structure is selected,
it is not necessary to find an expression for g(·). For this case, the viscosity is considered as
known input and it is estimated when the state estimation is done. The procedure to obtain
this estimation is through the static version of the mechanical energy balance (Bernoulli
equation) given by the equation 5.29. However, the use of the static version implicates to
consider some assumptions.

Using the static version of the mechanical energy balance, one condition of the steady state
is considered, and this implicates that the pulp inside the pipeline is homogeneous through all
the PFA. Indeed, the inlet slurry is the same as the outlet slurry, whereby in the equation 5.29
the following may be considered:

ρin = ρout and .min = .mout . (5.37)

If in addition to the above, the term dQP
dt in the equation 5.29 is considered as equal to zero, the

static version is obtained. This consideration is done assuming the pressure changes are faster
than the mass content changes. Therefore, when disturbances in the solids concentration took
place at the inlet, the pressure and volumetric flow reach their new stable state faster than the
mass content. In addition, from the stationary condition it is possible to reduce the system to
only one unknown variable, the viscosity. Thus, at each iteration, the values of measurement
and estimation are used for solving a system of one unknown variable and one equation. With
this, the equation 5.29 is reduced to:

0 = −P2
ρP

+ P1
ρP
− gz2 + gz1 − hf1−2 , (5.38)

with hf1−2 = f (η, ρP , QP). According to the structure presented in Figure 4.3, the evaluation of
the slurry viscosity is done using a mechanical energy balance in the steady state. Thus, every
time that the density estimation is available, along with pressure drop and volumetric flow
measurement for the same time, through Bernoulli equation (or BEM, 5.38) the corresponding
viscosity value is determined.

5.2. Design of unknown input observer (UIO)

Based on the estimation problem, the available measurements, and the unknown inlet
properties (density, viscosity, and solids fraction), the observer design for the estimation
structures presented in the Section 4.2 is presented.

Because the proposed model establishes differences between the properties of the inlet and
outlet point in the PFA, the properties at the inlet are considered as unknown variables,
remembering that the balance differential equations were obtained for the outlet point under
the perfect mixture condition. However, the density and the solids concentration in the inlet
can be related by equation 5.12, while the viscosity and the solids concentration are related
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using the previously presented power law model. Therefore, the solids initial concentration is
the only unknown input. According to the previous deduction of the model, in the Table 5.2
the definitions of the state variables (x), the known inputs (u), the unknown inputs (d) and
the model outputs (y) are presented.

Table 5.2. Classification of the process variables .
State variables: x = [ρP,out ; QP ]
Known inputs: u = [P1; P2;µP,out ]

Unknown inputs: d = [wS,in]
Outputs: y = [QP ]

Based on the Table 5.2, the slurry viscosity is taken as known input just by the simulation,
i.e. for constructing the algorithm in the software. However, the viscosity is an unknown value
which is determined from equation 5.36 or 5.38, after to estimate the state variables. From
the previous definitions for the process variables and the design procedure for the observer
presented in the Section 4.2, the model equations can be summarized as:

d
dt

[
ρP
QP

]
=
[
f1(x, u, d)
f2(x, u, d)

]
, (5.39)

y = [0, 1] QP , (5.40)

with f1 and f2 equal to:

f1(x, u, d) = (ρP,inQP − ρP,outQP) 1
VT

, (5.41)

f2(x, u, d) =AT
LT

(
− P2
ρout

+
.mP,in.mP,out

P1
ρin
− gz2 +

.mP,in.mP,out
gz1 −

.mP,in.mP,out
hf1−2 − hf1−2

)
. (5.42)

The observer design requires linearizing the model equations according to the equations pre-
sented in the Section 4.2.3 and the definition of the process variables in the Table 5.2. However,
the stationary state must be determined based on the model and conditions of current opera-
tion. Thus, for the following operational conditions:

QP = 0.0624m3

s ,

P1 = 487114.104Pa,
P2 = 344916.574Pa,
P3 = 347191.845Pa,

(5.43)

by simulation of proposed model, the following steady state is obtained:
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QP |ss = QP ,
P1|ss = P1,
P2|ss = P2,
P3|ss = P3,

P1B|ss = 381130.617 Pa,

ρP |ss = 1041 kg
m3 ,

µP |ss = 0.0317 cP,
wS,out |ss = 0.0639,
wS,in|ss = 0.0639.

(5.44)

Using the Jacobian definition and the steady state values, the matrices for the linearized model
are shown below:

A =
[
−0.1614 0
−0.0003 −0.4465

]
(5.45)

B =
[
0 0 0
0 0 −0.0314

]
(5.46)

C =
[
0 1

]
(5.47)

D =
[
109.6827
−0.0065

]
(5.48)

From the matrices C and D, the existence condition is verified. Therefore, the matrix CD is
given by:

CD|ss = C ·D =
[
−0.0065

]
, (5.49)

then,

rank(CD|ss) = 1 and rank(D|ss) = 1, (5.50)

therefore, the existence condition is satisfied and it is possible to continue with the observer
design. Before to determine the matrices of the observer, the matrix E must be determined
as shown below:

E = −D · (CD)−1 =
[
16855.55
−1

]
. (5.51)

Next, the detectability of the system is verified according to the exposed in the equation 3.30
in the Chapter 4. Thus, if s = QP (QP the measured variable), and the matrix P is computed
as:
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P = In + E · C =
[
1 16856
0 0

]
, (5.52)

the detectability matrix of the system is given by:

[
sP− PA

C

]
=

4.722 8073.194
0 0
0 1

 , (5.53)

then, the rank of detectability matrix is equal to,

rank
[
sP− PA

C

]
= 2. (5.54)

From the above, the system is detectable due to the rank from 5.54 is equal to the states
number in the system. Then, it is necessary to establish the gains matrix before to calculate
the matrices of the observer. For this, the observer gains must be selected in such a way that
the matrix N fulfills the Hurwitz condition.

Remembering the expression for matrix N,

N = PA−KC,

from the above equation the matrix K can be expressed as:

K = (PA−N) · C−1, (5.55)

however, based on the knowledge of the matrices C, P and A, and the products of matrices
PA and KC given by:

PA =
[
−4.6595 −7020.5

0 0

]
, (5.56)

KC =
[
0 k1
0 k2

]
, (5.57)

the value of k1 has been selected equal to the component of the first row and second column
of the matrix PA in order to cancel the same component in the resulting matrix N. On the
other hand, the gain k2 is a free value since the matrix PA does not have components in
the respective position, which must be eliminated for obtaining a diagonal matrix. Thus, the
values of the gains matrix (K) were be selected such that the matrix N was a diagonal matrix
and its eigenvalues had negative real part. Therefore, the gains of the observer were fixed as:

K =
[
k1
k2

]
=
[
−7020.5

4

]
. (5.58)
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Accordingly, the matrix N is defined as:

N =
[
−4.6595 0

0 −4.0000

]
, (5.59)

Since the matrix in the equation 5.59 is diagonal, its eigenvalues are determined by the diagonal
components. From this, it is possible to verify that have negative real part, and the Hurwitz
condition is satisfied. Once the matrices N and K are calculated, the other matrices of the
observer can be calculated from the equations 4.31 and 4.33 as follows:

L = K · (I + CE)− PAE,

L =
[
71518

0

]
,

(5.60)

G = PB,

G =
[
0.0444 −0.0444 −529.0263

0 0 0

]
,

(5.61)

Consequently, the matrices of the observer have been established to the operational conditions
and the available measurements in the real process. Now, the design of the observer is
finished, and the conditions of existence and detectability have been verified, in order to give
validity to the estimation structure.

Then, the state estimation (slurry density and volumetric flow) is obtained based on the de-
signed unknown input observer. Nevertheless, the slurry viscosity, initially considered as known
input, must be estimated from auxiliary expressions depending on the estimation structure se-
lected. Therefore, the structure represented by equations 5.39 and 5.40 corresponds to the
UIO box in the Figures 4.2 and 4.3 for the estimation structures. The other hand, for the
first estimation structure the auxiliary equation for computing the slurry viscosity is given by
expression 5.36, while for the estimation structure using a static approximation the expression
for the viscosity is the equation 5.38.

5.3. Simulation results: Application case

In this section, the obtained results for the estimation of density and viscosity are presented for
a mineral water-kaolin slurry. Considering the application case exposed above, for two versions
of the estimation structure, noise in the measurement is included. In both simulations, the
process model is the same and the disturbances in the unknown input considered are among
±10 percent of the value of the steady state, according to Figure 5.7. The behavior of the
proposed model is shown in Figure 5.8.The plotted variables behaviors correspond to the PFA
outlet.
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Figure 5.7. Disturbances in the solids initial concentration for the model simulation.

From Figure 5.8 it is possible to observe the response of the state variables of volumetric flow
and density when disturbances in the initial concentration of solids takes place. This behavior
is obtained because the pressure drop in the pipes and fittings assembly remains constant. In
addition to this, the disturbances generated by the system were applied taking into account
that the system has enough energy for transporting the fluid with the resulting properties of
density and viscosity after disturbances appearance.

Since that the observer considered in the estimation structure is a linear one, the effect of
the linearization of the model over the observer performance is evaluated. For this, the
simulation results for the process under different disturbances are shown in Figure 5.9. From
these, the linearized model observer has a very similar behavior to the nonlinear model
observer, although the system is subject to disturbances. Notably, the linear model is valid
if the operation conditions are near to the steady state. However, for this kind of process,
although the system can present changes in your variables, these changes happen near to one
operational condition, which normally corresponds to the steady state.

As the behavior of the linear model is valid, the estimation structure is implemented for
the model developed in Section 5.1.1. For the first case, in which the power law model is
used (option 1), the simulation was developed considering noise in the measurements and the
function g(·) obtained by the explained procedure in the section 5.1.2. For this case, the
estimation of the state variables (volumetric flow and density) is very near to the real behavior.
Thus, as the viscosity is obtained based on the estimation of the state, the estimation error is
less than 2 percent. In Figure 5.11 the simulation results are presented for different values of
the free gain of the observer (k2), i.e., the gain related to the measured state.
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Figure 5.8. Simulation of proposed model under different disturbances for the solids concentration in
the inlet.
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Figure 5.9. Comparison between the linear and non-linear model for the variables of volumetric flow
and viscosity under different disturbances for the solids concentration in the inlet.
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Based on the results presented in Figure 5.11 it is possible to appreciate that the state
estimation and the viscosity do not change although the gain value for the measured variable
(QP) is modified. The above is due to the estimation of measured value can be adjusted while
for the unmeasured variable the gain is fixed by the own system of equations. For this case,
the estimation could be improved if the gain for the unmeasured variable could be changed,
but the existence condition and the detectability of system restrict the gain value. In Figure
5.10 the applied disturbances in the solids initial concentration are presented.

0 100 200 300 400 500 600 700 800 900 1000

t (s)

0.061

0.062

0.063

0.064

0.065

0.066

0.067

0.068

w
S

,i
n
 (

kg
S
/k

g
P
)

Initial concentration of solids

Disturbance

Figure 5.10. Value and time of disturbances applied to the pulp flowing.

The proposed structure was evaluated for different disturbances, among these were considered
upper and lower values regarding the steady state. For this case, in which the mineral slurry
is correctly characterized, the estimation of the state and the viscosity is very approximate
even when the disturbance in the initial concentration of solids is higher to 0.5% for the same
pressure drop. Based on the above, and having into account that the pressure measurements
are considered as known inputs to the system, the variable of volumetric flow is the unique
variable supporting all the changes generated by the disturbance and spreads those changes
to other variables. For this reason, increasing the initial concentration of solids, the density
and viscosity increase too, while the volumetric flow decreases. This behavior is due to more
energy for transport the mineral slurry is required, and as the pressure drop remains constant,
the transport capacity of the system for a heavier slurry is lower. On the other hand, when
the initial concentration of solids is lower, the opposite case occurs and the volumetric flow
increases while the density and viscosity of mineral slurry decreases.

For the case in which it is not possible to do an experimental study about flow behavior of
fluid, the second option of observer must be considered. The results obtained using a static
verification for the estimation of viscosity are presented in Figure 5.12. This structure was
simulated for the same disturbances applied for the first option for the observer, when the
experimental characterization of the rheological behavior is available. Due to the behavior of
dynamic state is approximated to the steady state for each sampling time, differences between
the real behavior and estimated begin to appear. This result is due to the assumptions
considered for implementing the static verification, such as the steady state and the existence
of a homogeneous slurry into the PFA at each sampling time.
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Figure 5.11. Simulation results of the process variables for the proposed estimation structure and the
power law model, under different values of free gain k2 and different disturbances for the
solids concentration in the inlet.
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Figure 5.12. Simulation results of the process variables for the proposed estimation structure and the
static verification, under different k2 gain values and different disturbances for the solids
concentration in the inlet.
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Therefore, and as result of the considerations done, the estimation of the unmeasured variable
is not as approximate to the real value as in the first option. As the time passes and the
system remains in the steady state, the estimation is done with better precision. However,
when one disturbance takes place the estimation of the unmeasured variable loses precision,
until the new steady state is reached. Although this proposal presents estimation error during
the change from one steady state to another when a disturbance has happened, once the
steady state is achieved the estimation is correct because the assumption of the homogeneous
slurry is truth and the equations system can be simplified to a steady state mechanical
energy balance. Worth noting that the estimation can be good provided the measurements of
pressure drop and other available measurements are correct. In addition, the estimation has
an error as results of error propagation during the dynamic state, according to the time progress.

From these results, it is possible to construct an estimation structure based on a phenomeno-
logical based model for the transport process of a mineral slurry through to a PFA, even for
a mineral slurry with properties and flow behavior unknown. Hence, this is a more general
option than the first one, but this generality produces a loss of precision in the estimation
of the state variables and the parameters. Thereby, the loss of precision in the estimation
done with the second option could be improved, if different techniques of correction are
implemented, which complement the internal correction of the observer with the measured
variable.

For the behavior of the system when the disturbances have taken place, the response of the
system is the same in the two case. As the pressure drop for these simulations is constant,
the changes in the system can be observed in the volumetric flow and the properties of the
mineral slurry. Thus, when density or viscosity of the mineral slurry tend to increase, the
volumetric flow tend to decrease due to with the same energy (pressure drop) it is not possible
to move the same flow of a heavier slurry.

The results presented above were obtained by simulation using Matlab® academic version. The
proposed algorithms were developed using a processor Intel® Core™ i7-5500U CPU 2.40GHz
and RAM of 8.0 GB. For each simulation, the total time of simulation was of 1000seconds
using a step size of 0.1seconds. Thus, the proposed algorithms form a loop with a repetitions
number equal to the total time of simulation divided by the step size. The method used for
solving the differential equations was the Euler method due to its didactic characteristic and
easy implementation. Other equations solvers with better characteristics can be used, but
this is not the scope of this thesis. Obviously, an appropriate time step size was selected for
guaranteeing low error and convergence of the method. Additional, the noise in the measured
variable or the system output was included using a Random command of Matlab®. Finally,
and as a comparison for the estimation error in Table 5.3 values of the ITAE index for each
one of the proposed structures are presented.

Table 5.3. ITAE index for the state estimation of the transport of a mineral slurry with noise.
Variable Structure 1: Experimental test Structure 2: Static verification

QP 334.2795 346.9432
ρP 162.1284 891.3047
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The comparison between the two proposed structures based on the ITAE index shows that the
first structure presents a better performance. The difference between both structures in the
measured variable is due to the use of the Random command for the simulation of noise, with
which at each simulation the value of the measured variable is always different. However, the
main difference is the unmeasured variable, where the structure with an experimental develop
presents a ITAE index lower than the structure with the static verification. Therefore, the main
index for evaluating the performance of the proposed structures is the index for the unmeasured
variable, so for the case of the static approximation, the index is considerably higher than the
index for the first structure.

5.4. Effects of the properties of the mixture on the pressure drop

In previous section the results of two structures for the on-line estimation of the properties of
density and viscosity of a mineral slurry were presented, but from this results is not possible
to separate the effects of each property on the pressure drop. Thus, and due to the interest in
knowing as each property of mixture affects the readings of pressure sensor, in this section a
methodology using techniques of the digital signals processing is presented. Thereby, the aim
of this section is to identify patterns which permit differentiate the effects of the density and
viscosity on the signal of pressure drop for a mineral slurry flowing through a PFA. To know
the origin of pressure drop changes can help to improve the density and viscosity estimation
using previous observers proposals.

For the case of a real process, the signals to be analyzed are continuous. For the processing
of the continuous signals there are different tools feasible to implement in real time. Some
of these are the Wavelet transform (WT) and the short-time Fourier transform (STFT),
which permit to obtain the spectral information of non-stationary signals [58]. The STFT is
a technique based on the division of the signal into finite portions, over which the Fourier
transform is applied for obtaining the information about the spectral components [59].
However, and due to the uncertainty principle of Heisenberg, the STFT presents problems of
time-frequency resolution. For solving these problems other kinds of techniques based on the
multiresolution analysis are commonly used [6].

On the other hand, the Wavelet transform is a technique based on the multiresolution
analysis, in which the signal is analyzed for different frequencies with different resolutions
(variable resolution). From this tool it is possible to obtain representations of the signals in
the temporal and frequency domain at the same time. This advantage permits to identify the
time of occurrence of certain spectral components, such as the changes of the steady state.
The WT consists on a series of filter stages and decimation of the signal. Thus, with the
application of the WT a filtering process in time domain using low-pass and high-pass filters
is implemented. The function of these filters is to eliminate the low and high frequencies
respectively. This procedure is repeated as many time as necessary, and this is known as the
decomposition levels of the signal. Therefore, the result of this procedure is a group of signals
analyzed to different frequency bands, which represents the same original signal.

The evaluation of the WT is done in a discrete form using the discrete Wavelet transform
(DWT). In this technique a pyramidal algorithm is used to obtain a time-scale representation
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Figure 5.13. Filter bank for the decomposition steps and signal analysis. H corresponds to the low-pass
and high-pass G filter to filter [6].

through successive processes of filtering of the signal. The first step is the discretization of
the signal, and then the quantized signal sequence is passed through a low-pass (mid-band)
filter, eliminating frequency components higher than half of the bandwidth of the original
signal [58], [60]. In Figure 5.13 a representation of the decomposition process of a signal
using a filters bank is presented.

According to the above, the DWT is defined as:

C [j , k] =
∑
n∈Z

f [n]Ψj,k [n], (5.62)

where C [j , k] are the transform coefficients, f [n] is the quantized signal and Ψj,k [n] is the
function of mother Wavelet transform. For this last function exist different versions in the
literature, which can be consulted in [58], [60] and [61]. In the equation 5.61 the subscripts
j , k are the localization in the time and frequency domain, respectively. The mother Wavelet
transform can be expressed as follow:

Ψj,k [n] = 2−
j
2Ψ[2−jn − k], (5.63)

For the reconstruction of the signal, the equation for the synthesis of the signal, commonly
named as inverse transform, is defined as:

f [n] =
∑
j∈Z

∑
k∈Z

C [j , k]Ψj,k [n] (5.64)

In [58], [60] and [61] it is explained in detail the deduction of the DWT and the calculating
procedure through the filter bank and others alternatives different to this. Based on the
above, the Wavelet transform is applied to a segment of the signal of pressure drop for the
transport process of a mineral slurry, when different disturbances in density and viscosity are
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applied. In Table 5.4 the values for the disturbances and simulation time are shown.

Table 5.4. Parameters of simulation - Application of Wavelet transform.
Parameter Symbol Value of disturbance

Simulation time ts 200 s
Sampling time h 0.1s

Number of iterations NumIte 2000
d1 (ρ) P1,ρ ρ = 0.5%ρ0 en t = 20s
d2 (ρ) t2,ρ ρ = 0.8%ρ0 en t = 140s
d3 (µ) t1,µ µ = 0.025Pa − s en t = 60s
d4 (µ ) t2,µ µ = 0.045Pa − s en t = 100s

According to the plant data, in the Figure 5.14 a pressure drop signal is presented. As it
was done for other simulations exposed in this work, the noise in the measured variable
was considered. Thus, from Figure 5.14 it is possible to observe that each time that one
disturbance occurs one change in the pressure drop takes place. Then, the idea with the
Wavelet transform is to identify patterns in the frequency domain allowing to classify the
origin of each disturbance that occurs in the process, based on the analysis of the signal of
pressure drop. In the next section the methodology used is explained.

Figure 5.14. Signal of the pressure drop for the transport of a mineral slurry in a PFA.

5.4.1. Methodology for frequency response analysis

In Figure 5.15 a methodology for the analysis of signal of pressure drop is presented. Based
on the measurements of plant and the disturbances affecting slurry density and viscosity at
certain times, a segment of the signal for 200 seconds was selected for the analysis. From this
segment and its duration, the number of iterations (NumIte) is defined based on the sampling
time of 0.1 seconds. Later, the mother Wavelet transform is selected and the number of levels
for the signal decomposition is fixed. These choices are done based on the aim of the analysis
because with this the temporal resolution and frequency resolution are established. For this
case of study, the mother Wavelet transform Daubechies 2 was selected due to the properties
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of orthogonality and asymmetry.

Then, the Wavelet transform is calculated for the segment of the signal, and from this the
coefficients of the Wavelet transform are obtained. Once the coefficients are obtained, these
results must be treated before graphical submission. Due to the decomposition of the signal
is done to different cut-off frequencies, represented by each filter (level) in the filter bank, the
length of the signal is more short than the original signal. Indeed, the signal filtered has half
the length of the signal at the previous level. Therefore, a resampling process is required to
transform the length of the signal to the length of the original signal. Finally, the results for
the coefficients are plotted according to your respective scale.

Figure 5.15. Methodology for obtaining the frequency response by DWT.

5.4.2. Results for the Wavelet transform

In order to illustrate the analysis of the frequency response for the signal of pressure drop, in
Figure 5.16 the Fourier transform for the signal is presented. In addition to the above, the
frequencies spectrum of the same signal filtered for a cut-off frequency of f = 0Hz using a
Notch filter is presented too. The above is done to eliminate the frequency associated with
the steady state of the system. From these results it is possible to observe that there is
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information in frequencies different to f = 0Hz , which can be evaluated for the identifying
the origin of disturbances.

Using the exposed methodology the results obtained by simulation for the Wavelet transform
are presented in Figure 5.17. For applying the transform four decomposition levels were used,
resulting in four detail levels (DPi ) and one approximation or residue (a1(n)). The top of
Figure 5.17 is the first detail level (DP1) and corresponds to the coefficients for the values of
higher frequencies, while the following other three graphs in Figure 5.17 represent the detail
levels organized in decreasingly order respect to the frequencies bands. Finally, the bottom
graph in Figure 5.17 is the approximation or residue representing the coefficients for the
lowest frequencies.

Figure 5.16. Spectrum for the pressure drop signal, and the filtered signal to the cutoff frequency
f = 0Hz .

Figure 5.17. Decomposition levels using wavelet transform for signal pressure drop.

From the results for the coefficients of Wavelet transform, the fourth detail level (DP4) and
the residue (a1(n)) do not have information relevant to the aim of separate the effects of
density and viscosity. This last because for these it is not possible to recognize any patterns
for the moments in which the disturbances occurs. However, for the second and third detail
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level (DP2, DP3 ) some patterns can be distinguished. In Figures 5.18 and 5.19 each one of
these levels is presented individually.

Figure 5.18. Third level of detail for the wavelet transform of the pressure drop.

Figure 5.19. Second level of detail for the wavelet transform of the pressure drop.

In Figure 5.18 it is possible to identify significant magnitude peaks for the times in which
the disturbances are applied (t1 = 20s, t2 = 70s, t3 = 100s y t4 = 140s). Therefore, the
moments of occurrence of the disturbances can be recognized with a good temporal resolution.
Although in this detail level it is possible to recognize the times at which the disturbances
appear, it is not possible to associate the disturbance to one of the properties. For example,
in the case of the second disturbances in density and viscosity (t3 = 100s, t4 = 140s) the
magnitude of peaks are similar even when the nature of the disturbances is different.

When the second detail level is individually analyzed, it can be appreciated that just the
peaks associated with the disturbances in the density, presented magnitudes higher to −100
in the ordinate axis, whereas the disturbances in the viscosity can be confused with the rest of
oscillations or peaks in the graphic. Hence, from the results in this detail level, it is possible
to associate the disturbances with one property of the mineral slurry. Finally, the second
and third detail level could be a useful tool for the identification of the occurrence times
of the disturbances, besides they permit to characterize the disturbance origin. Indeed, the
disturbances that can be identified in the frequencies band for the second level, are directly
associated with disturbances in the density. Therefore, a criterion based on the thresholds
according to the coefficients magnitude for the levels of the wavelet transform can be used
to separate the origin of a disturbance: generated by density of by viscosity change. This
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separation allows to use this information to develop additional algorithms to improve the
estimation. For example, it is possible to apply only correction of estimated value over that
estimated variable causing the pressure drop variation. This task is declared as future work in
this thesis.
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Conclusions and future work

6.1. General conclusions

The work carried out in this thesis allows to express the following general conclusions.

• A methodology for the on-line estimation of the properties of density and viscosity of
multiphase fluids, flowing through a pipeline and fittings assembly (PFA) has been de-
veloped. This proposal considers the use a phenomenological-based model as the main
element for the structure of a state observer for estimating slurry properties. Thus, the
structural conditions of the process model and the recommendations for selecting the
state variables, known inputs, and the unknown inputs have been established. Based on
this, an observer for a process with disturbances, related to the properties to be esti-
mated, is implemented and the existence and detectability conditions for the design of the
observer are given. Provided the necessary conditions are satisfied, both for the model
structure and the observer design, this estimation structure allows to estimate density
and viscosity of a multiphase fluid without intervening or changing the pipeline. The es-
timation is done with errors lower than 5%, only considering the available measurements
in a plant.

• As the most significant contribution of this thesis, a phenomenological based semi-
physical model which represents the flow behavior of a non-Newtonian fluid through a
PFA, which can be used as the structure for a state estimator has been proposed. Al-
though the phenomenological model for the fluids transport has been extensively studied,
the structure of the dynamic mechanical energy balance used there does not fit with the
mathematical transformations commonly used for the design of the unknown input ob-
servers. Besides the above, the proposed model takes into account the separability of the
density and viscosity for the estimation of these properties by adding one mass balance
as a function of the density, when the disturbances in the initial concentration of solids
takes place. This addition completes the process model and expands the state. Resul-
ting these model is used together with the typical measurements in this type of process,
normally the volumetric flow and the pressure drop, for estimating mixture properties:
density and viscosity.

• In order to comply with the general objective of this work, the direct and indirect meth-
ods, usually used for on-line estimation of the slurry properties were identified from a
literary review. From these methods, was possible to identify the main variables that af-
fect the mixture properties. These variables are the phases composition, the shape, and
size of solids, and the density and viscosity of each one phase. Based on this selection of
variables, and taking into account the estimation aim and the available measurements,
the variables to considered in the model were selected. Thus, since only there is a mea-
sured variable, and due to the complexity that involves adding the factors of shape and

76
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size of particles to model, the variables included in the model are the single properties of
phases and the phases composition. Finally, considering the above mentioned, and the
real conditions of transport process, a PBSM for the flow of a mineral slurry through a
PFA was obtained, in order to use this as the structure of an observer.

• Although the proposed methodology was developed for the transport process of a specific
mineral slurry, this is general for other kinds of pulp or slurries, even for the Newtonian
fluids. For this, the second proposed option is a more general tool due to it works
with the static verification for estimating the viscosity and experimental development is
not required. The above because the second structure does not use the experimental
characterization for determining equations which describe the viscosity of a fluid, but it
uses the available measurements and the assumption of steady state for verifying the
mechanical energy balance. In this sense the unique variable is the viscosity, which is
the most affected for solids concentration in Newtonian or non-Newtonian fluid.

• In this thesis, the unknown input is a key requirement because using it is possible to
expand the state and to find one balance equation for one of the properties to be
estimated, the density of the mineral slurry.

• In spite of the known nonlinearity of the proposed model, especially by the terms that
relate to the energy losses by friction and the correlations for determining the friction
factor, a linear observer was implemented into the estimation structure. The main reason
is that the design of nonlinear observers with unknown inputs require a set of restrictions
in the model structure which the mechanical energy balance does not comply. Therefore
the linearized model was evaluated and for simplicity, this was used for the observer
design, from which the state variables density and volumetric flow are estimated. The
estimation error indicates that the linearization approach to state estimation gives a
good performance.

• The conditions of existence and detectability for the observer design were satisfied by
the selection of the state variables, the known and unknown inputs, the output, and the
equations considered in the model structure. The structure proposed is the most simple
for describing this process, and the main advantage is the use of the disturbances as a
tool to construct one model that can be used for designing an observer.

• If it is possible to characterize the mineral slurry for identifying the kind of fluid (Newto-
nian or non-Newtonian), and determining one expression for calculating the viscosity of
fluid based on its behavior, the estimation can be better compared to estimate when the
pulp or slurry is unknown. Hence, and in order to determine the function that represents
in the best way the viscosity of the fluid, the tests to be developed experimentally must
include variations of the major quantity of parameters affecting the viscosity of the fluid.
Besides to include the tests relating this property with the state variables in the model.

• Based on obtained results, from an analysis on the frequency domain for the signal of
pressure drop, it was possible to classify the origin of the disturbances, and propose
criteria which can be implemented on-line for associate the changes in the measured
variables with variations in the properties of the mixture. With this information, it is
possible to think in some algorithm action to improve the variables estimation.
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6.2. Future work

Based on the results obtained with this work, next aspects remain susceptible of improvement
or further research.

• Due to the observer implemented is one of the linear kind, it is interesting to explore the
transformation of the system using different linear parameter-varying systems (LPV). In
this way it will be possible to develop different unknown inputs observers for the different
steady states in the process. The general idea is that these observers can be switched
depending on the steady state closer to the current values of the state variables, and
from this decreases the estimation error.

• For the case of the analysis of the response on the frequency domain of the signal of
pressure drop, could be convenient to realize a similar study for the signal of volumetric
flow, because for the analysis done last signal remained in a constant value. In addition,
and based on the plant data one analysis for the two signal changed could be a good
work to complement the separation of density and viscosity effects on the signal of the
process.

• The Wavelet transform was used in this thesis because its properties of multiresolu-
tion, however, other tools own of the signal digital processing can be implemented and
compared with the used tool.
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