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ABSTRACT 

 

Impact of Dynamic Voltage Scaling (DVS) on Circuit Optimization.  (May 2009) 

Carlos Alberto Esquit Hernandez, B.S., University of the Valley of Guatemala 

Chair of Advisory Committee: Dr. Jiang Hu 

 

Circuit designers perform optimization procedures targeting speed and power 

during the design of a circuit.  Gate sizing can be applied to optimize for speed, while 

Dual-VT and Dynamic Voltage Scaling (DVS) can be applied to optimize for leakage 

and dynamic power, respectively.  Both gate sizing and Dual-VT are design-time 

techniques, which are applied to the circuit at a fixed voltage.  On the other hand, DVS 

is a run-time technique and implies that the circuit will be operating at a different voltage 

than that used during the optimization phase at design-time.  After some analysis, the 

risk of non-critical paths becoming critical paths at run-time is detected under these 

circumstances.  The following questions arise: 1) should we take DVS into account 

during the optimization phase? 2) Does DVS impose any restrictions while performing 

design-time circuit optimizations?.  This thesis is a case study of applying DVS to a 

circuit that has been optimized for speed and power, and aims at answering the previous 

two questions. 

 We used a 45-nm CMOS design kit and flow.  Synthesis, placement and routing, 

and timing analysis were applied to the benchmark circuit ISCAS’85 c432.  Logical 

Effort and Dual-VT algorithms were implemented and applied to the circuit to optimize 
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for speed and leakage power, respectively. Optimizations were run for the circuit 

operating at different voltages.  Finally, the impact of DVS on circuit optimization was 

studied based on HSPICE simulations sweeping the supply voltage for each 

optimization. 

The results showed that DVS had no impact on gate sizing optimizations, but it 

did on Dual-VT optimizations.  It is shown that we should not optimize at an arbitrary 

voltage.  Moreover, simulations showed that Dual-VT optimizations should be performed 

at the lowest voltage that DVS is intended to operate, otherwise non-critical paths will 

become critical paths at run-time.  
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NOMENCLATURE 

 

DVS Dynamic Voltage Scaling 

VT Threshold voltage 

VDD Supply voltage 

LE Logical Effort 

HDL Hardware Description Language 

PDP Power-Delay Product 

RDV Relative delay variation 
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1. INTRODUCTION 

 

Power is one of the major concerns in today’s VLSI circuit design.  Leakage 

power has become an important source of power consumption, and nowadays its 

magnitude is comparable to that of dynamic power for large designs and keeps growing 

exponentially with device scaling [1].  Different techniques have been developed to cope 

with both dynamic and leakage power consumption.  Dynamic Voltage Scaling is a well-

know technique for reducing dynamic power, while Dual-VT is one of the techniques 

used for reducing leakage power.  Traditionally, circuit designers have targeted speed as 

the variable to optimize, but current VLSI design requires optimizations not only for 

speed, but for power as well.  Optimization for power targets not only to high-

performance power-hungry designs, but also to lower-end circuits for low-power 

consumer electronics so that battery life is extended.    Gate sizing is a common 

technique to optimize for speed, and is often used in combination with low-power 

techniques such as Dual-VT.  Optimization techniques for speed and power have been 

extensively researched.  The design space for many of these techniques comprises any of 

the following dimensions: supply voltage (VDD), threshold voltage (VT), and gate size.  

Some techniques optimize using only one of those dimensions, while others use either 

two or three dimensions, targeting solutions closer to the optimum power consumption 

subject to determined speed requirements. 

 ____________ 

This thesis follows the style and format of IEEE Transactions on Computer Aided 

Design of Integrated Circuits and Systems. 
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Techniques in [2, 4] use the threshold voltage as the only dimension for power 

optimization.  The design space for [7, 8] comprises supply voltage VDD and threshold 

voltage VT.  In [5, 6] both threshold voltage and gate sizing are used to perform 

optimizations.  More elaborate algorithms use the supply voltage, threshold voltage and 

gate sizing as their design space for optimizations as in [3]. 

In current VLSI design, a sequence of tasks for speed improvement, leakage 

power reduction, and dynamic power reduction is a typical scenario for circuit 

optimization.  In this thesis we present a case study of the impact of applying Dynamic 

Voltage Scaling to a circuit that has been optimized for speed and leakage power using a 

gate sizing technique and a Dual-VT algorithm, respectively.  The remainder of this 

thesis is organized as follows.  Section 2 presents the background concepts that are most 

relevant to the problem formulation in section 3.  In section 4 we present the 

experimental setup and methodology used to perform the case study.  The results are 

presented and discussed in section 5. Finally, section 6 presents the conclusions and 

future work. 
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2. BACKGROUND 

2.1. DUAL-VT TECHNIQUES 

To understand the advantage of using Dual-VT techniques, we first need to look 

at the leakage current of a MOSFET device.  (1) expresses the leakage current of a 

nMOSFET, where Ids0 is the current at threshold and is dependent on process and device 

geometry, n is a process-dependent term affected by the depletion region characteristics 

and vT is the thermal voltage (26mV at room temperature) [9]. 

           
          (1) 

 

 

(1) shows that the leakage current can be reduced exponentially by increasing the 

threshold voltage VT.  The leakage power expressed in (2) is also reduced exponentially. 

            PLeakage = Ids   VDD                                  (2) 

   Next we need to look at the simple α – power model for the delay of a CMOS 

gate [8]: 

        (3) 

 

 Where CL is the load capacitance, K is a factor that depends on the process and 

the gate size, and α takes any value between one, for full velocity saturation, and two, 

for no velocity saturation as in long channel devices [8].  (3) shows that increasing VT 

produces an increase in the delay Td of the gate.  Dual-VT algorithms work based on (1) 

and (3).  After synthesis, circuits have a path distribution similar to the one shown in Fig. 

1.  The traditional approach to VT selections relies on the observation that a circuit’s 

Td ≈ 
CL   VDD 

K (VDD – VT)
α 

Ids = Ids0 e 

Vgs – VT   

nvT   vT  1 – e 

 -Vds 

· 

· 
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overall performance if often limited by a few critical paths [10].  Many paths are 

unnecessary faster than the critical path(s).  The concept of Dual-VT algorithms is to 

slow down those paths by increasing the threshold voltage VT in as many gates as 

possible, as long as the paths don’t become slower than the original critical path(s).  All 

gates in critical path(s) are kept with low-vT so that the maximum frequency of operation 

is not altered. All gates with increased vT will have less leakage current, according to (1), 

thus reducing the total leakage power of the circuit without any performance penalty. 

 

   

 

 

 

 

Fig. 1. Path delay distribution of a circuit after synthesis [10] 

 

 Assuming that we have a circuit that has already been optimized for speed, the 

idea of applying a Dual-VT algorithm is to equalize the delays of all the paths in the 

circuit as much as possible by assigning high-vT gates in all non-critical paths.  If all 

gates in the circuit are assigned to high-vT (single high-vT) then the critical path of the 

circuit would become larger than the original before high-vT assignments.  One 

important characteristic is that Dual-VT CMOS has the same critical delay as the single 

  
#
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f 
p
a
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low-vT circuit [11], but consumes less leakage power due to the gates reassigned to high-

vt in non-critical paths.  Fig. 2 shows an example of this characteristic for a 32-bit adder. 

 

 

 

 

 

 

 

Fig. 2. Path distribution of dual VT and single VT CMOS [11] 

 

2.2. DYNAMIC VOLTAGE SCALING 

In addition to leakage reduction, Dynamic Voltage Scaling (DVS) is commonly 

used in microprocessor design to achieve substantial dynamic power reduction.  DVS 

allows devices to dynamically change their speed and voltage, increasing the energy 

efficiency of their operation [12].  (4) expresses the dynamic power consumption for a 

CMOS gate, where α is an activity factor, C is the capacitance being switched and f is 

the operating frequency.  Reducing the supply voltage VDD will offer a quadratic 

reduction in dynamic power.  At the same time, from (3), reducing the supply voltage 

will also increase the delay of the gate, this implies that the frequency of operation has to 

be slowed down in order to avoid setup-time violations. 

  (4) Pdynamic = α C VDD
2
 f 
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 Slowing down the frequency without voltage scaling is not useful from an 

energy-efficient viewpoint, since the power savings are offset by an equal increase in 

execution time [14].  The idea of DVS in a microprocessor is to vary the supply voltage 

under software control to meet dynamically varying performance requirements [13].   

The goal of DVS is to save power by reducing the performance of the processor without 

causing an application to miss its deadlines, this concept is shown in Fig. 3, in A the 

workload runs at full speed and finishes well in advance of its deadline.  In B, the 

execution of the workload is stretched to its deadline, which allows for energy savings 

on processors that implement voltage scaling. Completing a task before its deadline and 

then idling is less energy efficient than running the task more slowly to begin with, and 

meeting its deadline exactly [14]. 

 

 

 

 

 

Fig. 3. Performance scaling [14]. 

 

 The implementation of DVS requires algorithms, termed voltage schedulers to 

determine the operating speed of the processor at runtime.  Different voltage schedulers 

have been compared in [13].  Basically, voltage schedulers work at the operating system 

level and determine how much the operating frequency can be slowed down while still 
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meeting performance requirements.  Voltage schedulers control the processor speed by 

writing the desired clock frequency to a control register.  The register’s value is used by 

a control loop on-chip to adjust the CPU clock frequency and regulated voltage [15].  A 

voltage-controlled oscillator (VCO) in the control loop generates a clock signal fCLK 

which is proportional to the critical path delay of the core over process and temperature 

changes [16].  Fig. 4 shows an example of a control loop used by DVS.  Something very 

important to mention is that most DVS control loop designs use an inverter-based delay 

chain or ring oscillator to model the critical path of a circuit.  It has been shown that the 

delay of an inverter-based ring oscillator should accurately track the delay of the critical 

path as shown in [17].  The delays do not need to be exactly the same, as long as they 

track each other.  A gain factor in the control loop can adjust the delay of the ring 

oscillator to match the delay of the critical path. 

 

 

 

 

 

 

 

 

 

Fig. 4. Frequency to voltage feedback control loop for DVS [15] 
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2.3. LOGICAL EFFORT AND GATE SIZING 

Logical effort is a design procedure for achieving the least delay along a path of a 

logic network [18].  The method of logical effort is founded on a simple model of the 

delay through a single MOS logic gate.  The model describes delays caused by the 

capacitive load that the logic gate drives and by the topology of the logic gate.  All 

optimizations with this method are performed by gate sizing.  Logical effort is a 

powerful tool for speed optimization due to its effectiveness and simplicity; these 

characteristics make it a good option for use in very different scenarios.  In [19], logical 

effort is used to optimize for speed in a synthesis algorithm.  The method has also been 

used in software tools as in [24].  A section about logical effort and transistor sizing is 

presented in [9].  All the details about the algorithm and its theory are presented in [18]. 

In a design flow, a method like logical effort would typically be applied after 

synthesis to optimize for speed, also referred to as size optimization.  By doing so, the 

path distribution would change from the one shown in Fig. 1, to a taller and narrower 

distribution, both distributions are shown in Fig. 5 for ease of comparison. 

 

 

 

 

 

 

Fig. 5. Path delay distribution of a circuit before and after size optimization [10] 
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3. PROBLEM FORMULATION 

 

 Let us study a VLSI design scenario where a circuit is first optimized for speed 

using the method of logical effort for gate sizing.  The speed-optimized circuit is then 

optimized for leakage power using a Dual-VT algorithm.  Finally, dynamic voltage 

scaling (DVS) is used for dynamic power reduction at runtime.  Both logical effort and 

Dual-VT are design-time techniques, which are applied to the circuit at a fixed voltage.  

On the other hand, DVS is a run-time technique and implies that the circuit will be 

operating at a different voltage than that used during the optimizations with logical effort 

and Dual-VT.  From (3) we see that the delay of a CMOS gate is a function of the size of 

the gate, the supply voltage, and the threshold voltage.  As mentioned in section 2, the 

delay measurement in feedback loops used in DVS circuits works based on the 

assumption that circuit delays track well over voltage as shown in [16, 17, 20].  The 

delay measurement of the critical path is based on that assumption no matter whether the 

feedback loop uses a ring oscillator or an actual replica of the critical path.  But the work 

in [15] shows that small delay tracking variations exist over voltage which impact circuit 

timing.  In [15] three chains of inverters were simulated whose loads were dominated by 

gate, interconnect, and diffusion capacitance respectively.  To model paths dominated by 

stacked devices, a fourth chain was simulated consisting of four pMOS and four nMOS 

transistors in series.  The baseline reference is an inverter chain with a balanced load 

capacitance similar to the ring oscillator. With this setup, 4 structures modeling 4 

different types of paths were simulated.  As Fig. 6 shows, there is relative delay variation 
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(RDV) for different path structures over voltage, especially at low voltages when VDD is 

close to VT.  The range of VDD between VT and 2VT is particularly interesting to our 

study since we are going to be operating in that range as it will be explained and justified 

in section 4. 

 

 

 

 

 

 

 

 

Fig. 6. Relative CMOS circuit delay variation (simulated) [15] 

 

Fig. 6 shows a potential risk for circuits using DVS with voltages operating close 

to the threshold voltage VT.  The risk is that non-critical paths could become critical 

paths due to the relative delay variation during voltage scaling at run-time.  This 

situation presents a problem to DVS itself, since the control loop for regulating the 

supply voltage is based on delay measurements of the critical path, which would be 

undetermined at runtime.  The on-chip replica of the critical path would just not replicate 

the ‘new’ critical path.  The risk is even higher after size optimization has been 

performed because the path delay distribution is narrower as shown in Fig. 5. 
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 Although Fig. 6 is showing that relative delay variations between paths do exist, 

we don’t expect those to be large in this case study since the paths in our circuit (ISCAS-

85 c432) are mostly all gate-dominant (not many different path structures in the circuit 

that could scale at considerable different rates). 

 In addition to the relative delay variation risk just discussed, optimizing using a 

Dual-VT algorithm presents another risk, with the same final consequences.  A circuit 

will have a set of high-vT gates and a set of low-vT gates after Dual-VT optimization.  

We need to calculate the partial derivative of (3) to show the risk.  

 

 

(5) 

  

 

 

 (5) is expressing the rate at which the delay of a CMOS gate scales with respect 

to the threshold voltage VT.  Let us express (5) relative to the delay of the gate Td itself 

so that the dependence of the rate of scaling on VT is more clear: 

 

 

(6) 

 

 

 

 

From (6) we can see that the partial derivative of the delay of a gate with respect 

to the threshold voltage (and normalized to the delay of the gate Td) is still a function of 

the threshold voltage, which means that while applying voltage scaling due to DVS, the 

delay of gates assigned to high-vt will scale differently than those assigned to low-vt.   In 

(Td )  = 
CL   VDD 

K (VDD – VT)
α 

· 
∂ VT  

∂

   
∂ VT  

∂

     = 
α   CL  VDD ( VDD – VT )

α - 1 

 K ( VDD – VT ) 
2 

· 
α 

· 

(Td )  
∂ VT  

∂

   

Td 

= 
α 

( VDD – VT )
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fact, (6) states that high-vT gates will scale faster than low-vT gates.  Applying a Dual-VT 

algorithm with the purpose of minimizing leakage power results in a distribution with 

many paths very close to the critical path.  Again, the risk is that non-critical paths could 

become critical paths during voltage scaling at run-time. 

This thesis is a case study to determine whether this risk exists in a real, practical 

deep sub-micron VLSI implementation.  If the risk exists, DVS should be taken into 

account during design-time optimizations and would probably restrict those. 
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4. EXPERIMENTAL SETUP 

 

 The case study used the benchmark circuit ISCAS-85 c432.  From the viewpoint 

of the problem formulated in section 3, three fundamental tasks need to be performed: 

Optimize for speed, optimize for leakage power, and perform DVS to study the behavior 

of the circuit.  The whole design flow used to perform those tasks is shown in Fig. 7. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Design flow used for the case study 
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4.1. FROM HDL TO LAYOUT 

 The starting point in the flow of Fig. 7 is a Hardware Description Language 

(HDL) version of the circuit.  We used the Verilog file downloaded from [25].  Synthesis 

and place & route are performed based on the FreePDK45nm design flow jointly 

developed at Oklahoma State University and North Carolina State University.  The flow 

offers all the libraries and scripts necessary to perform synthesis using Synopsys Design 

Compiler and place and route using Cadence Encounter. Libraries for static timing 

analysis using Synopsys PrimeTime are also included.  The design flow and libraries can 

be downloaded from [26].  We performed several iterations of steps 2 and 3 from Fig. 7 

in order to get a synthesized circuit fast enough for this technology.  Since this was the 

first time we were using a 45nm flow, the first synthesis was performed with arbitrarily 

relaxed timing constraints, so that synthesis success was guaranteed and we could get a 

starting point for re-synthesizing with more realistic timing constraints.  A few iterations 

were performed until the software tool was not able to get a synthesized design.  The 

maximum frequency achieved was 700 MHz.  After accepting 700 MHz as our base 

frequency, we proceeded with step 4 in Fig. 7, that is place & route using Encounter.  

Synopsys PrimeTime was used in next step, for static timing analysis.  PrimeTime is 

more powerful and precise than Design Compiler in the area of static timing analysis, 

and after the first iteration of place & route we found out that the frequency of operation 

of the circuit was 800 MHz after parasitics back-annotation, so that no additional P&R 

iterations were performed.   Synthesis and P&R procedures are automated based on the 

scripts provided by [26].  A timing report was generated using PrimeTime, which 
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contains information of 15 distinctive paths. That is the set of paths used for all 

simulations and measurements in this case study.  A HSPICE netlist was also generated 

from the final placed & routed design using Encounter.  The timing report and the 

HSPICE netlist are the base for all the following steps in the flow of Fig. 7 (steps 7 to 

12).  

 

4.2. INITIAL CIRCUIT AND DVS RANGE 

 A first set of HSPICE simulations is run after place and route to determine the 

circuit’s performance. This set consists of simulations for a supply voltage sweep 

through the range of DVS.  The results from these simulations are the baseline for 

comparisons after speed and power optimizations. 

 The cell library downloaded from [26] uses a voltage of 1.1V.  All supporting 

files, like the library file for use with Design Compiler and timing library for PrimeTime, 

are based on cell characterizations at that voltage.  According to [21], the maximum 

allowable voltage that can be applied to the gate thickness used in this thesis (1.1 nm), 

such that no more than 100 ppm oxide breakdown rate in 10 years occurs, is between 

1.0V and 1.2V (extrapolated), therefore the 1.1V was chosen as the upper bound for 

DVS operation.  The lower bound for DVS is less critical, since at the end it is about 

trading off speed for power.  The zero-bias threshold voltage for nMOS transistors in the 

model files from [26] is 0.42 V, and even a higher value is used when applying Dual-VT 

optimizations (as presented in section 4.5).  Under these circumstances, an arbitrary 

lower bound of 0.7 V was chosen for DVS. 
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4.3. AUTOMATION TOOL FOR HSPICE SIMULATIONS 

A tool written in C++ was implemented to automate some tasks related to 

HSPICE simulations to be used from this point (step 7 in the whole flow) to the end of 

the flow of Fig. 7.  The inputs to this tool are the original HSPICE deck generated by 

Encounter and the timing report generated by PrimeTime.  The tool reads all inputs and 

outputs from the HSPICE deck of the circuit, then reads all paths from the timing report, 

and generates decks for power measurement and delay measurement for all paths 

included in the report.  A master HSPICE deck is used as a template to put all decks 

together by using ‘.include’ statements so that simulations can be run using this master 

deck.   

In the case of power measurements, the tool provides parameters for choosing the 

number of patterns wanted to use for power measurement and the frequency at which 

those patterns want to be applied.  The tool then generates a HSPICE deck with the 

random vectors and connects them to the main circuit.  The template deck contains the 

‘.measurement’ statement for power so that it is ready to be simulated and get power 

measurement results. 

 In the case of path delay measurements, the tool reads all the paths from the 

PrimeTime report and generates a HSPICE deck with all the signals required to sensitize 

all paths, it also generates all the corresponding ‘.measure’ statements.  The frequency 

parameter is used to determine the timing for applying patterns to measure the delay of 

each path.  By using the tool all power measurement patterns, and all input signals to 

sensitize paths are automatically generated and connected at the deck level.  All 
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‘.measurement’ statements are automatically generated as well.  Then all what is needed 

to do is to run one simulation for the master power measurement deck and one 

simulation for the path delay master deck.  A Perl script is used to read the information 

from the .mt0 file generated by HSPICE, and generates a comma-separated value (.csv) 

file ready to be imported by any standard spreadsheet tool.  

 

4.4. SPEED OPTIMIZATION 

 Speed optimizations were performed using the method of logical effort presented 

in [18].  The method was not applied manually, but rather it was automated by means of 

another tool written in C++.  The inputs to the tool are the original HSPICE deck and 

two PrimeTime reports; the same timing report as in the previous tool, plus a complete 

nets report generated using the ‘report_net’ tcl command in a PrimeTime script.  The 

output from the tool is a new HSPICE deck which consists of the old deck with resized 

gates that optimize for speed according to [18].  The tool works on single paths, so that 

the user selects both the start and end points of the path.  The tool looks for the specified 

path in the timing report and generates the optimized HSPICE deck.  An output text file 

is also generated, which contains information about all the resized gates and detailed 

information about final and intermediate results from the method of logical effort.  

 No additional details or pseudo-code about the optimization algorithm will be 

included here, since the algorithm used for speed optimization in this thesis is a precise 

and straightforward implementation of the method presented in [18].  All the details and 

theory about the algorithm are presented in [18]. 
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 HSPICE simulations sweeping the supply voltage are run after logical effort 

optimizations to evaluate the impact of DVS on the circuit. 

 

4.5. LEAKAGE OPTIMIZATION 

 A Dual-VT optimization tool was implemented based on [2].  The tool was 

written in C++.  The inputs to the Dual-VT optimizer are the PrimeTime timing report 

and a single-VT HSPICE deck, which for our flow is simply the output from the speed 

optimizer.  The output is a HSPICE deck using gates mapped to a Dual-VT version of the 

library provided by [26].  This Dual-VT version was implemented by creating a high-vT 

version of the MOSFET model cards and a Dual-VT version of all the cells, which map 

to the high-vT MOSFET models.  It is important to mention that this thesis is not 

proposing a leakage optimization algorithm.  The tool was implemented with the 

objective to help automate and integrate the leakage optimization tasks to our flow.   The 

tool was designed to perform Dual-VT leakage optimization to all paths included in the 

timing report, not to the whole circuit.  This is valid and sufficient for the purposes of 

this study since all measurements are based on the same set of paths.  

 The pseudo-code for the Dual-VT algorithm used for leakage optimizations is 

shown in Fig. 8.  For the selection of the high-vT value, the rule of thumb in [22] was 

used.  The rule of thumb states that the difference between high-vT and low-vT should be 

approximately 0.1 V so that the leakage reduction from Dual-VT is optimal.  The key 

concept behind the rule is that if the difference between the high and low threshold 

voltages is too large, the leakage reduction achieved by using each high-vT gate is high, 
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but just a few gates can be assigned to hight-vT.  On the other hand, if the difference 

between the two threshold voltages is too small, many gates can be reassigned to high-

vT, but the leakage reduction achieved by each gate will be small. 

  

 

 

 

 

 

 

 

 

 

 

Fig. 8. Pseudo-code for the Dual-VT optimizer implemented in C++ 

 

 The circuit was set to operate at the lowest voltage in the DVS range (0.7V).  The 

first Dual-VT optimization was run at this voltage, corresponding to step 10 in our flow.  

Then HSPICE simulations are run sweeping the supply voltage through the whole DVS 

range.  The master HSPICE deck file described in section 4.3 is used to automatically 

sensitize all the paths and measure all the corresponding delays.  After this, the voltage is 

set to a different value in step 12, and a loop is performed by going back to step 10 in 

High-VT Assignment 

{ 

     Create a copy of the input HSPICE deck (temp deck) 

  

    For each path i 

     { 

          For each gate j 

          { 

      Assign high-vT to j in temp HSPICE deck 

Launch  temp deck HSPICE simulation and measure the slacks  

δ1 … δn at   all outputs 1 … n 

If  ( δm > 0, for 1 < m < n ) 

        keep j at high-vT  in temp deck 

Else 

  Reassign j to low-vT in temp deck 

          } 

     } 

   

   Write temp HSPICE deck to output HSPICE deck 

} 
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our flow.  Each iteration at a different voltage is used to study the impact of DVS on 

different circuit optimizations (Dual-VT optimizations at different voltages).  The loop 

was iterated 3 times, for gathering data of the circuit operating at 0.7V, 0.9V and 1.1V.  

Those voltages correspond to the lowest, middle, and highest values within the DVS 

range. 
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5. RESULTS 

 

 The case study flow of Fig. 7 was applied to the benchmark circuit ISCAS-85 

c432 using the 45nm design kit provided by Oklahoma State University and North 

Carolina State University [26].  The PrimeTime timing library in [26] needed to be 

recompiled due to compatibility issues with software versions currently installed on the 

electrical engineering servers at Texas A&M University.   Subsections 5.1 and 5.2 will 

first show the results validating the optimization algorithms used for speed and leakage 

power.  The results for the impact of applying DVS will be presented in section 5.3. 

 

5.1. SPEED OPTIMIZATION RESULTS 

 The algorithm of logical effort was applied to the four most critical paths out of 

the set of 15 paths used in this case study.  Optimization for all other paths was not 

necessary since all of them were shorter than the most critical path even after speed 

optimization.  A circuit speedup between 14% and 17% was achieved though the whole 

DVS range.  Fig. 9 shows the delay of the four most critical paths before any 

optimization.  Fig. 10 shows the delays after speed optimization, normalized to the 

original delays after place and route.  Fig. 11 shows the circuit speedup achieved for the 

DVS range.  It is shown that circuit speedup decreases for increasing supply voltage; this 

is mostly due to gate delay scaling without corresponding wire delay scaling.  The tool 

implemented according to the method of logical effort optimizes for speed by gate 

sizing, but does not perform any interconnect delay optimizations.  The larger the supply 
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voltage, the smaller the gate delay, but the wire delay remains constant.  The overall 

circuit speedup is then smaller for larger supply voltages. 

 The method of logical effort explains how to design a path for maximum speed, 

but does not easily show how to design a path for minimum area or power under a fixed 

delay constraint [18].  We are not targeting the minimum-energy design, since to achieve 

that we should follow a three-dimension design space procedure, optimizing for supply 

voltage, gate sizing and threshold voltage as in [3].   A procedure like that doesn’t take 

into account DVS.  This case study uses logical effort for speed optimization only, 

without any power constraints.   Fig. 12 and Fig. 13 show the speed-power tradeoff due 

to logical effort.  

 

 

 

 

 

 

 

 

 

 

Fig. 9. Delay of the four most critical paths after place & route 
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Fig. 10. Delays after speed optimization, normalized to the delays after place & route 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11. Circuit speedup for the whole DVS range after LE optimization 
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Fig. 12. Delay vs. power before and after speed optimizations 

 

 

 

 

 

 

 

 

 

 

 

Fig. 13. Power-Delay Product before and after speed optimizations 
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5.2. LEAKAGE OPTIMIZATION RESULTS 

 Dual-VT optimizations were run for the circuit operating at the lowest, middle, 

and highest voltages within the DVS range (0.7V to 1.1V).  Fig. 14 shows the leakage 

power savings after applying the Dual-VT optimization tool implemented in C++.  Power 

savings can be as large as 52% when operating at a supply voltage of 0.7V and 

optimizing with Dual-VT at VDD = 1.1V.  Optimizing with Dual-VT when the circuit is 

operating at voltages higher than 0.7V may not be advisable as it will be shown in the 

next section.  Practical power savings are between 17% and 36% for the DVS range. 

Dual-VT optimization is expected to achieve larger power savings for larger 

circuits, as shown in [2].  The results show that the larger the operating voltage, the 

smaller the leakage power savings, this is due to the combination of two effects; the 

drain-induced barrier lowering (DIBL), which reduces VT with larger supply voltages, 

and  the sensitivity of leakage power to VT, which is proportional to leakage power itself 

[2].   Increasing the supply voltage will reduce VT and increase the leakage current due 

to DIBL effect as shown in [23].  Then the fixed difference of 0.1V for the zero-bias 

threshold voltage between high-vT and low-vT gates will offer different power savings 

depending on the final value of VT due to DIBL effect.   

The Figure also shows that optimizing at higher voltages offers larger power 

savings. (2) shows that the larger the supply voltage the smaller the impact of using 

high-vT gates on gate delay.  This implies that the higher the voltage, the more the room 

for assigning gates to high-vT without producing timing violations.  Then more leakage 

power savings can be achieved. 



 26 

 

 

 

 

 

 

 

 

 

Fig. 14. Leakage power savings after applying Dual-VT optimizations 
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15, assigned to the shortest path.  Fig. 15 shows that different paths scale differently 

while applying DVS.  This relative scaling is consistent with the behavior predicted by 

Fig. 6 in the problem formulation section (section 3).  Fig. 15 shows that initially (at 1.1 

V) the set of paths is monotonically decreasing, but paths scale differently along with 

DVS and the set is not monotonically decreasing anymore.  Fig. 16 shows that after 

speed optimizations, the relative delay variation (RDV) between paths is reduced in 

some cases and slightly increased in others.  Figs. 15 and 16 show that although relative 

delay variations exist between paths, those RDV’s are small for long paths (<7%) and do 

not represent any risk for non-critical paths becoming critical paths while applying DVS.  

Fig. 17 summarizes the results by showing only the highest and lowest voltages in the 

DVS range and the most relevant RDV’s. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 15. Delay of all paths for DVS range before speed optimizations 
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Fig. 16. Delay of all paths for DVS range after speed optimizations 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 17. Delay of all paths for DVS range before and after speed optimizations 
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 Figs. 18 to 23 show the results of applying DVS to the circuit after both speed 

and leakage power optimizations performed to the circuit operating at the lowest, 

middle, and highest voltages in the DVS range.  Figs. 18 to 20 present the same 

information as Figs. 15 to 17 did for speed optimizations, that is, they present the delay 

of all paths for the whole DVS range.  The paths are sorted exactly the same as before, 

path #1 is the most critical path after place & route, and path #15 is the shortest path 

after place & route.  Fig. 18 shows results after Dual-VT optimizations for the circuit 

operating at 0.7V.  The delay equalization due to the Dual-VT optimization is clear in the 

curve for the circuit operating at 0.7V (curve in blue).  There are 7 paths very close to 

the most critical path after the optimization.  All other paths (path 8 to 15) are much 

shorter even after high-vT assignments.  From (3) and (6) we expect that the delay of 

high-vT gates will scale up (become slower) at a higher rate with decreasing VDD than 

those with low-vT.  Similarly, the high-vT gate delays will scale down (become faster) at 

a higher rate with increasing VDD than those with low-vT.  This behavior is observed in 

Fig. 18, where half of the curve is very flat (paths one to seven) due to the delay 

equalization at VDD = 0.7V (blue curve).  Increasing the supply voltage from 0.7V to 

1.1V makes the delay of paths with high-vT gates scale down faster than those paths 

without high-vT gates (or with fewer high-vT gates).  This is observed as the flat section 

of the curve operating at 0.7V goes scaling down to the purple curve operating at 1.1V, 

where paths two to seven have scaled down apart from the most critical path, which 

doesn’t have any high-vT gate (due to the nature of Dual-VT algorithms).  All paths other 

than the most critical path have zero or more gates assigned to high-vT, which means that 
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all paths scale down at a higher rate than the most critical path while sweeping up the 

supply voltage through the DVS range.  This implies that the most critical path will 

always be the longest path in the circuit as shown in Fig. 18. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 18. Delay of all paths for DVS range after Dual-VT optimizations at VDD = 0.7V 
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0.9V and 1.1V.  On the other hand, high-vT paths will scale up at a higher rate for supply 

voltages lower than 0.9V.  Fig. 19 shows that there is a problem with that, since non-

critical paths 2, 3 and 4 have become critical paths while scaling the supply voltage, all 

of them have become longer paths than the original critical path at design-time (path 1).  

Fig. 20 shows that path 1 is not the most critical path anymore for operating voltages 

lower than 1.1V when optimizing with Dual-VT at VDD = 1.1V. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 19. Delay of all paths for DVS range after Dual-VT optimizations at VDD = 0.9V 
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Fig. 20. Delay of all paths for DVS range after Dual-VT optimizations at VDD = 1.1V 
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Fig. 21. Circuit slowdown for DVS range after speed and power optimizations 
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 Figs. 22 and 23 show the impact of DVS on Dual-VT optimizations at different 

voltages.  The Figures show the most relevant paths regarding to relative delay scaling.  

A good insight of the circuit’s behavior through the DVS range is obtained by showing 

the delay of some paths after both speed and power optimizations, normalized to the 

delay of the critical path after speed optimizations only.  The Figures show how different 

Dual-VT optimizations present different scaling behavior while sweeping the supply 

voltage through the DVS range.  The Figures clearly show that optimizing at a voltage 

higher than the lowest voltage in the DVS range results in non-critical paths at design-

time turning into critical paths at run-time.  This is due to the delay of high-vT paths 

scaling up at a higher rate than the most critical path (without any high-vT gates) during 

supply voltage reduction.  The Figures also show, on the other hand, that when DVS is 

adjusting the voltage up, the delay of high-vT paths scales down at a higher rate than the 

most critical path.  This last scenario does not represent any problem since the critical 

path at design-time (path 1) remains as the longest path through the whole DVS range.  

Important and summarizing information provided by Fig. 22 is that non-critical paths 

become critical when the circuit is operating right below 1.1V and Dual-VT 

optimizations have been performed at VDD=1.1V.  Similarly, Fig. 23 shows that  non-

critical paths become critical when the circuit is operating below 0.9V and Dual-VT 

optimizations have been performed at VDD=0.9V.  Relative delay variations (RDV) as 

large as 32% are observed. 
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Fig. 22. Impact of DVS after Dual-VT optimizations at the lowest and highest supply 

voltages in the DVS range 

 

 

 

 

 

 

 

 

 

 

 

Fig. 23. Impact of DVS after Dual-VT optimizations at the lowest and middle supply 

voltages in the DVS range 
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6. CONCLUSIONS AND FUTURE WORK 

 

 We studied the impact of dynamic voltage scaling on circuit optimizations for 

speed and leakage power.  This case study was performed to the benchmark circuit 

ISCAS-85 c432 using a 45nm technology.  Speed optimizations were performed using 

the method of logical effort as presented in [18].  Leakage optimizations were performed 

using a Dual-VT algorithm based on [2].  Tools were implemented in C++ to automate 

and integrate circuit optimizations into the whole design flow, from synthesis to HSPICE 

simulations for DVS as shown in Fig. 7.  The optimization tools were validated by 

HSPICE simulations.  The speed optimization tool offered a maximum speedup of 17%.  

The power optimization tool offered as much as 35% leakage power savings. 

 The results showed that DVS had no impact on speed optimizations since paths 

close to the critical path presented small relative delay variations (RDV’s < 3%) which 

does not represent a risk for non-critical paths to become critical paths at run-time while 

applying DVS.  Larger relative delay variations were observed for the shortest paths, 

with RDV’s as large as 16%, but those variations are not large enough as to turn the 

shortest paths into critical paths. 

 The results showed that DVS has impact on Dual-VT optimizations, since non-

critical paths at design-time became critical paths at run-time for optimizations 

performed at a supply voltage higher than the lowest voltage in the DVS range.  This 

suggests that Dual-VT optimizations should be performed at the lowest voltage in the 

DVS range, otherwise non-critical paths will become critical at run-time.  Non-critical 
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paths became longer than the critical path during run-time by as much as 25%.  One 

shorter path showed as much as 32% RDV while applying DVS and came close to 

becoming the most critical path at run-time.  Over designing could be considered to 

overcome the situation of non-critical paths becoming critical paths at runtime.  A 25% 

over design would be enough for this case study, but the fact that RDV’s as large as 32% 

were observed, plus the possibility of having paths with much more complex structures 

scaling with much larger RDV’s suggests that the required over design could be much 

larger than 25% for larger and more complex circuits with more complex path structures. 

 A set of tools were implemented to automate several tasks and integrate them 

into the flow of Fig. 7 so that it can be useful for future research.  The circuit c432 used 

in this case study is a small design within the ISCAS-85 family of benchmarks.  Hence, 

an extension to this work could be the use of the whole flow implemented in this thesis 

to study the impact of DVS on circuit optimizations for larger designs.  In order to do 

that, some work has to be done regarding the Dual-VT optimizations which were very 

time consuming since they are based on full HSPICE simulations.  The options would be 

to either characterize the cells for dual-vt and different supply voltages, and program a 

static timing analyzer using lookup tables so that full HSPICE simulations are avoided, 

or migrate the C++ Dual-VT optimization tool to UNIX, so that the full HSPICE 

simulations can be run on the supercomputers at the supercomputing facilities at Texas 

A&M University.  Characterizing the cells for dual-vt and different voltages could be 

more time consuming than running full HSPICE simulations for the circuit used in this 

case study, but can be a good option for future research. 
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Wiring capacitances were not treated separately while performing speed 

optimizations with the method of logical effort.  Those capacitances were taken into 

account as if they were part of the gate load being driven.  This implies that the 

optimizations for speed are not optimal.  Again, the circuit used in this case study is 

small and the wiring capacitances didn’t dominate the total capacitance of the nets.  

Including wiring delay optimizations into the logical effort tool is another opportunity 

for future work. 
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