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Gravitational wave observations of compact binaries allow us to test general relativity (and
modifications thereof) in the strong and highly-dynamical field regime of gravity. Here we confront
two extensions to general relativity, dynamical Chern-Simons and Einstein-dilaton-Gauss-Bonnet
theories, against the gravitational wave sources from the GWTC-1 and GWTC-2 catalogs by the

LIGO-Virgo Collaboration.

By stacking the posterior of individual events, we strengthen the

constraint on the square root of the coupling parameter in Einstein-dilaton-Gauss-Bonnet gravity to
Vagace < 1.7 km, but we are unable to place meaningful constraints on dynamical Chern-Simons
gravity. Importantly, we also show that our bounds are robust to (i) the choice of general-relativity
base waveform model, upon which we add modifications, (ii) unknown higher post-Newtonian order
terms in the modifications to general relativity, (iii) the small-coupling approximation, and (iv)
uncertainties on the nature of the constituent compact objects.

I. INTRODUCTION

General Relativity (GR) is our best description of grav-
ity to date, fully consistent with all experiments performed
to date. This is no small feat, as the precision and energy
scales at which we now probe the gravitational interaction
have been rapidly increasing. With the LIGO-Virgo col-
laboration (LVC) directly detecting gravitational waves
(GWs) [1] through binary black hole (BBH), neutron star-
black hole (NSBH), and neutron star-neutron star (NSNS)
mergers, and the Event Horizon Telescope collaboration
resolving the shadow of a supermassive BH [2], we are
testing our best theory of gravity like never before.

With such impressive experimental support achieved by
GR, one might wonder why resources should be expended
on exploring alternative gravity theories. From an obser-
vational standpoint, open questions like the existence or
nature of dark matter [3, 4] and dark energy [5, 6], the
quantum mechanical description of gravity, and the puz-
zle of the matter-antimatter asymmetry [7, 8] are being
widely studied. For some of these questions, the problem
might be resolved without additional forms of matter or
energy, but rather by modifying the gravitational theory.
This can come in the form of the addition of auxiliary
fields and higher curvature terms to the gravitational
action [9-11]. Beyond our desire to describe unexplained
phenomena, there are purely null-test reasons to consider
as well. The fundamental tenants of GR can be succinctly
summarized by Lovelock’s theorem [12, 13]. While GR
is the only theory which satisfies the stipulations of this
theorem, there is no fundamental reason why the true
theory of gravity has to respect these criteria.
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A very interesting class of theories from these perspec-
tives are known as quadratic theories of gravity [14]. This
class of theories introduce terms to the gravitational ac-
tion that are quadratic in curvature invariants, composed
of quantities like the Ricci scalar, Ricci tensor, and Rie-
mann tensor. Even though some of these theories lead
to higher-than-second order field equations, these higher
order terms can be tamed when treating them as aris-
ing from an effective field theory [15]. In this work, we
focus on dynamical Chern-Simons (dCS) [16] and Einstein-
dilaton-Gauss-Bonnet (EAGB) [17] theories, which have
an extra scalar degree of freedom coupled to the Pontrya-
gin density and Gauss-Bonnet density, respectively.

Modifications to the gravitational action, like those
introduced in dCS and EdGB, will produce modified field
equations and, in turn, result in dynamics that differ
from those predicted in GR. These difference can be-
come imprinted in observables, like the GWs produced
by inspiraling and merging binaries, which opens an av-
enue for discerning the true description of gravity obeyed
by Nature [18-20]. Since LVC’s first detection, the ver-
itable treasure trove of information about strong field
gravity contained in these signals has resulted in a gold
rush of sorts, with a multitude of recent works looking
for “smoking-gun” signatures of deviations from GR (see
e.g. [21-30]), including our previous work specifically fo-
cused on the subject of quadratic theories of gravity [31].

In this work, we first extend and confirm assertions
made in our previous work [31] by exploring the poste-
rior surface of the parameter space through extensive
numerical analysis of current LVC data and through a
parametrization that is naturally tailored to this problem.
This removes any sampling artifacts that were introduced
in our previous work as the result of recycling the theory
agnostic analysis by the LVC. With this in hand, we then
place constraints on beyond-GR modifications through the
combination of multiple detections using a fully Bayesian
“stacking” of posterior probability density functions. In all
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Theory Coupling New constraint Prior constraint
EdGB Gauss-Bonnet [Eq. (2a)] 1.7 km 2-5.6 km [31, 32]
dCs Pontryagin [Eq. (2b)] — 8.5 km [33]

TABLE I. Current state of quadratic theories of gravity and the bounds resulting from this work. The columns are, in order,
the theory, the topological invariant that couples non-minimally to the scalar field, the constraints as the result of this work,

and the previous strongest constraints on these theories.

of these constraints, we ensure that our bounds are con-
sistent with the small-coupling approximation, which is a
necessary requirement for the waveforms used to be valid.
The key results of this analysis are summarized in Table I,
which show that the stacked constraints are about 3 times
stronger than previous GW constraints [31] and about
15% stronger than other model-dependent astrophysical
bounds [32]. Therefore, the stacked constraints found in
this paper are the strongest yet placed on this theory.

But are these constraints we find through stacking ro-
bust? We explore this question by studying the impact
of unknown, higher-order post-Newtonian (PN) correc-
tions introduced by beyond-GR modifications, as well as
on systematic biases that could be introduced by using
different GR base waveforms models. The lack of infor-
mation about higher PN order modifications has been of
concern recently [34-37]. We show, however, that given
basic assumptions about the nature of any mathemati-
cally consistent PN modification to the non-GR waveform,
our results are robust. This means that, although the
calculation of higher PN order terms in the non-GR wave-
form may be useful to better understand the late-inspiral
and merger, these corrections are not necessary to place
constraints on the theory because the constraints are dom-
inated by the leading-order PN terms. Concerning the
impact of the specific choice of waveform on our analysis,
we compared the constraints obtained using two different
GR waveform base models, onto which leading-order mod-
ifications are appended. We find that the impact of these
systematics on the constraints we place are negligible.
These results therefore prove that the stacked constraints
we obtained here for EAGB gravity are robust to unknown
PN corrections in both the GR and the non-GR sectors.

Can one place stronger constraints than these joint
constraints by looking at particular events in the GWTC-
2 catalog? Indeed, as pointed out in [38], there are
some binary systems that, if detected, would be ideal
to place constraints on quadratic gravity theories. In
particular, the detection of a mixed (spinning BH and
NS) binary could lead to much more stringent constraints
than those obtained from BBHs alone. There are three
events in the GWTC-2 catalog that could potentially
be used for such tests: GW190425 [39], GW190426 [40],
and GW190814 [41]. Unfortunately, GW190425 is very
likely to be a NS binary and not a mixed binary, in
spite of the lack of an electromagnetic counterpart, be-
cause there are no known formation channels for BBHs
in this mass range [39]. If GW190425 was produced by
a NS binary, then monopole scalar charge would not

be present [14, 42, 43], thus preventing scalar dipole
emission, and thereby suppressing non-GR modifications.
Event GW190426 is probably a mixed binary, but unfortu-
nately again, its false alarm rate (FAR) is extremely high
(1.4 yr~! - the highest rate in the entire catalog) and its
signal-to-noise ratio (SNR) is not large enough (10.1) [40],
leading to very wide and somewhat uninformative posteri-
ors on the extracted parameters. In fact, the LVC analysis
concerned with tests of GR ezcludes this event due to its
low significance. Finally, GW190814 can potentially be a
BBH or NSBH binary, but the conclusions one arrives at
differ drastically between the two assumptions. Lacking
a definite answer on the exact nature of this event, the
results subsequently derived from this event are suspect.
We will show in this paper how all of this plays out (when
considering EAGB theory in particular) and why these
three events, among others, can therefore not be robustly
used to place constraints on these theories.

We emphasize that the prior assumptions on the com-
position of a binary can greatly affect the posterior conclu-
sions obtained from parameter estimation, and this fact
is not new. Indeed, imagine we would like to constrain
the equation of state of supranuclear matter, instead of
testing GR, and imagine we insisted on using GW190814
to do this. Through a Bayesian analysis, the LVC deter-
mined that this event was produced by an asymmetric
binary with masses ~ 23M and ~ 2.6 M. The heavier
object is obviously a BH. If we assume the lighter object
is also a BH, then we cannot place any constraints on
the NS equation of state. However, if we assume the
lighter object is a NS, then we can place very stringent
constraints on the equation of state, since many of them
do not allow for NSs that massive. Clearly, given that
the data cannot identify the nature of the object, we
cannot use this event to constrain the equation of state.
Constraining quadratic gravity with this event (and other
similar ones) suffers from the same problems, and thus
such constraints are not robust.

The remainder of the paper is organized as follows. In
Sec. I, we will outline the basics of the two theories we
will be considering, including the GW phase modification
introduced by them. We will continue in Sec. III with a
discussion of the methodology (Sec. IIT A), preliminary es-
timates of our constraints (Sec. ITII C), our considerations
when selecting sources (Sec. III B and Appendix A), and
our final constraints (Sec. IIID and IIIE) on the these
theories. Moreover, we establish the robustness of these
results by analyzing the impact of waveform systematics
and truncated expansions are discussed in Sec. IV A and



Sec. IV B, respectively. Finally, we present our conclu-
sions in Sec. V. Throughout this work, we use geometrical
units G =c = 1.

II. BASICS OF QUADRATIC GRAVITY

We consider two higher-curvature modified theories of
gravity, namely EAGB and dCS, which are described by
the action

S = / Ao/ =g [KR+ (1/2)(V0)? + Lusamacs] » (1)

where K = 1/(167), g is the determinant of the metric
9w, and ¥ is a (pseudo) scalar field that couples to the
Gauss-Bonnet ¢ (Pontryagin *RR) curvature invariants

asl

Leacs = Opacs VBacs Y, (2a)
fdcs = (adcs/4) Yacs *RR, (2b)

where
*RR = Ry p0"RIP7, (3)

constructed from the Riemann tensor R, ,, and its dual
*RUVPO — (1/2)6“1’“31%043”‘77 where €,,,,, is the totally
antisymmetric Levi-Civita symbol, and

@ — R2 _ 4RMURHV + R;wpoRlea , (4)

where R and R, are the Ricci scalar and tensor. Finally,
Qpacs and aycg are coupling constants, both with units
of [length]?. GR is recovered in the limit Ogags,acs — 0.

To ensure the perturbative well-posedness of both the-
ories, we work in the small-coupling approximation, in
which modifications to GR are considered small. To es-
tablish the small-coupling approximation, it is convenient
to define the dimensionless perturbative parameter

CdCS,EdGB = aiCS,EdGB/(K£4) ’ (5)

where ¢ is the typical mass scale of a system. For the
small-coupling approximation to be valid, we must have
Cacs,macs < 1. Here we set a rough threshold for the
validity of the approximation by requiring that

a}léz,EdGB/mS 5 0.5, (6)

where my is the smallest mass scale involved in the prob-
lem. Hereafter, we use a to denote both aycs and agacs,

1 Strictly speaking, the name “Einstein-dilaton-Gauss-Bonnet”
gravity refers to an interaction Lagrangian o« exp(d¥)¥ (see
e.g., [17]), which for small scalar field amplitudes reduces to
the linearized coupling used here and oftentimes called “shift-
symmetric” scalar-Gauss-Bonnet gravity in the literature.

where the distinction between these two should be obvious
by context.

In both the theories we consider here, BHs support a
nontrivial scalar field which is dipolar in dCS (see e.g. [44,
45]) and monopolar in EAGB (see e.g. [17, 46, 47]). This
results in the emission of scalar quadrupole (in dCS) and
scalar dipole (in EAGB) radiation during BBH inspirals.
This additional channel for binding energy loss modifies
the GW phase, with leading order correction appearing
at 2PN? (for dCS) and -1PN (for EAGB) order. In dCS
gravity, the scalar field also results in a quadrupolar
correction to the binary BH spacetime, introducing 2PN
corrections to the binding energy, which in turn affect the
GW phase evolution at the same PN order.

To be more precise, if we write the GW signal in the
Fourier domain as

h(f) = A(f) expli®(f)], (7)
both the theories modify the phase schematically as
U = Ugg + fu’, (8)

i.e., by an additional contribution relative to the GR
phase WgRr, where u = (mMf)Y/3. Here, M = mn>/®
is the chirp mass, 7 = mimsy/m? is the symmetric mass
ratio, and m = mj + my is the total mass. Equation (8)
is cast in the form suggested in the parametrized post-
Einsteinian (ppE) formalism [50-52], where b corresponds
to the PN order at which the leading order correction
modifies the GR phase Wgr and [ is a constant that
controls the amplitude of this modification. In dCS and

EdGB gravity, the exponent b takes the values
and  bgygp = —7, (9)

deS = _17

respectively. The amplitude coefficients 8 for these theo-
ries are [53, 54]

Bros = — 5 Cios (M55 — mgsics)? 15075 Cyes
8 8192 n14/5 m2 114688 n14/5
1 350
X e (mix? - ﬁm1m2X1X2 + m?x%) )
(10)
B 5 CEdGB (m%SSdGB _ m%sli:dGB)Z 1
5EdGB - 7168 7718/5 m4 9 ( )
where
Xi = (Si - L)/m} (12)

is the dimensionless spin parameter, obtained from the
projection of the dimensionless spin angular momentum

2 In the PN formalism, quantities of interest such as the conserved
energy, flux, etc., can be written as expansions in v/c, where v is
the characteristic speed of the binary and c is the speed of light.
O((v/c)™) corrections counting from the Newtonian (leading order
GR) term are referred to as (n/2)-PN order terms [48, 49].



vector §¢ onto the direction of the orbital angular momen-
tum L. Finally, s; are the spin and mass dependent BH
scalar charges, valid to all orders in spin [18, 19, 54],

gd0s _ 2+ 2X? —2¢; — X?(?’ - 2§i)
26(1—¢)
s;0 = —a (14)

: (13)

where ¢; = (1—x?)'/2. The expression for 3{°® has uncon-
trolled remainders of O(x*) which have not been calculate
yet, while the expression for 57" is valid for all orders in
spin. We remark that the amplitude A(f) is also modified
in both theories, but these are subdominant relative to
the changes to the phase [55] and we do not consider them
here. Note that the EAGB and dCS modifications are
completely controlled by the ¢ parameter (5) (or equiva-
lently by v/a), and thus, this is the only parameter that
needs to be constrained by the data.

III. CONSTRAINTS ON QUADRATIC
GRAVITY

A. Bayesian inference in GW science

Scientific conclusions drawn from GW observations are
typically constructed through Bayesian inference. One
can express Bayes’ theorem in the context of GW analysis
as:

P(D|6)P(0)

P(OID) = L

(15)

where D is the data coming from the detector network
and @ is the vector of parameters uniquely defining the
waveform. For this work, we use the IMRPhenomPv2 [56—
58] waveform, defined in GR by the parameter vector 8 =
{O/7 67 ’(/}7 Ly (brefy te, DL? Ma n,ar, @z, CoS 917 COS 92? ¢17 ¢2}7
where o’ and § define the right ascension and declination
of the binary in the sky (not to be confused with the
Va coupling parameter of the modified theory), 1 is
the polarization angle defined with respect to the Earth
centered coordinates (consistent with the definition
in [59]), ¢ is the inclination angle of the binary’s orbital
angular momentum at a reference frequency of 20 Hz,
¢ret is the phase at a reference frequency, t. is the time
of coalescence, Dy, is the luminosity distance, M is the
detector frame chirp mass, 7 is the symmetric mass ratio,
a1 (ag) is the dimensionless spin magnitude of the larger
(smaller) BH, 6; (63) is the angle between the BH spin
vector and the orbital angular momentum of the binary
for the larger (smaller) BH, and ¢; (¢2) is the in plane
orientation of the spin vector for the larger (smaller) BH.
To consider dCS (EAGB) waveforms, we append one
additional parameter, \/@acs (y/Oracs), Which has units
of length and defines the typical length scale at which
these modifications take effect.

4

The terms in Eq. (15) are identified as follows - P(D|0)
is the “likelihood” and describes the probability of observ-
ing the data D given the parameters € of an asssumed
model. In GW studies, this quantity is calculated for a
given waveform model describing the GW, and a noise
model that describes the detector characteristics. P(68|D)
is the “posterior” which is the quantity of interest in all
parameter estimation studies. It is the probability density
on the parameters 6 given the data D. P(8) is the “prior”
which represents our knowledge of the parameters 6 before
we analyze the data. This knowledge can be a result of a
previous independent measurement or could be because of
some theoretical /physical restrictions. For example, even
without looking at the data, we can assume confidently
that the mass of a BH is non-negative. For this work, we
will use priors that are uniform in o', sind, ¢ef, te, V¥,
cost, a;, cosb;, ¢;, the component masses, my and mg,
and y/a. The prior on the luminosity distance is uniform
in volume (x D?). Finally, P(D) = [ P(D|0)P(6)d0 is
the Bayesian evidence, which is the probability of obtain-
ing the data D, marginalized over all possible parameter
values for 0, and serves as the normalization constant.

GW signals from the inspiral of compact binaries are
extremely weak and the technique of matched filtering is
used to extract these signals from the noisy data. Assum-
ing Gaussian and stationary detector noise, this technique
equates to defining the (log) likelihood function in Eq. (15)
as the following

n

Inp(D[6) o —(1/2) Y (Di = h|D; — h) (16)

i

where h is the template response function defined in
Eq. (7) contracted onto the i-th detector response matrix,
and n is the number of detectors in the network. The
noise weighted inner product is defined as

)= ane | [ A2

where * denotes complex conjugation and S(f) represents
the power spectral density (PSD) function of the detector.

So far, we have focused on inferring the properties
of a single binary system, but how can we combine the
information from multiple observations to enhance our
constraints? A growing number of detections are join-
ing the existing catalogs of GW sources available from
the LVC. The statistical power associated with a larger
sample size can have a significant impact on the con-
straints on modified theories of gravity [60]. This power
can be harnessed through various methods that combine
the statistical analysis of single events to produce tighter
cumulative bounds. These methods vary depending on
the type of parameter being constrained. For example,
recent work has been done on a hierarchical framework to
update constraints on parameters that are not common
between all the events being analyzed. The values these
parameters take are then determined by their respective
hyper distributions, where one would not expect each

df} , (17)



parameter to be the same between each source [61]. This
approach is suitable for the combination of information
about generic deviations, for example parameters intro-
duced by the ppE framework or the generic deviations
investigated by the LVC [21]. We will focus on a simpler
case, in which the parameter being constrained has a
single, true value in Nature common to all events. Both
EdGB and dCS fall into this category, where deviations
in the waveform are parametrized by a fixed value of the
coupling constant /a.

Consider a catalog of N detections comprised of data
{D;} described by parameters {6;}, where i runs from 1
to N. The joint posterior for the parameters describing
all the events can be written as

P(/a (0P DV, {6:))
(18)
where we have explicitly separated the parameter of inter-
est \/a, the only common parameter in the set, from the
N sets of source parameters {68;}. To produce a cumula-
tive bound on the parameter introduced by a modified
theory of gravity, we need to marginalize over all parame-
ters {6, }, which includes quantities like the binary masses,
spins, sky location, and orientation for each binary in the
catalog. This leads to an intermediate expression for the
marginal posterior distribution on 1/« given by

P(Va)
o(D:}) / ({6:3)

x p({Di}[Ver, {0:})d{0;} . (19)

where we have assumed that the prior on the mod-
ified theory parameter is independent of the source
parameters for all the observations and we note that
the evidence, defined by the integral p({D;}) =
I p({6:}, Va)p({Di}{0:) }{6: }dv/a, is just a normaliz-
ing constant that can be factored out of the integral.

Because each of the events are statistically independent,
we can separate the integral by source, such that

{D} Bl o
= m HP(Di|\/a) ) (20)

p(Vel{Di}) =

p(Vel{Di}) = )p(Dilva, 6;)d6

where p(D;|y/«) is the partially-marginalized likelihood
for the i-th event, marginalized over source parameters
only.

B. Selection of Sources

Our choice of events used in the Bayesian analysis
carried out in this paper was guided by several motiva-
tions. Namely, we are confident that low mass events will
typically be the most effective at constraining quadratic
theories of gravity like dCS and EdGB, as the curvature

is higher for lighter systems. This idea is motivated by
the form of the modifications shown in Egs. (10) and (11).
As the phase modification scales inversely with the total
mass to the fourth power, smaller masses will drastically
improve the constraint (all else being equal). This ana-
lytic reasoning is also supported by the numerical explo-
rations performed in Refs. [38, 60]. Furthermore, highly
spinning systems would produce tighter constraints than
non-spinning binaries as the phase modification grows
with higher spin systems in general. Hence systems with
large effective aligned spins x.g were also preferred, where
Xeft is defined as

Xef = (M1x1 + MaXx2)/m. (21)

Given all of this, there are several interesting sources
in GWTC-1 and GWTC-2, but not all of these could be
used to place constraints on dCS and EdGB gravity. To
begin with, the highly asymmetric sources GW190814 [41]
and GW190412 [62] could be of interest, but systematics
due to waveform mismodeling and the uncertain nature of
the lighter compact object in GW190814 are of concern.
These concerns (specifically in the case of GW190814) are
explored more thoroughly in Appendix A.

Another interesting source to analyze would be one
of the first NSBH binaries observed to date, namely
GW190426. Its extremely high false alarm rate (FAR)
and its small SNR, however, makes any conclusions we
might obtain from this data questionable. On top of the
lack of confidence we have that the signal is of astrophysi-
cal origin at all, the broadening of the mass distributions
due to new degeneracies with the coupling parameters
makes the analysis more complicated. The widening of
the component mass distributions can be severe enough
to bring into question the nature of the lighter object,
again introducing complications to our analysis similar to
those seen with GW190814 and discussed in Appendix A.

Finally, the source GW190425 [39] was also excluded.
While the prospect that this binary is actually of mixed
nature (formed by a BH and a NS) would be exciting,
that possibility seems remote. According to the analysis
performed by the LVC [39], no known formation channels
would be able to produce a BH of such a small mass as
that found for the larger component in this event. As
it seems much more likely that this source is actually a
pair of NSs, and NSNS binaries do not source dipolar
radiation [14, 42, 43], we omitted this source as well.

In summary, we have excluded the following events from
our analysis: GW190814 and GW190412 (because their
mass ratios are large, leading to issues with waveform sys-
tematics and complications to the analysis), GW190426
(because of a very high FAR, suggesting it may be a
noise artifact) and GW190425 (because it is likely a
NS binary and not a mixed binary). This then leaves
the following set of sources to be analyzed in this work
(we drop additional identifier information for GWTC-2
sources for brevity in the rest of this work): GW151226,
GW170608, GW190924 (GW190924_021846), GW190720
(GW190720_000836), GW190707 (GW190707__093326),
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FIG. 1. The detector frame total mass and the effective inspiral
spin, Yest, of the events analyzed in this work. These values
were inferred by LIGO assuming GR correctly describes the
gravitational sector [1, 40].

and GW190728 (GW190728 064510). Some of the criti-
cal source parameters discussed above are shown for each
of the binaries analyzed in this study in Fig. 1.

C. Fisher analysis predictions

It can be informative to determine an order of magni-
tude estimate of the constraints on /o before discussing
(and performing) a full Bayesian analysis. To this end,
we use the more computationally tractable method of
predicting the error covariances through the Fisher In-
formation Matrix, or the Fisher for short [63-65]. This
approximation begins by expanding the likelihood func-

tion about the maximum likelihood values O™V, resulting
in the following expression
Inp(D|0) =~ —(1/2)T;; A0 A7, (22)

where Af? = ¥ML — 97 is the deviation away from the
maximum likelihood value, and I';; is the Fisher,

Lij = (9:h|0;h) I, (23)

where 9; = 0/06". In the limit of large SNR and sta-
tionary Gaussian noise, the inverse of the Fisher gives
the error covariance matrix 3 of the parameters and the
diagonal elements of this covariance matrix give the root
mean square error in the estimate of the parameters:

V(AG)2) = Vxii (24)

For the calculation of the Fisher, we use a restricted
parameter set, mapping {a, az,cosfy,cos bz, 1, P2} to
{x1, X2, Xp> Pp}, where x; is the dimensionless spin de-
fined in Eq. (12), xp is a certain projection of the BH

spin onto the plane orthogonal to the binary’s angular
momentum, and ¢, is the angle of the perpendicular spin
component xp in the plane. The in-plane component of
the spin is defined as in [1], and can be written as

Xp max (B1511,B2S21) , (25)

= 2
Blml

where By =2+ 3¢/2, B, =2+ 3/(2q), ¢ = ma/m1 < 1
is the mass ratio and S;; is the projection of the spin
of BH i on the plane orthogonal to the orbital angular
momentum L. We use a reduced parameter space because
the Fisher can become ill-conditioned if the probability
distributions have a high degree of covariance.

The Fisher matrix must be evaluated at certain pa-
rameter values, called the injection parameters, which
correspond to a rough guess of the maximum likelihood
values of the posterior (around which the likelihood is
expanded in the Fisher matrix approximation). Initially,
the injection values for the Fisher matrices were taken
from the LVC’s published inferences on the values of the
source parameters in order to quickly pick the most com-
petitive sources. However, in the course of validating
our full analysis (detailed below), we derived posterior
distributions for all the sources within GR. As the LVC
does not publish many of the less informative parameters,
like the polarization angle, reference phase, etc., we recy-
cled the posteriors from our custom GR analysis for the
calculation of the Fishers presented in Table IT in order
to have consistent injections. The GR parameters were
the median values recovered by our Markov-Chain Monte
Carlo (MCMC) analysis, and the coupling parameter was
set to zero, corresponding to our null hypothesis that GR
is correct.

The noise curves used in the construction of the Fisher
matrices were an O2 approximate PSD for Hanford and
Livingston, and an 03-O4 proxy PSD for Virgo [66]. The
luminosity distances used in each Fisher were scaled such
that the network SNR of the injection matched the SNR
quoted by the LVC to account for minor differences in
the detector noise. To accurately model the network with
which each source was observed, we calculate a separate
Fisher matrix for each detector and combine them for
each source before inverting the final matrix. This gives
a final Fisher for each source as

Fsource = Z Fsource,z’ 3 (26)

where n is the number of detectors for each source, as
reported by the LVC [1, 40]. Finally, the marginalized
variance on the coupling constant from each of these co-
variance matrices, obtained from each source individually,
are combined to construct a cumulative bound assuming
a normal distribution. The process of inversion for the
Fisher matrix plays the role of marginalization in this
approximation, and the resulting components of the co-
variance matrix properly reflect uncertainties introduced



Source (Ay/agacs) km (Ay/aacs) km
GW151226 2.51 (6.02) 77.18 (6.02)
GW170608 2.98 (6.14) 41.38 (6.14)
GW190924 1.24 (4.02) 35.49 (4.02)
GW190720 3.30 (7.06) 35.53 (7.06)
GW190707 3.19 (6.83) 73.78 (6.83)
GW190728 3.17 (7.14) 69.0 (7.14)
Combined 0.91 19.13

TABLE II. Results from a Fisher projection, calculated using
the median values for the source parameters from an MCMC
analysis within GR. The results show the 90% confidence
interval for the root of the coupling parameter in km for each
source. The values in parenthesis are the upper limits on
the validity of the small coupling approximation (6). The
last row of the table shows the combined constraint assuming
each posterior is normally distributed, consistent with the
assumptions of a Fisher analysis.

through correlations. This gives the following relation:

N

(Avaga) " =Y (Ava) ™, (27)

(2

where A /Qiotal is the final bound on the modifying param-
eter, A,/a; is the standard deviation [defined by Eq. (24)]
for the i-th source, and IV represents the number of events.
The details of this calculation are outlined in Sec. V and
Appendix A of [60], and we refer the reader to that work
for a more in-depth explanation of this analysis.

The Fisher results presented in Table I suggest that
stringent constraints on EdAGB gravity may be possible
for a variety of events. The same, however, is not true
for dCS gravity, since the projected Fisher constraints all
violate the small coupling approximation. Given this, we
will next carry out a Bayesian analysis and compare our
Bayesian constraints to the Fisher estimates of Table II.

D. Bayesian analysis: single events

To sample from the posterior distribution for each
source individually, we employed a MCMC analysis, which
produces independent samples from the distribution of
interest. These samples can then be binned to show a dis-
crete approximation to the posterior probability density.

The final one-dimensional marginalized posteriors on
Va for EAGB (dCS) are shown in Fig. 2 (Fig. 3). Each
panel of the figures also shows the 90% confidence upper
limit on the magnitude of v/, as well as the approximate
upper limit on the validity of the small-coupling approxi-
mation in Eq. (6), required for the waveforms to be valid,
both overlaid as vertical lines. The approximate upper
limit of the validity of the waveform was derived with the
median value of the smaller mass from the same samples
used to calculate the posterior distributions shown in
Figs. 2 and 3. We used as priors uniform on /& between
[0,20] km and [0,100] km for EAGB and dCS, respec-
tively. The fact that the posteriors in \/ogaep (i) differ

considerably from the priors and (ii) the 90% confidence
upper limit is within the small-coupling approximation,
give us confidence that these events can place a constraint
on EAGB gravity. The robustness of these constraints is
analyzed in Sec. IV.

As can be seen from Fig. 2, all the sources studied
in this work independently place robust constraints on
\/Oracs, ranging between 3 — 7 km. The situation is
opposite for dCS and none of the sources satisfy the
small coupling approximation. As no individual analysis
is trustworthy, any results derived from stacking these
dCS posteriors would also not be correct. As such, the
strongest constraint to date on this theory, remains the
one established in [33], \/aucs < 8.5 km, obtained by
combining x-ray pulse profile observations of the milisec-
ond pulsar PSR J0030+0451 by NICER [67, 68] with the
NS tidal deformability inferred from the binary NS event
GW170817 by the LVC [69, 70]. Any further discussion
on the posteriors of /s (combined or not) are pure
speculation, for the benefit of future studies that might
be more fortunate in the sources available for analysis.

Importantly, the sampling artifacts of the first iteration
of this work [31] have been removed through the MCMC
analysis carried out here. As speculated in [31], the lack
of support at zero for GW151226 and GW170608 for
both EAGB and dCS has disappeared with the use of the
more natural sampling parameter v/a. Critically, the 90%
confidence regions of the different sources are consistent,
indicating that, while the artifacts could be misleading,
the conclusions reached in that work are substantiated.

E. Bayesian analysis: stacked events

In theory, the process of combining posteriors from
independent experiments to create a total probability
distribution on a single parameter is as simple as multi-
plying the marginalized likelihoods together, considering
Eq. (20). To achieve this in practice two methods of
combining posteriors are commonly employed, which we
will briefly outline for clarity.

The first method begins by creating a histogram of the
samples output by the MCMC analysis, which produces
a discrete representation of the marginalized posterior on
the parameter of interest. One can then fit an ansatz
function or use a more general kernel density estimation
(KDE) to approximate the histogram, producing an ana-
lytic representation to the discrete posterior distribution.
This introduces two immediate sources of error, namely
the possibility of a poor choice of fitting function and
numerical errors in the fitting process directly. For distri-
butions that have obvious candidate ansatz (for example
Gaussian distributions), this can be an attractive method
as one can enforce certain properties, such as no-where
vanishing probability distributions and smooth distribu-
tions for the final posterior. When using KDE’s, there is
less flexibility to enforce these nice properties, like non-
vanishing distributions or strict boundary conditions, but



— GWI151226

0.3 —— 90% Constraint -
—-—- Validity Cutoff

0.2

0.1

GW170608 |

GW190924 |

GW190720 7

GW190707 ]

GW190728 7

6 8
Vagqee (km)

FIG. 2. The individual constraints on the coupling constant of
EdGB, y/aracs. Each panel shows the marginalized posterior
distribution of the square root of the coupling constant in
EdGB. Overlaid is the 90% confidence value of the coupling
constant, shown as the vertical solid line, with the upper limit
of validity for the small coupling approximation shown as a
vertical dashed line. On top of the discrete histogram, the
KDE approximation used to determine the joint distribution
from all the sources is also shown as a solid curve. All six
sources shown satisfy the small coupling approximation at
90% confidence, resulting in a robust bound on /omacs.
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FIG. 3. The individual constraints on the coupling constant
of dCS, \/auacs. Each panel shows the marginalized posterior
distribution of the square root of the coupling constant in
dCS. Overlaid is the 90% confidence value of the coupling
constant, shown as the vertical solid line, with the upper limit
of validity for the small coupling approximation shown as a
vertical dashed line. On top of the discrete histogram, the
KDE approximation used to determine the joint distribution
from all the sources is also shown as a solid curve. None of
the sources shown satisfy the small coupling approximation,
and as such, we can still not place a meaningful constraint on
the dCS coupling parameter purely through GW observations.
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FIG. 4. In the bottom panel, we show the histogram repre-
sentation of the probability density of the value of the EAGB
coupling constant, \/agacs, for the six events we have chosen
for this analysis. The top panel shows the 90% confidence
constraint on the magnitude of the coupling parameter and
the maximum value for validity of the small-coupling approxi-
mation for each of the individual events, with the cumulative
constraint shown at the top. After combining the information
of all the sources, we can achieve a constraint on \/aracs of
less than 1.7 km at 90% confidence.

this method provides more flexibility in terms of minimiz-
ing manual “tuning” during the analysis. This kind of
technique is outlined and appropriately implemented in
works like [71, 72], for example.

A second method is even more straightforward, where
the individual posteriors are also initially approximated
by a histogram. Instead of fitting a function to this
discrete distribution, the histograms of each source are
directly multiplied together (where, of course, the his-
tograms must have the same bin sizes or be appropriately
transformed). This method is convenient from the stand-
point of how simple and easily implementable it can be.
However, numerical noise and finite numbers of samples
can cause issues, especially when computing quantities at
the tails of the distribution, like 95% confidence intervals.
For example, if one source has zero counts in a certain
histogram bin, the final distribution will always have zero
counts in the said bin, regardless of how much weight is
assigned to that region by other sources. This makes this
particular method sensitive to finite bin-size and finite
sample-size effects. When calculating confidence intervals,
smoothing functions can also be applied to the final distri-
bution to minimize issues with convergence for numerical
integration, which was a step implemented for this work.

To ensure maximum reliability, we have repeated the
calculation twice, once with each method, and always
quote the more pessimistic constraint on y/a throughout
this work. We discuss the difference of these techniques
in the context of this work in Appendix B.
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FIG. 5. In the bottom panel, we show the histogram repre-
sentation of the probability density of the value of the dCS
coupling constant, \/aacs, for the six events we have chosen
for this analysis. The top panel shows the 90% confidence
constraint on the magnitude of the coupling parameter and
the maximum value for validity of the small-coupling approxi-
mation for each of the individual events, with the cumulative
constraint shown at the top. As no single constraint satisfies
the small-coupling approximation, our cumulative bound is
also untrustworthy. We only show the combined posterior
distribution for illustrative purpose.

The results of combining posteriors on /o in EAGB
and dCS are shown in Fig. 4 and Fig. 5, respectively. We
see a moderate improvement, as expected with a set of
posteriors that are already comparable in constraining
ability [60]. Our new bound on the coupling parameter
in EAGB at 90% confidence is \/@gaas < 1.7 km. For
dCS, as all the constituent posteriors in the set violate the
small coupling approximation, the cumulative bound is
still not valid and is only shown for illustrative purposes
and guidance for future efforts to constrain this elusive
theory with GW observations.

IV. ROBUSTNESS OF CONSTRAINTS

The constraints we have placed here are contingent on
the reliability of each individual component in our analysis.
Undoubtedly, the GW waveforms we have used are one
of the most uncertain elements. There are two factors
that could play a role in causing systematic biases in our
conclusions. The first issue we address concerns the base
model (that is, the waveform model in GR onto which our
modifications are appended) implemented for this work,
as there are many variations available today [73]. This
is discussed below in Sec. IV A. We then examine the
issue of missing information at higher PN orders sourced
by the contending theories, discussed below in Sec. IV B.
In both sections, we will focus on the bounds we have



placed upon the coupling constant in EAGB, as we are
still unable to place constraints on dCS gravity with GW
observations alone.

A. Changing the GR base model

As mentioned earlier, we have used a widely adopted
waveform as our base GR template, IMRPhenomPv2 [56].
By base model, we mean that this is the model that
we added the EAGB and dCS corrections to. However,
there exist other templates that we could have used, such
as some that include higher-order spin effects, higher
harmonics, and various EOB models. The custom soft-
ware developed for this analysis currently lacks support
for most of these other options but does include the
IMRPhenomD [57, 58] template. To quickly infer an esti-
mate of the impact of the choice of base waveform tem-
plate on our results with the tools available, we have re-
run our analysis with IMRPhenomD as our base GR model.
The comparison between using an IMRPhenomPv2 and
IMRPhenomD base GR model will provide some insight
into how sensitive our constraints are to the underlying
GR base waveform.

The two base GR waveforms we will use, IMRPhenomPv2
and IMRPhenomD, differ by the inclusion of precession
effects. The IMRPhenomD waveform can only model
spin-aligned and spin-anti-aligned binaries, whereas the
IMRPhenomPv2 waveform can deal with precession ef-
fects by “twisting up” a co-precessing waveform (in this
case IMRPhenomD) through frequency-dependent Euler an-
gles [56]. This could impact our analysis in one of the
two ways: the extra information imparted by precessional
effects could break certain degeneracies between source
parameters, resulting in tighter bounds. Alternatively,
it could be that the increased dimension of the model
(moving from two spin parameters to six) could cause a
degradation in accuracy of recovered parameters due to
new degeneracies.

Our results are shown in Fig. 6, which presents
the marginalized posteriors on ,/ag4qes using both an
IMRPhenomPv2 base model and a IMRPhenomD base model,
and the GW151226 event as an example. As the figure
shows, the posteriors lead to very similar constraints, with
the IMRPhenomPv2 base model leading to \/tgacs S 4.5
km and the IMRPhenomD base model leading to \/@gacs S
3.5 km. For this example, we see that the GW151226
event did not contain enough precessional information to
lead to a better constraint; in fact, the increase in dimen-
sionality of the parameter space worsens the constraint
by about 20%. Such a deterioration of the constraint is
very small, and using the more complex model leads to
a more conservative (i.e. less stringent) constraint. This,
therefore, increases our confidence that the constraints
we have placed here are robust against the choice of base
GR waveform model.
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FIG. 6. Comparison of the constraints obtained through two
separate analyses of the event GW151226. In the first iteration,
we used a more robust template, IMRPhenomPv2, which encodes
information about precession. We then repeated the analysis
using the base template IMRPhenomD, which only models spin-
aligned and spin-anti-aligned binaries. Our results indicate
that the constraints we have placed on the coupling constant
of EAGB are robust to changes in the GR-template used to
recover the parameters of the signal.

B. Adding higher-order PN order GR
modifications

The waveforms we have used here only include the
leading-order PN correction due to EAGB and dCS in the
inspiral of the binary. As there are currently no complete,
analytic expressions for higher-order corrections, despite
ongoing efforts both with PN methods [36, 37, 53, 74, 75]
and numerical relativity approaches [76-81], we are forced
to work with a template which we know is lacking far
behind the accuracy of the base (GR) template.

Given this uncertainty about the true waveform, there
could be some concern that the inclusion of higher PN
order corrections in the modifications to GR could de-
grade our bound through increased degeneracy between
source parameters and the coupling parameter. How-
ever, it is reasonable to expect that this will not be the
case when considering realistic higher PN order correc-
tions [18], as there are some fundamental restrictions
that these additional modifications must satisfy to remain
mathematically consistent in PN theory.

There are two criteria that any modification to GR that
admits a PN expansion must meet: (i) all corrections to
the waveform must be linear in the expansion parameter
¢, and (ii) the expansion must be valid in the typical
domain in which PN approximations are applied. The
first condition must be true if one is working in the small
coupling approximation. The second condition requires
that the coefficient in the PN expansion of the modified
gravity terms do not increase with PN order much more



rapidly than how the coefficients grow in GR. Since these
coefficients can grow in GR quite rapidly (especially in
the extreme mass ratio limit), this second condition is
not as stringent as it may seem at first.

With this in mind, the additional terms entering the
waveform would need to have a very particular and un-
fortunate functional form to increase degeneracies, as
opposed to decreasing them. This is because the only way
for additional information in the waveform (introduced
through the higher PN order corrections) to increase the
ambiguity about source parameters is to have very precise
cancellation between terms. As this seems unlikely given
the additional information is proportional to a different
power of velocity (or frequency), when higher PN order
corrections are finally derived, they will only serve to
improve our current constraints. Therefore, not including
such higher PN order terms will lead to weaker or less
stringent constraints, which we call here “conservative.”

Lacking a complete higher PN order template to com-
pare against, we will here approximate the degree of
systematic bias we may be incurring by truncating the
non-GR modification at leading PN order. We will do so
by appending reasonable, generic modifications at higher
PN orders as place holders for the true modifications.
These generic place holders can then be marginalized
over, leaving a final cumulative bound on the coupling
parameter that better reflects uncertainties in the higher
PN order corrections omitted by our waveforms.

Marginalizing over the generic higher PN order term
leads to a final constraint on the coupling parameter that
reflects uncertainties in this new parameter, but even
generic parametrizations that are marginalized over are
not created equal. We have noted these differences in
previous works [31], where it was shown that different
generic parametrizations can result in different final con-
straints through the implicit difference in priors. While
this is not always a significant issue, as re-weighting the
samples with new priors can sometimes mitigate this ef-
fect, our previous work showed a particularly unfortunate
case where the Jacobian of the transformation from one
parametrization to another was singular.

This is not something that can be unambiguously
resolved, and so in this work we will pick three well-
motivated parametrizations and compare the final results.
As outlined above, an important aspect that is shared
by all three parametrizations is the fact that modifica-
tions at all orders should be proportional to the non-GR
coupling parameter, in this case (gqgp. This must be the
case for any mathematically consistent, higher PN order
expansion of the EAGB field equations.

We will use the variable v to represent any higher PN
order coupling of source parameters to the coupling param-
eter, which will be the variable that we will marginalize
over by the end of this analysis. This is a conservative
implementation, as this parameter would be replaced by
a function of the conventional source parameters in the
true expansion, just as is the case at -1PN in the standard
EdGB waveform. As pointed out earlier, information
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introduced by this new coupling in the true expansion
will almost certainly reduce our estimate of |/agsqz, not
widen it. This ultimately can be seen from the fact that
if higher PN order terms, proportional to the expansion
parameter, are appended to the waveform, the waveform
will deviate further from the GR template for equal values
of the expansion parameter. This should only serve to
reduce uncertainty in the modifying variable.

Beyond these details, it is also important to note that
the true expansion (as of yet unknown) would not increase
the dimensionality of the parameter space. Any higher
order corrections would only depend on the existing source
parameters and the coupling constant, \/ag.cs. Because
of these considerations and the fact that our analysis here
does add an additional parameter, our results here can be
viewed as even more conservative.

All three parametrizations versions can be written as
in the form

6¢vi = ¢GW - ¢GR7

The first parametrization we will use modifies the GW
phase as follows

0¢v1 = Cracr Grace (OGR (29)

where u = (7Mf)/3 as before and gpion(Ocr) =
Beacs/Cracs 18 the source dependent term in the lead-
ing order deviation due to EAGB defined in Eq. (11).
This term depends on the parameters of the binary de-
scribed within GR, O4r. The second term in the above
equation therefore introduces a 1PN correction to the
-1PN dipole EdGB correction to the GR waveform phase,
with 7,1 assumed to be a constant number we will later
marginalize over. This choice is motivated by the ppE
framework, where the additional modification can be seen
as an absolute deviation.

The second parametrization we will investigate modifies
the GW phase in the following way

(i=1,2,3). (28)

)U_7 + Craas Wi u™? s

5¢v2 = Cpacs Juacs (OGR,) u T

+ Crace Yv2 gEdGB(aGR) u™® (30)

Making the 0-PN modification proportional to the same
function as the leading PN order modification results in
a relative deviation from the leading PN order term. For
clarity, we can rewrite the phase slightly to give the overall
phase modification as

5925\/2 = (pacnYracs (eGR

which shows more clearly the motivation of this
parametrization. As before, here 7,5 is also a constant
we will later marginalize over.

Finally, the third parametrization we will investigate
modifies the GW phase as follows

5¢v3 = (pacs Jracs (GGR) u”’
+ CEdGB Yv3 gracs (OGR) ¢GR,1PN (BGR) u_5 y (32)

JuT 1+ wu?],  (31)
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FIG. 7. Comparison of priors for the different parametrization schemes outlined in Sec. IV B. The left panel shows the priors of
each parametrization transformed to the parametrization d¢y1, shown in Eq. (29). The middle panel shows each parametrization
transformed to that shown in Eq. (30). Finally, the right panel shows the priors transformed to the parametrization shown in
Eq. (32). From these figures, we can see that the first parametrization differs substantially from parametrizations 2 and 3, while

parametrizations 2 and 3 are very similar.

where the term ¢gr,ipn is the 1PN term appearing in
the PN expansion in GR, ¢gr,1pn = 3715/756 + 551/9.
This choice in parametrization is motivated by the idea
that the proper expansion of the EAGB field equations
might mirror the form taken by the same expansion in GR,
meaning the generic scheme imposed here would match
the true expansion in EAGB when ~,3 — 1. This type of
modification can be rewritten in the following form,

5¢v3 = CEdGBgEdGB (OGR)U77[1 + ’Yv3¢GR,1PNU2} ; (33)

showing this relation more clearly, where once more 73
is a constant we will later marginalize over.

As we stated above, we will marginalize over the ~ pa-
rameters, which control the size of the 1PN modifications
considered here, relative to the leading PN order modifi-
cation. But how large should we allow these v parameters
to be? The answer to this question is fixed by our choice
of prior. We will here choose the priors on all of the v
parameters to be flat everywhere inside a fixed region that
will be chosen by requiring that the PN approximation
remain valid in the modified theory, i.e. requiring that
the 1PN term is not much much larger than the leading
PN order term. To ensure this, we set the prior to zero
when the following condition is violated

|<EdGBgEdGB (BGR) (7TM flim) —7/3 | > |5¢OPN (WM flim) —5/3 |
(34)

where fli, is an approximate upper limit on the regime of
validity for the expansion, and d¢gpy is the term propor-
tional to u =5 shown in Egs. (29), (30), and (32) for each
parametrization, respectively. This translates directly to
the following criteria,

|'7v1| < |gEdGB(0GR)(ﬂ—Mflimit)_2/3‘7 (35&)
rval < [(T M fimie) "3, (35b)
Iws| < |(¢)1PN)_1(7TMf1imit)_2/3| . (35¢)

To keep the analysis simpler, we evaluate the conditions
in Eq. (34) at the best fit values for the source parameters
coming from a separate parameter estimation analysis
assuming GR. In this work, the frequency fii, will be
set to the value of the GW frequency emitted by the
binary at a separation of 50M. For each version of our
parametrization, this corresponds to the allowed ranges
i of [-1.31,1.31], [-90.67,90.67], and [—14.40,14.40],
respectively. Because each implementation uses a different
definition of 7, a flat prior on ~y; will not have the same
impact on \/Graee and will result in slightly different
constraints once the posterior has been marginalized over
~. This can be seen in Fig. 7, which shows a direct
comparison of the mapping of a uniform prior from each
parametrization to each of the other parametrizations.

The inferred value of |/agqqp for these three different
parametrization schemes applied to the GW151226 event
are shown in Fig. 8. As is clearly shown in the figure, the
results are indeed robust to higher PN order corrections
to the waveform, at least to next-to-leading order. The
physical reason for this is that the EAGB correction enters
at -1PN order, so the low frequency part of the signal is
what is dominating the constraint. In this low frequency
regime, the higher PN order terms are indeed subdomi-
nant, and do not affect the constraint on the leading PN
order term. Indeed, this has also been observed in GR
parameter estimation, where the chirp mass (which enters
at leading OPN order) is fixed by the low-frequency part
of the signal, with the symmetric mass ratio (which enters
at 1PN order) mattering only at higher frequencies.

One other concern that could be raised is the lack
of knowledge about the highly nonlinear regime of the
merger of BBH in either of these theories of gravity. This
part of the coalescence of BBH cannot be described per-
turbatively, but instead requires numerical simulations.
In this work, we targeted the lowest mass sources from
the events catalog for the reasons outlined in Sec. IIID.



EdGB GHO v3 | ' ¥ L B ’ ! -
M <« Validity cutoff
» 90% Bound
EdGB GHO v2 | > < -
EdGB GHO v1 > < ]
EdGB [ : R, S : : 3
[ EdGB
L 03F 1 EdGB GHO v1 ]
= EdGB GHO v2
<02} EdGB GHO v3
8
[
~o0.a1f b
0.9, 2 4 6 8 10 12 14
VQgges (km)

FIG. 8. The results of analyzing the GW151226 event with
EdGB and three different versions of EAGB with some generic,
higher PN order modification. The histograms in the lower
panel show the posterior probability on the value of the EAGB
coupling constant, \/agace in km. All three iterations include
the -1PN effect, and the three versions labeled GHO (generic
higher order) incorporate some generic modification at 0PN
(relative to the Newtonian term in GR), outlined in the text.
The upper panel shows the 90% confidence constraint on
v/ Qeacs, and the maximum value the coupling constant can
take and still satisfy the small coupling approximation. We
see good agreement between these four methods, giving us
confidence that our results in this work will be robust to any
additional modifications that are derived in the future.

Because of this, the merger typically falls outside the
range of sensitivity for the current 2G network of detec-
tors, and would not impact this study. It is true that
future work, performed with higher SNR, sources, would
need to be more cognizant of these issues, but the current
restrictions due to detector limitations has ensured this
work is robust to these uncertainties. To illustrate our rea-
soning, we have shown the characteristic strain, given by
he =V f/|hi|? + |h«|?, against a proxy noise curve for
the LIGO detectors in the second observation run. This
can be informative as the contribution to the SNR as a
function of frequency for a source can be approximately
seen as the ratio of the two curves. The majority of the
SNR for the sources used in this work comes from the
early inspiral, with many of the sources’ actual mergers
contributing very little.

V. CONCLUSIONS AND FUTURE
DIRECTIONS

In this work, we have conducted a full, numerical explo-
ration of the posterior surface of the coupling constants
in two viable extensions to GR (dCS and EdGB) for six
GW sources from GWTC-1 [1] and GWTC-2 [40], utiliz-
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FIG. 9. The characteristic strain compared against an example
sensitivity curve representative of the LIGO detectors in O2.
The contribution to the SNR from the merger is negligible for
almost all the events, ensuring that our analysis is robust to
our lack of knowledge of the highly nonlinear dynamics of the
merger itself.

ing the natural parameter-basis adapted to the problem.
This custom analysis reduces the errors introduced in the
recycling of results from generic analysis and provides
the most robust and reliable results to date. To further
verify the conclusions of this work, we investigated the
impact of changing the base (GR) waveform (onto which
our modifications were appended), as well as the impact
of our lack of knowledge of higher PN order corrections
that would be introduced to the waveform as the result
of modifications to the field equations.

We inferred to 90% confidence that the square root
of the coupling constant for EAGB is less than 1.7 km,
ie. \/opage < 1.7 km. Our work on EAGB gravity has
produced a constraint on the coupling constant that is now
the most stringent to date, as well as less prone to system-
atic error than previous analysis [32]. Unfortunately, dCS
gravity has continued to evade our efforts to constrain
its coupling constant through the exclusive use of GW
observations. The constraints we place here, along with
those of past works, have reliably restricted the length
scale of the theory to roughly the size of the horizon of
astrophysical BHs. Future work might improve on this
bound through the use of merger-ringdown measurements
(for which, more work will be needed in perturbation
theory [82-86] and numerical simulations [76-81], but
continued use of inspiral measurements will only serve to
slowly push the limit further and further down in small
increments. From the point of view of inspiral only mea-
surements, the theory is now at the mercy of the statistics
of large catalogs.

Our results open the door for many future directions of
research. Of course, we are still hoping to constrain dCS
gravity purely through GWs, but we must continue to



wait for more favorable sources, such as those pointed out

n [38]. Of particular interest would be a NSBH source
with a reasonable SNR, as the unequal footing of NS and
BH in dCS gravity works to the benefit of our efforts
to constrain the theory. With sufficient SNR, a NSBH
event would provide the best avenue for constraining dCS
gravity with a single source.

Note added after completion: Right before we sub-
mitted this paper, Ref. [87] appeared in the arXiv. That
work is different from the one presented here in various
respects. First, Ref. [87] considered single events, instead
of stacking as we do in this paper. Second, Ref. [87] did
not consider the possible effect of waveform systematics
on their constraints; neither due to higher PN order cor-
rections in the non-GR part of the waveform, nor due
to different models for the GR part of the waveform.
We studied this in great detail. Finally, and perhaps
most importantly, Ref. [87] used two particular events in
the GWTC-2 catalog, GW190814 and GW190425, both
of which we purposely excluded from our analysis (see
Sec. III B and Appendix A).

We excluded GW190814 for two reasons: the uncer-
tainties in the GR part of the waveform greatly affected
non-GR constraints in our analysis and the uncertain
nature of the lighter object. In fact, the former reason
affected the tests of GR that the LVC carried out with
GWTC-2, which is why the LVC made explicit mention
of this event in their analysis (see Appendix C and, in
particular, Fig. 19 of [21]). We excluded GW190425 be-
cause this event was very low-mass and, in fact, it was
identified as a binary NS inspiral by the LVC (at > 99%
confidence at the GraceDB website [88]). As is well-known
from [14], NSs do not possess a monopole scalar charge in
the version of EAGB gravity we considered in this work.
Therefore, NS binaries in this theory do not introduce
scalar dipole modifications to the GW phase. As a conse-
quence, the only way the analysis of Ref. [87] is correct is
if one assumes a priori that the binary was composed of
BHs, which even with the analysis of Ref. [89] seems like
a very strong assumption.
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Appendix A: Concerns over source classification

Unique GW events can offer new and exciting avenues
to test fundamental physics, but they do not come without
their own complications. For example, binaries near the
mass gap, where one component might be a heavy NS or
a light BH, can potentially provide a strong test of GR.
However, such tests would undoubtedly be hindered if
one were unsure of the classification of each component
object (BH or NS). In many cases, one can be confident
in the exact nature of the binary, for example in the case
of an EM counterpart or a robust detection of the tidal
deformability of one of the objects. Unfortunately, two
intriguing events we considered do not fall in this category,
and we opted to not include them in the main body of
this work, as explained in Sec. III B. In this Appendix,
we will discuss some implications of these complications.

Let us first discuss GW190814, which was found to be
a highly asymmetric binary. The uncertain nature of the
lighter compact object in the binary poses some compli-
cations to our analysis. This is because a NS and a BH
have different properties in dCS and EAGB theories. In
particular, BHs in EAGB gravity support monopole scalar
charges (see e.g. [17, 46, 47]), while NSs do not [14, 43].
This means that if one knew that the binary was mixed,
one could use NSBH waveforms with EAGB modifications,
setting the sensitivity s5*“" in Eq. (11) to zero. On the
other hand, if one assumes that the binary was composed
of two BHs, then one must use a BBH waveform with
EdGB modifications that allow both sensitivities s7!¢®
and s549E in Eq. (11) to be non-zero. Therefore, our lack
of knowledge about the exact composition of the lighter
object can significantly affect any parameter estimation
in EAGB, hence casting doubt over any constraint placed
on the theory from such systems.

As we mentioned above, for the GW190814 event there
are two reasonable possibilities: that the source is a BBH
or a NSBH binary. There are various reasons to believe
either one over the other (see e.g. [41, 90-92]), and as such,
any analysis making conclusions based on the a prior:
assumption of one classification over the other should
carefully consider both possibilities. To show how the
assumptions on the binary constituents can dramatically
affect the constraints on EAGB, we analyzed GW190814
for both BBH and mixzed binary scenarios. The posteriors
on ,/agas are shown in Fig. 10. We can immediately
see that the prior assumption of the source composition
seriously impacts our constraints, with over an order of
magnitude difference between the two bounds. This fact
casts doubt over any constraint on this particular theory
using this event.

Moreover, possible waveform systematics can clearly be
seen in our posteriors. The LVC analysis of GW190814
led to posteriors on a —1PN order modification to GR
that excluded GR to 90% confidence [21]. We performed
a similar Bayesian analysis on GW190814 both with a
generic —1PN order modification and with an EAGB mod-
ification. 5 In both cases we find that the posteriors on
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FIG. 10. The posterior distributions on /agace for the
GW190814 event. The top panel was derived from an analysis
that assumed GW190814 was a BBH system, while the lower
panel shows results that were derived assuming the source is
a NSBH system. The small coupling criteria for this source,
when considering it as a NSBH source, is approximately 18
km, and lies beyond the edge of the plot. As is immediately
apparent, the upper limit on \/agacs based on each of these
assumptions differs by an order of magnitude.

the non-GR parameter excludes GR, in agreement with
the LVC analysis. This result is not believed to be a real
deviation from GR, but rather a consequence of waveform
systematics and covariances between parameters. While
one could ignore these deviations and calculate upper
limits on \/Qpaee regardless, the obvious impact of wave-
form systematics is of note [93]. This stark difference
in the two posteriors along with the issues of waveform
systematics, in a context where neither interpretation of
the event GW190814 is unquestionable, led us to omit
this source from the main body of this work.

In the case of GW190425 [39], the situation becomes
even more stark. While this event might lead to stringent
constraints on one or both of these theories if it were con-
sidered a NSBH binary, there is the strong possibility that
this source is actually a NSNS binary. In the latter case,
one cannot meaningfully constrain either EAGB or dCS.
This is an even more extreme case where the difference
between the constraints when using one assumption over
the other is infinite. Considering the significant impact of
the prior assumption on the composition of the binary on
final constraint conclusions, and the current evidence sug-
gesting this is actually a NSNS binary [39], we neglected
this source as well.

Appendix B: Methods for combining posteriors

To combine posteriors on a shared parameter from
multiple observations, there are two commonly employed
methods of calculating the joint posterior, as outlined in
Sec. III E. One involves the fitting of some ansantz func-
tion or KDE approximation to the discrete, marginalized
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FIG. 11. Comparison of the two different methods for com-
bining posterior distributions from independent experiments
into a single, joint distribution on /aacs. The two methods
in question involve the fitting of functions to the individual
distributions (KDE method) and the direct product of the
histograms (Direct Hist. Product), as well as a smoothed ver-
sion of the latter used for the calculation of the confidence
intervals. While there seems to be a bias towards higher val-
ues of aacs, any conclusion from this distribution should be
tempered, as this analysis still doesn’t provide reliable results,
due to violations to the small coupling approximation.
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—— KDE method
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FIG. 12. Comparison of the two different methods for com-
bining posterior distributions from independent experiments
into a single, joint distribution on \/m. The two methods
in question involve the fitting of functions to the individual
distributions (KDE method) and the direct product of the
histograms (Direct Hist. Product), as well as a smoothed
version of the latter used for the calculation of the confidence
intervals.



likelihoods, then multiplying the analytic fits together for
the cumulative constraint. Meanwhile, the other method
involves the direct multiplication of the discrete, marginal-
ized likelihoods together, then working with the final
histogram directly.

Both have their benefits and drawbacks, and we present
both in Fig. 11 and Fig. 12 for dCS and EdGB, respec-
tively. For the former method, we have used a KDE to
estimate the marginalized likelihoods for each individual
event, and for the latter method, we smoothed the final
histogram with a Savitzky-Golay filter with a polynomial
order of 5 and a window of 7 before calculating confidence
intervals for numerical stability.

As noted in the main body of this paper, one drawback
to the KDE method is the lack of ability to account
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for hard cutoffs, for example the boundary at /a = 0.
The KDE approach led to a joint posterior that rapidly
dropped to zero for small \/a, and to remedy this, we
fit the KDE to a distribution described by the set of
samples twice as large as the original set coming from the
MCMC. We used the distribution {s;} U —{s;}, which
amounts to reflecting the distribution across 0. We then
renormalized the distribution numerically in the range
Va € [0,00]. This effectively solved the boundary issue
in this particular use case, as the KDE approximation
smoothly approached a final value at \/a = 0.

The final result from the two methods agreed well for
the six sources considered in this work. To be maximally
cautious, we only use the worse of the two methods when
quoting 90% confidence constraints on EAGB.
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