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Human communication is inherently multimodal. In our daily interactions, we use our 

entire body to convey our messages to others: In addition to speech, we use manual 

gestures, facial expressions, body posture, or gaze direction in order to enhance the 

meaning of our utterances, or to help us coordinate our interactions more generally 

(e.g., de Ruiter, 2007; Kendon, 2004; McNeill, 1992). However, how do everyday 

communicative interactions change as we grow older? Are there age-related differences 

in how we use multimodal language? How successful are older adults in communicating 

with and comprehending others? Recent years have seen a growing interest in the study 

of language production and comprehension in normal human aging. Yet, we still know 

little about how aging affects language use in everyday, face-to-face interactions (e.g., 

Abrams & Farrell, 2011; Thornton & Light, 2006). This lack of knowledge extends to older 

adults’ use of the gestural modality, a core component of language in interactive settings 

(Bavelas & Chovil, 2000; Clark, 1996; Kendon, 2004; McNeill, 1992). Considering the 

importance of everyday interactions for social relations, we are thus faced with a serious 

gap in our understanding of the multimodal communicative practices and competences 

of older adults, in language production and in language comprehension.  

Back in 2011, when I wrote the initial proposal on “Gesture use for social interaction 

in older adults” that would eventually lead to this doctoral thesis, there were exactly five 

studies on gesture use in aging that informed my hypotheses (i.e., Cohen & Borsoi, 1996 

and Feyereisen & Havard, 1999 on gesture production and Cocks, Morgan, & Kita, 2011, 

Thompson, 1995, and Thompson & Guzman, 1999 on gesture comprehension). In the 

meantime, a couple more studies on this topic have been published (e.g., 

Theocharopoulou, Cocks, Pring, & Dipper, 2015; Arslan & Göksun, 2020) and a more 

elaborate image of gesture use in aging is starting to emerge. However, how the specific 

communicative context in which an interaction occurs, such as for example face-to-face 

interaction, affects older adults’ multimodal language use still remains largely unknown. 

Furthermore, the potential consequences of age-associated changes in cognitive 

functioning, such as for example reduced working memory (WM) capacity and 

decreased inhibitory control (e.g., Salthouse, 2010; Hasher & Zacks, 1988; but cf. 

Ramscar, Hendrix, Shaoul, Milin, & Baayen, 2014) for these processes and how they 

interact with situated uses of multimodal language use are similarly unknown. In order 

to bridge some of these gaps, this thesis investigates whether and how the production 

and comprehension of speech and co-speech gestures are affected by normal aging, 

with a focus on the context in which language production and comprehension occurs 

and the role of age-associated changes in cognitive functioning in these processes. 



GENERAL INTRODUCTION 

 11 

1.1. Age-related changes in spoken language production 

and comprehension 
Previous research has provided evidence that older adults’ ability to produce and 

comprehend spoken language systematically differs from that of younger adults (e.g., 

Abrams & Farrell, 2011; Thornton & Light, 2006). This is often attributed to age-related 

differences in social or communicative goals (e.g., Horton and Spieler, 2007; James, 

Burke, Austin, & Hulme, 1998; Underwood, 2010), or to age-related changes in basic 

perceptual or cognitive functions (e.g., Burke & Shafto, 2008; Thornton & Light, 2006; 

Schneider & Pichora-Fuller, 2000) as well as changes in neuro-cognitive functions (e.g., 

Marini & Andreetta, 2016; Peelle, 2019, for recent overviews).1 As we will see, one 

aspect will prove to be key in understanding older adults’ communicative behavior: the 

context, in which language use occurs. By this, I refer to the specifics of the 

communicative situation, which may greatly affect not only older adults’ communicative 

goals, but also the perceptual and cognitive challenges associated with the situation. For 

language production and for language comprehension, different contextual factors may 

play a role.  In the following section, I will thus shortly summarize the main findings on 

spoken language production and comprehension in aging, focusing on interactive 

language use and highlighting the role of contextual and cognitive factors. 

 

1.1.1. Spoken language production in aging 
During language production, older adults often display significant deficits compared to 

younger adults. For example, there are age-related difficulties in lexical retrieval, 

indicated by an increase in tip-of-the-tong states (e.g., Brown & Nix, 1996; Burke, 

MacKay, Worthley, & Wade, 1991; Maylor, 1990), less accurate and slower picture 

naming (e.g., Feyereisen, 1997), or an increase in dysfluencies (e.g., Bortfeld, Leon, 

Bloom, Schober, & Brennan, 2001). However, age-related difficulties in lexical retrieval 

appear to be less pronounced in the context of connected speech relative to single word 

production (see Kavé & Goral, 2007), potentially, because grammatical and semantic 

context aid retrieval. Older adults also have been found to produce fewer complex 

 
1 Note that while cross-sectional data suggests that the decline of certain cognitive functions 

starts as early as age 20 (e.g., Salthouse, 2009), longitudinal data on cognitive aging presents a 

more optimistic picture, suggesting that on an individual level, decline is both less severe and 

occurs later on in life, starting around age 60 (e.g., Rönnlund, Nyberg, Bäckman, & Nilson, 2005; 

for a discussion see Nilson, Sternäng, Rönnlund, & Nyberg, 2009). 
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sentences relative to younger adults (Kemper, Herman, & Liu, 2004; Kemper & Sumner, 

2001; Marini, Boewe, Caltagirone, & Carlomagno, 2005) and to produce less coherent 

discourse than younger adults on measures of global (e.g., Glosser & Deser, 1992) and 

local cohesion (e.g., Marini et al., 2005). Yet, during socially-driven language use, such 

as when telling narratives, older adults are actually rated as high or higher than younger 

adults on features such as story quality, interest, clarity, and informativeness (e.g., 

James, Burke, Austin, & Hulme, 1998; Kemper, Kynette, Rash, O’Brien, & Sprott, 1989; 

Pratt & Robins, 1991; see also Thornton & Light, 2006). This suggests that age-related 

differences in language production greatly depend on the social and communicative 

context in which it occurs, as I will elaborate on in the following section.  

 

Spoken language production in aging: The role of contextual factors 

One main feature of language used in an interactive context is that it is directed at 

minimally one addressee. Crucially, this requires the adaptation of utterances according 

to the addressee’s communicative needs, a process termed recipient design (Sacks, 

Schegloff, & Jefferson, 1974) or audience design (Clark & Murphy, 1983). Previous 

research suggests that older adults are able to engage in recipient design based general 

addressee characteristics like an addressee’s age or mental ability, which require a global 

adaptation of speech style: in terms of overall content and complexity, older adults 

adjusted their spoken utterances when talking to a child versus an adult (Keller-Cohen, 

2014), even to a larger extent than younger adults (Adams, Smith, Pasupathi, & Vitolo, 

2002). Similarly, older women adapted their speech style according to whether they 

interacted with a female college student versus a person with mild mental retardation 

(Gould & Shaleen, 1999). However, older adults have difficulties with more local, 

moment-by-moment, fine-grained adaptations that involve the common ground 

between a speaker and an addressee. This term refers to the knowledge, beliefs, and 

assumptions that conversational partners believe to be mutually shared (Clark, 1996). 

Depending on the source of this mutually shared knowledge, different types of common 

ground can be distinguished (Clark, 1996): 1) Communal common ground (pp. 100-112), 

which refers to the knowledge shared in cultural or sub-cultural communities; 2) 

Personal common ground (pp. 112-116), which describes the knowledge shared 

between particular interlocutors as a result of their prior common experience (such as 

e.g. past conversations) or their current situation (including visual co-presence); and 3) 

Incremental common ground (pp. 38-39, 221-251), which refers to the mutually shared 

knowledge between interlocutors that accumulates in the course of an interaction via a 

process termed grounding (Clark & Brennan, 1991), i.e., “the moment-by-moment 
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exchanges that establish information as being in common ground within a conversation” 

(Holler & Bavelas, 2017, p. 214), thus comprising the information exchanged and 

successfully understood during the interaction. Generally, the larger the common 

ground between conversational partners, the more efficient the interaction becomes. 

In younger adults, this is often characterized by shorter utterances, less complex syntax, 

or less informational content (e.g. Fussel & Krauss, 1992; Galati & Brennan, 2010; Isaacs 

& Clark, 1987). Older adults appear to be less efficient at these adaptations. For example, 

in referential communication tasks which involve the establishment of mutual reference 

to a limited set of objects over the course of several trials (a form of incremental 

common ground), older adults produced longer utterances, more errors, and had longer 

task completion times relative to younger adults (Horton & Spieler, 2007; Hupet, 

Chartraine, & Nef, 1993; Lysander & Horton, 2012). In tasks requiring the unambiguous 

identification of referents based on visual scenes, older adults were similarly less 

efficient than younger adults, indicated by unnecessary over-informativeness (Saryazdi, 

Bannon, & Chambers, 2019; however, see also Long, Rohde, & Rubio-Fernandez, 2020). 

Thus, older adults’ ability to adjust their speech based on common ground, either 

established in the course of an interaction, or based on shared visual information (a form 

of personal common ground), appears to be reduced relative to younger adults.  

In part, these age-related differences in recipient design may be due to age-related 

differences in social and communicative goals: For example, providing information to 

younger generations may be an important goal for older adults, therefore older adults 

may be particularly motivated to adapt their utterances for children and less motivated 

to adapt their utterances for other adults (e.g., Adams et al., 2002). In addition, older 

adults may also be less motivated to interact with strangers relative to younger adults, 

instead favoring existing relationships (e.g., Fung, Carstensen, & Lutz, 1999), which may 

in turn affect the extent of their addressee-based adaptations (Horton & Spieler, 2007). 

However, these different communicative contexts may also be associated with 

differences in cognitive demands, which may in turn affect older adults behavior, as we 

will see in the following section. 

 

Spoken language production in aging: The role of cognitive factors 

In addition to the contextual factors that may influence older adults’ interactive 

communicative behavior, age-related changes in cognitive functioning are also likely to 

modulate interactive language use in general and the addressee-based adaptations of 

verbal utterances in particular. Specifically, the patterns described above may be 

attributable to age-related changes in memory functions, including working memory 



CHAPTER 1 

 14 

(WM), and to deficits in inhibitory control, that might interfere with interactive aspects 

of language use in context. 

WM, which is assumed to have a verbal and a visual component, allowing for the 

temporary maintenance and manipulation of verbal and visual information respectively 

(Baddeley & Hitch, 1974), plays a significant role when speakers are required to take an 

addressee’s perspective into account while formulating their utterances (Wardlow, 

2013; Healey & Grossmann, 2016). Recipient design in conversation crucially requires 

the ability to incorporate the addressee’s perspective during online language processing 

(see e.g. Brennan, Galati, & Kuhlen, 2010). Local adaptations to aspects like the common 

ground between interlocutors, particularly incremental common ground, presumably 

relies heavily on (working) memory resources, as it requires constant updating and 

incorporating of what knowledge is mutually shared or not, suggesting that age-related 

changes in WM capacity may affect older adults’ ability to engage in common ground-

based recipient design (Horton & Spieler, 2007). Global adaptions to aspects like an 

addressee’s age, on the other hand, may be less dependent on (working) memory 

resources, but rather build on an initial assessment of the addressee as being for 

example a child and then applying an internalized set of adaptations to one’s speech, 

deemed to be appropriate to address this type of addressee (Keller-Cohen, 2014). 

The second cognitive function, inhibitory control, has been related to the ability to 

inhibit irrelevant, egocentric information from entering memory (Hupet et al., 1993; see 

also Hasher and Zacks, 1988) and to perspective-taking abilities (Long et al., 2018; 

Wardlow, 2013). The ability to inhibit one’s own, egocentric perspective in favor of the 

addressee’s is another crucial component of successful verbal recipient design (Brennan 

et al., 2010; Keysar, Barr, & Horton, 1998). Older adults’ difficulties with engaging in 

recipient design based on personal or incremental common ground may therefore also 

be connected to age-related difficulties in adopting the addressee’s perspective at any 

given moment in the interaction. General addressee characteristics like age or mental 

retardation, on the other hand, may serve as a constant reminder and strong motivation 

to adopt the addressee’s perspective, thus making this type of addressee-based 

adaptation less dependent on inhibitory control. 

To summarize, in addition to age-related differences in social or communicative 

goals, age-related differences in WM and inhibitory control likely also contribute to older 

adults being able to adapt their speech to addressee characteristics, like age, but having 

difficulties adapting to fine-grained aspects, like personal and incremental common 

ground. 
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1.1.2. Spoken language comprehension in aging 
While there are clear deficits in language production, spoken language comprehension 

appears to be relatively preserved in aging, although there are certain deficits 

attributable to age-related hearing loss (presbycusis) which may affect as much as one 

third of adults aged 65 or older (e.g., Pichora-Fuller & Singh, 2006). Consequences of 

age-related hearing loss include for example difficulties in discourse comprehension in 

quiet and in noise (Schneider, Daneman, Murphy, & See, 2000; Schneider, Daneman, & 

Pichora-Fuller, 2002). Even mild to moderate hearing loss can have significant negative 

effects on older adults’ ability to comprehend language, particularly in challenging 

settings, and put them at a greater risk for social isolation (Pichora-Fuller, Alain,  

& Schneider, 2017). As for language production in aging, the context in which speech is 

perceived plays a crucial role in older adults’ language comprehension. 

 

Spoken language comprehension in aging: The role of contextual factors 

In fact, contextual factors that frequently accompany every-day listening situations may 

influence speech comprehension in older adults to a greater extent than in younger 

adults. For example, older adults’ ability to understand speech in noisy surroundings, 

such as other conversations or sounds in the background, is more strongly impaired than 

that of younger adults (e.g., Dubno, Dirks, & Morgan, 1984; Pichora-Fuller, Schneider, & 

Daneman, 1995). This can be attributed in part to age-related hearing loss, but also to 

age-related changes in cognitive functioning (e.g. Anderson, White-Schwoch, Parbery-

Clark, & Kraus, 2013; CHABA, 1988; Humes, 2002, 2007; Humes, Watson, Christensen, 

Cokely, Halling, & Lee, 1994; Pichora-Fuller et al., 2017, see also next section). At the 

same time, older adults’ speech comprehension improves significantly if the speech 

signal is presented in a context that aids speech processing or interpretation: for 

example, both younger and older adults benefit if visual phonological information, such 

as the speaker’s articulatory lip movements, or visible speech, is available (e.g., 

Sommers, Tye-Murray, & Spehar, 2005; Stevenson, Nelms, Baum, Zurkovsky, Barense, 

Newhouse, & Wallace, 2015; Tye-Murray, Sommers, Spehar, Myerson, & Hale, 2010; 

Tye-Murray, Spehar, Myerson, Hale, & Sommers, 2016). Also, older adults’ speech 

comprehension in noise has been shown to benefit as much or even more from 

additional semantic information, such as sentence context, than younger adults’ (e.g. 

Pichora-Fuller et al., 1995; Smayda, Van Engen, Maddox, & Chandrasekaran, 2016). The 

fact that in most everyday occurrences of face-to-face, interactive language use both 

the speaker’s articulatory lip movements and a semantic and/or sentence context are 
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available, suggests that older adults may often be able to compensate for age-related 

deficits in speech comprehension during their daily interactions, at least to some extent. 

 

Spoken language comprehension in aging: The role of cognitive factors 

The effects of these contextual factors on older adults’ speech comprehension are likely 

to be modulated by cognitive factors. As for language production, two cognitive abilities 

in particular have been associated with the comprehension of speech-in-noise (SiN): 

WM and inhibitory control. Verbal WM capacity predicts comprehension and/or recall 

of SiN in older adults (Baum & Stevenson, 2017; Koeritzer, Rogers, Van Engen, & Peelle, 

2018; Rudner, Mishra, Stenfelt, Lunner, & Rönnberg, 2016), potentially, because 

additional WM resources are recruited for the auditory processing of the speech signal, 

leaving fewer resources for subsequent processes related to language comprehension. 

Inhibitory control, or the ability to selectively focus attention or to suppress irrelevant 

information, has been connected to the comprehension of single talker speech 

presented against the background of several other talkers (i.e., multitalker babble, e.g. 

Janse, 2012; Jesse & Janse 2012; Tun, O’Kane, & Wingfield, 2002). These cognitive 

effects may in turn be modulated or alleviated by contextual factors. The phonological 

and semantic information provided by visible speech and sentence context respectively 

may reduce the processing demands of speech, help focus on the target speaker, and 

thereby facilitate perception and comprehension. 

 

1.1.3. Interim summary 
Based on the literature summarized in the previous paragraphs, I would like to propose 

that older adults’ interactive spoken language production and comprehension is 

determined by an interplay of cognitive and contextual factors. It is currently unclear 

whether the age-related behavioral differences also extend to the use of the gestural 

modality, a core component of interactive language use (e.g., Kendon, 2004; McNeill, 

1992), and whether the use of this additional modality is guided by similar principles. 

The present thesis’ focus is on investigating this issue, with the aim to advance our 

understanding of multimodal communication in older adults and the influence of 

cognitive abilities on these processes. 
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1.2. Age-related changes in multimodal language 

production and comprehension 
The remainder of this introductory chapter is dedicated to multimodal language use. 

Unless otherwise specified, this refers to the production and comprehension of speech 

and accompanying manual co-speech gestures. Based on the tight relationship between 

speech and co-speech gestures that I will elaborate on below, gestures are generally 

considered to be an integral part of the language system (Kendon, 2004; McNeill, 1992; 

Kelly, Özyürek, & Maris, 2010). In the following, I will first provide a short definition of 

co-speech gestures and the different gesture types relevant to the work presented in 

this thesis. Then, I will summarize the main findings on co-speech gesture production 

and comprehension in younger and in older adults, with a special focus on contextual 

factors and cognitive factors. This will lead me to the research questions and hypotheses 

that motivated the empirical chapters presented in this thesis. 

 

1.2.1. Co-speech gestures – definition and types 
Broadly speaking, co-speech gestures are the meaningful movements we make with our 

hands and arms while we speak (McNeill, 1992). Out of the several visual signals that 

accompany speech in face-to-face settings, including (but not limited to) manual 

gestures, articulatory lip movements, facial expressions, body posture, or gaze direction, 

manual co-speech gestures in particular contribute substantially to the semantic and 

pragmatic aspects of a speaker’s message, and are tightly coordinated semantically and 

temporally with the speech they accompany (e.g., Kendon, 2004; McNeill, 1992).  

While all co-speech gestures are related to the speech that they accompany in one 

way or another, several distinct gesture types can be identified, based on the nature of 

this speech-gesture relationship. For example, gestures can be used to depict the shape 

or size of concrete referents or to represent physical movements or actions (iconic 

gestures), to metaphorically express abstract concepts (metaphoric gestures), to single 

out referents in the environment or in fictive space through deixis (deictic or pointing 

gestures), to add emphasis to certain elements of speech (beat gestures), or to 

coordinate communicative interactions more generally (interactional and pragmatic 

gestures; e.g., Alibali, Heath, & Myers, 2001; Bavelas, Chovil, Lawrie, & Wade, 1992; 

McNeill, 1992; Kendon, 2004). As I was mainly concerned with the semantic relationship 

between speech and co-speech gestures, the research presented in this thesis focuses 

on manual iconic (and to some extent also on metaphoric and pointing) gestures. In the 
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remainder of this thesis, I will also use the term representational gestures to refer these 

gesture types collectively (see also Alibali et al., 2001). 

 

1.2.2. Co-speech gesture production in younger adults 
Turning to the co-speech gesture production in younger adults, we may confidently state 

that when people speak, they gesture. Speakers use their hands to talk most of the time, 

although they might not always be aware of it. The tendency to produce co-speech 

gestures is so high that speakers often gesture on the telephone, despite the fact that 

the person they are speaking with cannot see them, as we have probably all observed 

on multiple occasions (see also Bavelas, Gerwing, Sutton, & Provost, 2008). However, as 

with spoken language used interactively, gesture production is greatly affected by the 

communicative context and by cognitive factors, which I will elaborate on in the 

following sections. 

 

Co-speech gesture production in younger adults: The role of contextual factors 

The communicative context in which language is used clearly affects the production of 

co-speech gestures in younger adults, which can be aptly described as forms of audience 

or recipient design. For example, speakers gesture more frequently when they know 

that these gestures can be seen by their addressee as opposed to when the addressee 

cannot see the gestures (e.g. Alibali et al., 2001; Bavelas, Kenwood, Johnson, & Phillips, 

2002; Mol, Krahmer, Maes, & Swerts, 2011). Beyond mutual visibility, relative gesture 

frequency is furthermore affected by dialogic interaction (e.g. Bavelas, et al., 2008) and 

addressee feedback (Jacobs & Garnham, 2007). In addition, addressee location and 

addressee feedback also influence how gestures are used to represent semantic 

information (e.g., Holler & Wilkin, 2011a; Kuhlen, Galati, & Brennan, 2012; Özyürek, 

2002), and interactants may even engage in gestural mimicry in order to establish 

mutual reference to certain objects (Holler & Wilkin, 2011b). When the amount of 

personal common ground is manipulated, speakers often produce fewer and less 

informative gestures when they talk about content that their addressee is already 

familiar with as opposed to content that is new to the addressee (e.g., Gerwing & 

Bavelas, 2004; Hilliard & Cook, 2015; Holler & Stevens, 2007; Holler & Wilkin, 2009; 

Parrill, 2010). Hence, common ground-based effects on gestures often resemble those 

observed for speech (see section 1.1.1.). However, whether this reduction in gesture 

frequency is proportional to reductions in speech varies across studies, thus leading to 

different effects on gesture rate (e.g., Campisi & Özyürek, 2013; de Ruiter, Bangerter, & 
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Dings, 2012, Galati & Brennan, 2014; Hilliard & Cook, 2015; Hoetjes, Koolen, Goudbeek, 

Krahmer, & Swerts, 2015; see Holler and Bavelas, 2017, for an overview). 

 

Co-speech gesture production in younger adults: The role of cognitive factors 

Apart these contextual factors, cognitive factors also affect gesture production. Previous 

literature suggests that gesturing may aid the speech planning process, e.g. by activating 

relevant spatial imagery which may also aid in lexical retrieval (Kita, Alibali, & Chu, 2017; 

Krauss, Chen, & Gottesman, 2000). Additionally, gesturing may facilitate the 

organization or packaging of spatial information during utterance planning, such that 

speakers gesture more when they describe spatial information that is difficult to 

conceptualize or more complex (Hostetter, Alibali, & Kita, 2007; Kita, 2000; Kita et al., 

2017; Kita & Davies, 2009; Melinger & Kita, 2007). Gesturing may also lighten the 

cognitive load more generally, by “off-loading” information that otherwise taxes 

cognitive resources onto visual space (e.g., Goldin-Meadow, Nusbaum, Kelly, & Wagner, 

2001; Wagner, Yip, & Goldin-Meadow, 2012). For example, when explaining math 

problems while at the same time remembering a string of letters, speakers recall more 

letters when they are allowed to gesture than when they are not (Goldin-Meadow et al., 

2001), an effect not obtained when meaningless hand movements instead of gestures 

are performed (Wagner et al., 2012). Added support for the cognitively beneficial effects 

of gesturing come from individual differences studies which report that limited cognitive 

abilities, in particular verbal and visual WM, lead to an increase in gesture frequency in 

a number of tasks (e.g. Chu, Meyer, Foulkes, & Kita, 2014; Gillespie, James, Federmeier, 

& Watson, 2014; Hostetter & Alibali, 2007).  

 

Co-speech gesture production in younger adults: The interplay of contextual and 

cognitive factors 

In recent years, a number of studies investigated the interplay of communicative context 

and cognitive factors on gesture production (e.g., Arslan & Göksun, 2020; Galati & 

Brennan, 2014; Hoetjes et al., 2015; Masson-Carro, Goudbeek, & Krahmer, 2016). For 

example, in a story narration task, Galati and Brennan (2014) manipulated 

communicative and cognitive factors simultaneously. Speakers had to retell the same 

story three times, twice to the same addressee and once to a new addressee. Speakers 

used fewer, smaller, and less precise gestures for knowing vs. unknowing addressees. At 

the same time, gesture size and precision were additionally affected by whether the 

speaker told the story for the first time (higher cognitive load for speaker) vs. for a 

second or third time (lower cognitive load for speaker). Speakers’ gestures were smaller 
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and less precise in the lower cognitive load conditions, corroborating the idea that 

gesticulation can help manage cognitive load (see previous section). However, these 

speaker-oriented effects were less pronounced when the narration was targeted at an 

unknowing addressee, that is, the addressee-oriented goal to be more informative 

modulated the speaker-oriented effects on gesticulation. In another study, where the 

speaker’s cognitive load was manipulated by either having to retell a full seven-minute 

cartoon at once (higher cognitive load for speaker) vs. shorter episodes of the same 

cartoon one at a time (lower cognitive load for speaker), Mol, Krahmer, Maes, and 

Swerts (2009) found that participants produced fewer communicative gestures for an 

addressee under higher cognitive load, suggesting that the production of 

communicative gestures is actually cognitively costly. However, this effect was only 

present if speaker and addressee could see each other. While the results of these two 

studies may seem somewhat contradictory at first sight, the different ways in which 

cognitive load as well as the communicative situation, or context, were manipulated 

make direct comparisons difficult. What becomes clear, however, is that both cognitive 

and contextual factors influence how speakers use co-speech gestures in 

communication with others and that importantly, these factors are intertwined. 

 

Theoretical accounts of co-speech gesture production 

These two main functions of co-speech gestures summarized above – addressee-

oriented, communicative functions on the one hand, and speaker-oriented, cognitive 

functions on the other hand – are also reflected in theoretical accounts of co-speech 

gesture production (for recent overviews see e.g. Galati & Brennan, 2014; Hoetjes et al., 

2015; Özyürek, 2017, 2018). Although there is general agreement that co-speech 

gestures originate from visuo-spatial or motoric representations accessed from WM 

during the speech planning process (e.g., Hostetter & Alibali, 2008), accounts differ in 

their assumptions about whether co-speech gestures are communicatively intended by 

the speaker or whether they are simply a by-product of the speech planning process, 

and in the role that is attributed to cognitive factors. 

From an addressee-oriented, communicative perspective, speakers use gestures 

with the intention to communicate relevant information to an addressee. This is 

acknowledged in models like the Growth point theory (McNeill, 1992; 2005; McNeill & 

Duncan, 2000), the Sketch model (de Ruiter, 2000), or the Interface hypothesis (Kita & 

Özyürek, 2003), which claim that speech and gesture originate from a shared conceptual 

level, i.e. a preverbal message or communicative intent. Growth point theory (McNeill, 

1992; 2005; McNeill & Duncan, 2000) is a non-modular account which assumes that 
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speech and gestures are inseparable aspects of one communicative intention and 

cannot be considered independently. In contrast, the Sketch model (de Ruiter, 2000) 

and the Interface hypothesis (Kita & Özyürek, 2003) are both modular accounts, building 

on Levelt’s (1989) model of speech production and assuming an additional, separate 

production path for gestures. However, while the Sketch model presupposes no further 

interaction between the two modalities after the initial conceptualization stage, the 

Interface hypothesis assumes a bidirectional interaction also at later production stages, 

based on the finding that speakers’ gestures are also shaped by language-specific 

linguistic features (e.g., Kita & Özyürek, 2003). Regardless of whether one assumes a 

bidirectional interaction of the two modalities or not, findings which suggest that the 

speaker’s communicative intentions shape gesture production and execution, like the 

addressee-based adaptations of gesture frequency and rate, gesture size, or gesture 

position and orientation (e.g., Galati & Brennan, 2014; Holler, Turner & Varcianna, 2013; 

Jacobs & Garnham, 2007; Özyürek, 2002) generally support these accounts. 

From a speaker-oriented, cognitive perspective, gesturing is assumed to facilitate 

speaking and/or to provide the speaker with a cognitive benefit at the level of memory 

or conceptual planning. This cognitive relationship is captured in models like the Lexical 

gesture process model (Krauss et al., 2000), the Gesture as simulated action (GSA) 

framework (Hostetter & Alibali, 2008; 2018) or the Gesture-for-Conceptualization 

Hypothesis (Kita et al., 2017). According to the Lexical gesture process model (Krauss et 

al., 2000), gestures may aid in lexical retrieval via a process of cross-modal priming, i.e., 

visual imagery activates verbal concepts. Evidence for this hypothesis comes from 

research showing that speakers gesture more when they have word finding difficulties 

(e.g., Morsella & Krauss, 1994), and that prohibiting gestures makes speech less fluent 

(e.g., Rauscher, Krauss, & Chen, 1996). In contrast to the Lexical gesture process model, 

the scope of the GSA framework and the Gesture-for-Conceptualization Hypothesis goes 

beyond the single word level. Within the GSA framework (Hostetter & Alibali, 2008; 

2018), it is assumed that gestures originate from visual and motor simulations that 

accompany the speech planning process. Whether a gesture is executed depends on the 

strength of the underlying activation, and on the speaker’s gesture threshold, i.e. the 

likelihood of overtly producing a gesture. Individual differences in cognitive abilities as 

well differences in task demands may affect this gesture threshold, with higher intrinsic 

or extrinsic load leading to a lowering of the gesture threshold and thus higher gesture 

rates. The Gesture-for-Conceptualization Hypothesis (Kita et al., 2017) assumes that 

gestures aid speech production by activating, manipulating, packaging, and exploring 

spatio-motoric information, and that higher cognitive or conceptualization load leads to 
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increased gesticulation. Findings like increased gesture rates under higher cognitive load 

(Melinger & Kita, 2007), or a relationship between lower cognitive abilities and higher 

gesture rates (Chu et al., 2014; Gillespie et al., 2014) thus support these latter two 

accounts. However, all three “cognitive” accounts conceive of gestures as a by-product 

of thinking-for-speaking and attribute no communicative intention to gesture 

production itself.2 

 

1.2.3. Co-speech gesture production in aging  
To date, only a small number of studies has addressed the effects of aging on co-speech 

gesture production and none has taken the context, that is, the communicative setting 

in which gestures were produced, into account. Older adults have been found to 

produce significantly fewer representational gestures than younger adults during 

monologue object (Cohen & Borsoi, 1996), action (Feyereisen & Havard, 1999; 

Theocharopoulou et al., 2015), and spatial descriptions (Arslan & Göksun, 2020) as well 

as when discussing abstract topics (Feyereisen & Havard, 1999). However, no age-

related differences were found during descriptions involving motor imagery (Feyereisen 

& Havard, 1999) or during other, more narrative tasks (daily activity descriptions, story 

completion; Arslan & Göksun, 2020). Thus, there appears to be an age-related change 

in representational co-speech gesture production, however, the contexts in which these 

differences surface and the underlying reasons remain to be investigated further, as we 

will see in the following sections. 

 

Co-speech gesture production in aging: The role of contextual factors 

As stated above, the role of communicative context was hardly investigated in these 

previous studies: in none of these studies a communicative paradigm was used in which 

older adults interacted with a co-present, non-confederate addressee. As the previous 

summary of the communicative functions of gestures indicates, factors like mutual 

visibility between speaker and addressee, addressee feedback and the amount of shared 

knowledge between speaker and addressee greatly influence gesture production, at 

least in younger adults. Thus, the lack of a naïve addressee may have greatly affected 

 
2 Note however that although Hostetter & Alibali’s 2018 GSA framework does not assume a 

communicative intention to be underlying gesture production itself, the model assumes that 

communicative intentions modulate how events are simulated as well as the speaker’s likelihood 

to produce overt gestures, thereby affecting gesture production indirectly. 
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older participants’ communicative intention or motivation and therefore also their co-

speech gesture use.  

 

Co-speech gesture production in aging: The role of cognitive factors 

In contrast to contextual factors, the potential effects of cognitive aging on gesture 

production have been recognized in those previous studies. For example, Arslan and 

Göksun (2020) could relate the observed differences in representational gesture 

frequency in the spatial task to individual differences in mental imagery skills.3 An age-

related decrease in the use of mental imagery thus appears to cause fewer images to be 

expressed in gestures (see also Cohen & Borsoi, 1996). Other proposals, for example, 

that older adults encode information verbally rather than visually and therefore produce 

fewer gestures (Feyereisen & Havard, 1999; Theocharopoulou et al., 2015) do not make 

the underlying mechanisms explicit. However, they also hint at a cognitive cause, 

suggesting that simultaneous speech and gesture production may be too demanding for 

older adults, causing them to focus primarily on the spoken modality.  

Cognitive abilities which may be hypothesized to be involved in the concurrent 

production of speech and co-speech gesture are verbal and visual WM. These two 

abilities have been shown to affect gesture production in younger adults, mainly such 

that lower verbal and visual WM capacities are associated with higher gesture 

frequencies (e.g., Chu et al., 2014; Gillespie et al., 2014; see section 1.2.2.). Yet, Arslan 

and Göksun (2020) could find no association between age-related gestural differences 

on the spatial task and age-related differences in visual WM scores. Hence, while the 

literature on younger adults suggests that certain cognitive abilities affect co-speech 

gesture production in a certain way, the relationship between older adults’ gesture 

production and age-related cognitive changes remains unclear. 

 

Co-speech gesture production in aging: Outstanding questions 

Thus, although previous studies on co-speech gesture production in aging suggest that 

there may be systematic differences between older and younger adults at least in certain 

domains, several questions remain: Do the previous findings on age-related differences 

in gesture production generalize to more communicative settings? How is older adults’ 

co-speech gesture production affected by the communicative needs of an addressee? 

How does the nature of the communicative task, for example, a narrative vs. a spatial 

 
3 Interestingly, the use of verbal spatial language remained unaffected by aging or mental 

imagery skills (Arslan & Göksun, 2020). 
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task, influence older adults’ multimodal language production? Finally, whether and how 

do age-related cognitive changes affect gesture production? By exploring these 

questions, I aim to not only gain a more ecologically grounded understanding of older 

adults’ communicative competences in interactive settings, but also to contribute to 

theoretical accounts of co-speech gesture production with respect to the 

communicative and cognitive functions of gestures and ultimately also the relationship 

between speech and co-speech gestures during language production itself. In chapters 

2 and 3 of this thesis, I present two experimental studies designed to address these 

questions (see section 1.3. for details). 

 

1.2.4. Co-speech gesture comprehension in younger adults 
Let us now turn to co-speech gesture comprehension. So far, I have assumed that one 

of the functions of co-speech gestures is to communicate. That is, speakers use gestures 

in addition to speech with the intention to convey relevant information to their 

addressee. However, the communicative value of co-speech gestures obviously depends 

not only on the speaker's communicative intentions, but crucially also on the 

addressee's ability to perceive and process gestures and to integrate the meaning 

conveyed by these gestures with that conveyed by speech in order to gain a full 

understanding of the speaker’s intended message. And indeed, ample behavioral 

research with younger adults convincingly shows that addressees process and integrate 

the meaning conveyed via the two modalities during language comprehension, and that 

they interpret speech in the context of co-speech gestures and vice versa (e.g. Kelly, 

Healey, Özyürek, & Holler 2015; Kelly et al., 2010; see Kelly, 2017, for a recent review of 

the integration of speech and co-speech gesture). For example, listeners pick up 

important pragmatic and semantic information that is not present in the speech signal 

and combine it with speech to form an integral interpretation of the speaker’s utterance 

(Kelly, Barr, Church, & Lynch, 1999). Furthermore, neurocognitive studies indicate that 

speech and co-speech gestures are processed and integrated simultaneously during 

language comprehension (e.g. Drijvers & Özyürek, 2018; Holle & Gunter, 2007; 

Obermeier, Holle, & Gunter, 2011; Kelly, Kravitz, & Hopkins, 2004; Özyürek, Willems, 

Kita, & Hagoort, 2007; Wu & Coulson, 2007, 2010), and the processing appears to occur 

in overlapping brain regions (Straube et al., 2012; Willems, Özyürek, & Hagoort, 2007; 

see Özyürek, 2014 for a review). 
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Co-speech gesture comprehension in younger adults: The role of contextual factors 
However, as for co-speech gesture production, the context in which gestures are 

perceived plays an important role for gesture comprehension and gesture-speech 

integration. Especially when speech comprehension is hard, gestures can provide the 

listener/observer with a clear communicative benefit, reminiscent of the beneficial 

effects of visible speech on older (and younger) adults’ speech comprehension in noise 

(see section 1.1.2.). For example, Drijvers and Özyürek (2017) showed that seeing  

co-speech gestures significantly improves the comprehension of a degraded speech 

signal in younger listeners. Importantly, listeners also integrate the semantic information 

expressed by gestures with the phonological information available from visible speech. 

In fact, these two visual signals combined provide listeners with a significantly larger 

benefit than either signal on its own. Furthermore, adverse listening conditions may also 

boost the reliance on gestures as a valuable source of visual information: In an ERP study, 

Obermeier, Dolk, and Gunter (2012) found significant effects of speech-gesture 

integration only under adverse listening conditions, that is, either when speech was 

presented in babble noise to normal hearing younger adults, or when speech was 

presented to hearing-impaired younger adults. To summarize, younger adults’ 

comprehension and integration of co-speech gestures is affected by contextual factors 

like adverse listening conditions or the availability of visible speech. 

 

Co-speech gesture comprehension in younger adults: The role of cognitive factors 

Surprisingly, unlike for gesture production, to date little research has been dedicated to 

the role of cognitive abilities in the speech-gesture integration and comprehension 

process, potentially because it appears to happen effortlessly. Although a considerable 

amount of studies has addressed the neural correlates of speech – co-speech gesture 

processing and integration (e.g., Özyürek, 2014, 2018; Kelly, 2017 for overviews), 

individual cognitive abilities involved in these processes have received limited attention. 

It is reasonable to assume that the simultaneous perception, processing, integration and 

interpretation of auditory and visual information requires cognitive resources. Obvious 

candidates would be verbal and/or visual WM. Wu and Coulson (2014) formulated the 

verbal resources hypothesis, according to which speech – gesture integration primarily 

recruits the verbal WM system and the visual resources hypothesis, which states that the 

integration process depends largely on the visuo-spatial WM system. Limited evidence 

has been found for the visual resources hypothesis, such that individuals with greater 

visual (but not verbal) WM capacity show greater sensitivity to gesture-speech 

congruence than individuals with lower visual WM capacity, suggesting that visuo-spatial 
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resources are indeed relevant to some aspect of gestural processing (Wu & Coulson, 

2014, however, see also Coulson & Wu, 2019). Yet, more research is needed to further 

explore the relationship between individual cognitive abilities and co-speech gesture – 

speech processing and integration. 

 

Theoretical accounts of co-speech gesture comprehension 

Based on the apparently effortless perception and integration of speech and co-speech 

gestures and the finding that in addition to a bidirectional influence between speech and 

gestures during language comprehension, listeners cannot ignore gestural information 

even if this is detrimental to their ability to fulfill a given task, Kelly et al. (2010) 

formulated the Integrated systems hypothesis. This hypothesis assumes that speech and 

gesture mutually interact during language comprehension, and this interaction is 

obligatory and automatic, i.e. not subject to conscious control or dependent on 

additional cognitive resources (see also Kelly, Creigh, and Bartolotti, 2010). However, in 

recent years, several factors have been identified that modulate the semantic 

integration of gestures with speech, e.g., the perceived intentionality underlying the 

coupling of speech and gesture (Kelly, Ward, Creigh, & Bartolotti, 2007), the temporal 

synchrony of speech – gesture onset (Habets, Kita, Shao, Özyürek, & Hagoort, 2011), the 

presence of background noise (Obermeier et al., 2012), addressee status (Holler, 

Schubotz, Kelly, Hagoort, Schütze, & Özyürek, 2014; Holler, Kokal, Toni, Hagoort, Kelly, 

& Özyürek, 2015), or visual WM capacity (Wu & Coulson, 2014), thereby challenging 

Kelly et al.’s (2010) claim about the obligatory and automatic nature of this process (see 

Kelly, 2017, for a recent review of the integration of speech and co-speech gesture). A 

comprehensive account, that incorporates the influence of these different factors on 

speech – gesture integration and comprehension is yet to be formulated. Similarly, as 

already stated in the previous section, an explicit role for different cognitive abilities 

involved in speech – co-speech gesture perception, integration, and comprehension 

remains to be investigated more fully. 

 

1.2.5. Co-speech gesture comprehension in aging  
As summarized in section 1.1.2., older adults are often faced with increasing speech 

comprehension difficulties due to cognitive and sensory changes, especially under 

adverse listening conditions (e.g., Thornton & Light, 2006; Sommers & Phelps, 2016).  

It appears that these difficulties extend to the gestural modality: older adults were found 

to benefit less than younger adults from co-speech gestures in addition to visible speech 

under adverse listening conditions (speeded speech, Thompson, 1995; dichotic 
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shadowing, Thompson & Guzman, 1999). Moreover, even under ideal listening 

conditions, older adults were less likely to integrate the meaning expressed in co-speech 

gestures with that expressed in speech, even though there were no age-related 

differences either in speech-only comprehension or gesture-only interpretation (Cocks 

et al., 2011). 

 

Co-speech gesture comprehension in aging: The role of contextual factors 

Due to the relative scarcity of research on the subject, the role that the context in which 

gestures are perceived plays for older adults’ gesture comprehension is difficult to 

assess. Yet, there are two issues which may have affected older adults’ co-speech 

gesture integration/comprehension in previous research. In the clear speech task used 

by Cocks et al. (2011), one obvious drawback was that the speaker’s face was covered. 

This somewhat artificial presentation of stimulus materials (though common practice in 

the gesture literature) may have affected older adults’ inclination to integrate the 

spoken with the gestural message. In the studies by Thompson (1995) and Thompson 

and Guzman (1999), the speaker’s face was visible, and hence also the speaker’s 

articulatory lip movements (visible speech). However, the conditions used to test older 

adults’ ability to benefit from co-speech gestures may have been too challenging (very 

fast speech rates, dichotic shadowing) such that they might not have captured older 

adults’ true ability to comprehend or benefit from gestures.  

 

Co-speech gesture comprehension in aging: The role of cognitive factors 

Rather than to the context in which gestures were perceived, the observed age-related 

differences in speech-gesture integration have been attributed to age-related WM 

limitations. Cocks et al. (2011) proposed that the integration of speech and co-speech 

gestures requires WM capacity in order to store and update intermediate results of the 

interpretation process. Older adults’ WM resources may have been consumed with 

speech processing operations, leaving insufficient resources for gesture comprehension 

and integration, an interpretation also advanced by Thompson (1995). However, it is 

worth pointing out that no direct relationship between age-related differences in 

cognitive functioning, either verbal or visual WM, and gesture comprehension or the 

ability to benefit from gestures were established, or even investigated. 

 

Co-speech gesture comprehension in aging: Outstanding questions 

As summarized above, previous research on co-speech gesture comprehension in aging 

is relatively unanimous in the conclusion that age-related WM deficits prevent older 
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adults from processing and exploiting co-speech gestures to the same extent as younger 

adults do. Yet, a number of questions remain: How is older adults’ ability to comprehend 

and benefit from co-speech gestures affected when the speech signal is embedded in 

noise, a context in which younger adults have been shown to benefit greatly from 

additional gestural information? Are older adults able to integrate the semantic 

information conveyed by gestures with the phonological information conveyed by visible 

speech to maximally enhance their speech comprehension, like younger adults do? 

Recall that visible speech is a visual signal that older adults have been shown to benefit 

from when presented with SiN. Finally, how do age-related changes in cognitive 

functioning affect the comprehension of communicative co-speech gestures? By 

addressing these questions, I aim to gain a more ecologically grounded understanding 

of older adults’ language comprehension and at the same time to contribute to accounts 

of speech – co-speech gesture processing and integration, in particular the involvement 

of cognitive abilities in these processes. In chapter 4 of this thesis, I present an 

experimental study designed to address these questions (see the following section for 

details). 

 

1.3. The present thesis 
The aim of the research presented in this thesis was to investigate how aging and age-

associated changes in cognitive functioning modulate the production and 

comprehension of speech and co-speech gestures in different communicative contexts. 

As the literature summary in this chapter has shown, we are currently faced with several 

gaps in our understanding of the multimodal communicative competences of older 

adults as well as the potential role that cognitive aging may play in this respect. In 

particular, it is presently unclear whether and how older adults use co-speech gestures 

in face-to-face communication, and whether they adapt their gesture use according to 

an addressee’s communicative needs. Similarly, it is unclear whether older adults can 

exploit the information conveyed in the gestural modality to improve their language 

comprehension, in particular when comprehension is difficult due to background noise. 

While previous research suggests that there are systematic differences between 

younger and older adults in both gesture production and comprehension, it remains 

unclear what the effects of the communicative context on the one hand and of age-

related cognitive changes on the other hand are on the production and comprehension 

of multimodal utterances. 

I will address these issues – and try to fill some of the current gaps – by placing older 

and younger adults into different communicative contexts which have been employed 
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in previous investigations of younger adults’ co-speech gesture use and/or previous 

investigations of older adults’ spoken language comprehension, as summarized above. 

In doing so, I will apply two concepts of “communicative context”: personal and 

incremental common ground in language production, and the presence of background 

noise in language comprehension. Evidently, common ground and background noise are 

two fundamentally different types of conversational context. Yet, both are highly 

relevant in successful language use and therefore provide suitable environments for 

investigating older adults’ communicative use of co-speech gestures.4 The novelty of the 

approach used in this thesis is that it combines these contextual factors with the 

assessment of individual differences in cognitive abilities in trying to understand age-

related changes in multimodal language use. In this way, I aim to contribute not only to 

our understanding of multimodal language use in older versus younger adults, but also 

to theoretical models on the influence of contextual and cognitive factors on multimodal 

language production and comprehension in general. 

 

1.3.1. General research questions and hypotheses 
The questions that guided the research presented here were the following: Is older 

adults’ co-speech gesture production and comprehension affected by the context in 

which language is produced and perceived and if so, how? Specifically, how does the 

presence or absence of common ground with an addressee affect language production? 

How does background noise affect the ability to benefit from co-speech gestures during 

language comprehension? Finally, how do age-related changes in cognitive functions 

affect the production and the comprehension of multimodal utterances? 

In order to address these questions, I designed three experimental studies, reported 

in the empirical chapters of this thesis. In the first two studies, I investigated older adults’ 

 
4 Common ground-based recipient design is a pervasive feature of daily language use. As 

pointed out above, it is currently unclear whether older adults can and do adapt their multimodal 

utterances to the same extent as younger adults. It is similarly unclear whether and how common 

ground-based recipient design affects older adults’ language comprehension. While there is 

some previous work on the role of common ground and recipient design for language 

comprehension in younger adults (e.g., Brown-Schmidt, 2009; Clark & Carlson, 1981; Fussell & 

Krauss, 1989; Keysar, Barr, Balin, & Paek, 1998), this is to date limited to the spoken modality. 

Older adults’ comprehension of multimodal common ground-based recipient design is certainly 

worthy of future investigations. However, for the present thesis, I decided to focus on 

background noise as a contextual factor, primarily, because background noise has been shown 

to severely affect older adults’ ability to comprehend language. 



CHAPTER 1 

 30 

communicative co-speech gesture production using a narrative and a spatial task, 

manipulating the amount and the type of mutually shared knowledge, or common 

ground, between participants. In the third study, I investigated older adults’ 

communicative gesture comprehension, specifically their ability to benefit from  

co-speech gestures in addition to visible speech when trying to understand speech 

embedded in background noise.  

For the studies investigating co-speech gesture production, I expected older adults 

to show less evidence of verbal and importantly also gestural common ground-based 

recipient design than younger adults, based on previous findings in the spoken modality 

(Horton & Spieler, 2007; Hupet et al., 1993; Lysander & Horton, 2012; Saryazdi et al., 

2019). In terms of the effects of (cognitive) aging on gesture production more generally, 

I considered two possible outcomes: Due to age-related cognitive limitations, older 

adults might rely relatively more on gestures. As the literature summary in this chapter 

has illustrated, previous research with younger adults suggests that producing co-

speech gestures supports language production (e.g., Kita et al., 2017; Krauss et al., 2000; 

Melinger & Kita, 2007), therefore, older adults might gesture more relative to younger 

adults to compensate for age-related language deficits (for a similar view of gesture as 

a compensatory tool for limited cognitive abilities, see also Özer & Göksun, 2020). 

Alternatively, older adults might rely relatively less on gestures, due to age-related 

cognitive limitations. Previous literature suggests that the production of communicative 

gestures may be cognitively costly (e.g., Mol et al., 2009), or that age-related changes in 

the use of mental imagery negatively affect older adults’ gesture production (Arslan & 

Göksun, 2020; Cohen & Borsoi, 1996). Therefore, older adults might focus on spoken 

language and avoid the extra production demands of an additional modality, i.e., they 

may gesture less relative to younger adults during language production (see also 

Theocharopoulou et al., 2015), at least in tasks involving the use of mental imagery 

(Arslan & Göksun, 2020, but cf. Feyereisen & Havard, 1999). 

For the study on gesture comprehension, I similarly considered two possible 

outcomes for the effects of (cognitive) aging: Older adults may rely more on gestures 

relative to younger adults, as previous research has shown that perceiving co-speech 

gestures can support language comprehension (e.g., Drijvers & Özyürek, 2017). 

Particularly in contexts which are known to put older adults at a disadvantage, like 

speech embedded in background noise (e.g., Thornton & Light, 2006; Sommers & 

Phelps, 2016), older adults may therefore show a greater benefit from additional 

gestural information relative to younger adults during language comprehension. 

Alternatively, older adults might rely relatively less on gestures during language 
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comprehension. Previous research suggests that the processing and/or integration of an 

additional, gestural modality may actually be cognitively costly (e.g., Cocks et al., 2011), 

therefore, older adults may receive a smaller benefit from additional gestural 

information relative to younger adults during language comprehension (see also 

Thompson, 1995; Thompson & Guzman, 1999). 

The novelty of the approach used here is that I systematically investigate the 

interplay of contextual and cognitive factors in older adults’ multimodal language use. 

Considering and identifying the contextual factors which potentially modulate the 

effects of cognitive factors is crucial, since aging and age-related changes in cognitive 

functioning can be hypothesized to affect co-speech gesture production and 

comprehension in such opposite ways. 

When investigating age-related behavioral changes, there is the methodological risk 

of attributing any differences in gesture production or comprehension to age-related 

cognitive changes. I aim to avoid this risk by assessing cognitive abilities independently 

of the gesture production/comprehension tasks and using the resulting cognitive 

measures as predictors for the behavioral measures I obtain. In this way, for each 

individual cognitive construct, it is possible to test whether it has an effect on a certain 

outcome variable, and what the direction of this effect is. Moreover, effects of cognitive 

and contextual factors will not be confounded, as would be the case if I used a secondary 

task, such as an additional memory task, or adjusted the communicative task in order to 

manipulate cognitive load.  

 

1.3.2. Overview of chapters 
In the first part of this thesis, the focus is on speech and co-speech gesture production 

in face-to-face communication (Chapters 2 and 3). Here, I collected video data from 32 

younger adults (aged 21 to 30 years) and 32 older adults (aged 64 to 73 years), using 

one narrative and one spatial task designed to test whether and how aging and cognitive 

factors influence a speaker’s ability to adapt multimodal utterances according to the 

communicative needs of a naïve addressee. The same participants took part in both 

production experiments, the order in which the two tasks were administered was 

counterbalanced across the participants. The second part of this thesis focuses on 

speech and co-speech gesture comprehension (Chapter 4). Here, I report a study in 

which I investigated the effects of aging and cognitive factors on the ability to benefit 

from co-speech gestures in a word recognition task, recording response accuracies and 

response latencies. Twenty-eight younger adults (aged 20 to 26 years) and 28 older 

adults (aged 60 to 80 years) took part in this study. None of the participants had 
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previously participated in the production experiments. Below, the objectives and 

predictions for each experimental chapter are summarized. 

 

Chapter 2 investigates the effects of aging and cognitive factors on the ability to 

adapt speech and co-speech gestures according to mutually shared knowledge with an 

addressee in a narrative task that involved retelling short comic strips. Common ground 

was established at the outset of the interaction by showing both participants one half of 

the story, while only one participant (the speaker) would also see the other half of the 

story. I thus employed a form of personal common ground (Clark, 1996), in which some 

knowledge with respect to the stories was mutually shared between both participants. 

Previous research shows that younger adults typically adapt their usage of both 

modalities in similar settings, by reducing the amount of information they express in 

either one or both of the two modalities in the presence of shared knowledge (e.g., 

Galati & Brennan, 2010; 2014; Gerwing & Bavelas, 2004; Hilliard & Cook, 2015; Holler & 

Stevens, 2007; Parrill, 2010). However, this process of addressee-based adaptation may 

be cognitively costly and therefore affected by cognitive aging (e.g., Horton & Spieler, 

2007; Mol et al., 2009). I expected that compared to younger adults, older adults would 

show less evidence of addressee-based adaptations in their use of speech and crucially 

also co-speech gestures (e.g., Horten & Spieler, 2007; Hupet et al., 1993; Lysander & 

Horton, 2012). Furthermore, I hypothesized that the ability to adapt speech and gesture 

to mutually shared knowledge might be predicted by age-related differences in verbal 

WM and inhibitory control (e.g., Wardlow, 2013; Healey & Grossmann, 2016; Long et al., 

2018). Furthermore, gesture production more generally might be influenced by age-

related differences in cognitive abilities, specifically verbal and visual WM and semantic 

fluency, such that lower cognitive abilities might lead to higher gesture rates (e.g., Chu 

et al., 2014; Gillespie et al., 2014). 

 

Chapter 3 similarly investigates the effects of aging and cognitive factors on 

addressee-based adaptations of speech and co-speech gestures, using a spatial task that 

involved giving instructions on how to assemble 3D-models from building blocks in order 

to examine whether the findings from the narrative task extend to other communicative 

contexts. The spatial task presumably relied more strongly on visual and motor imagery 

than the narrative task, which may affect older adults’ speech and crucially co-speech 

gesture use differently (e.g, Arslan & Göksun, 2020; Feyereisen & Havard, 1999). 

Common ground was established at the outset of the interaction and additionally 

accrued in the course of the experiment (i.e., incremental common ground, Clark, 1996). 
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As in the narration experiment described in Chapter 2, I expected older adults to show 

less evidence of addressee-based adaptations than younger adults, in speech and in 

gestures. Furthermore, I tested the possibility that both the ability to adapt speech and 

gesture to mutually shared knowledge, as well as gesture production more generally, 

might be influenced by age-related differences in cognitive abilities, specifically verbal 

and visual WM, inhibitory control, and semantic fluency. 

 

In the study presented in Chapter 4, I investigated the effects of aging and cognitive 

abilities on the comprehension of SiN perceived in the presence of visible speech and 

iconic co-speech gestures. Previous research shows that older adults’ comprehension of 

SiN benefits from visible speech, while younger adults’ comprehension of degraded 

speech benefits most when both visible speech and iconic co-speech gestures are 

present (Drijvers & Özyürek, 2017; Drijvers, Özyürek, & Jensen, 2018). My aim was 

therefore to test whether older adults, too, could benefit from the visual semantic 

information conveyed by co-speech gestures in addition to the phonological information 

conveyed by visible speech. I used a single word recognition task in which the speech 

signal was presented either in clear conditions or against a background of multi-talker 

babble noise, and the acoustic signal was accompanied by neither visible speech nor  

co-speech gestures, by visible speech, or by both visible and co-speech gestures. Two 

possible outcomes were considered: a greater reliance on semantic context in older 

adults (e.g. Pichora-Fuller et al., 1995) might result in a larger gestural benefit as 

compared to younger adults; conversely, difficulties with speech-gesture integration, 

potentially caused by age-related WM limitations (Cocks et al., 2011; Thompson, 1995) 

might result in a smaller gestural benefit. In my analyses, I controlled for the possibility 

that the capacity to benefit from co-speech gestures was modulated by individual 

differences in hearing acuity, verbal and visual WM, and inhibitory control. 

 

Chapter 5 of this thesis consists of a summary of the individual results of each 

empirical chapter, followed by a general discussion and suggestions for further research. 

 

Finally, I would like to remark that the chapters presented in this thesis are based on 

articles as submitted to peer-reviewed journals and underwent only minor editing prior 

to inclusion in this thesis. Each chapter presents a self-contained text. I ask the reader 

to kindly excuse inevitable repetitions of key concepts and literature that occur across 

the individual chapters of this thesis. 
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Abstract 
Speakers can adapt their speech and co-speech gestures based on knowledge shared 

with an addressee (common ground-based recipient design). Here, we investigate 

whether these adaptations are modulated by the speaker’s age and cognitive abilities. 

Younger and older participants narrated six short comic stories to a same-aged 

addressee. Half of each story was known to both participants, the other half only to the 

speaker. The two age groups did not differ in terms of the number of words and narrative 

events mentioned per narration, or in terms of gesture frequency, gesture rate, or 

percentage of events expressed multimodally. However, only the younger participants 

reduced the amount of verbal and gestural information when narrating mutually known 

as opposed to novel story content. Age-related differences in cognitive abilities did not 

predict these differences in common ground-based recipient design. The older 

participants’ communicative behavior may therefore also reflect differences in social or 

pragmatic goals. 
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2.1. Introduction 
In spite of a growing literature on language and aging, little is known about the language 

use of older adults in face-to-face interactions (for comprehensive overviews see e.g. 

Abrams & Farrell, 2011; Thornton & Light, 2006). This lack of knowledge extends to older 

adults’ use of the gestural modality, a core component of language use in face-to-face 

settings (Bavelas & Chovil, 2000; Clark, 1996; Kendon, 2004; McNeill, 1992). Considering 

the prominence of face-to-face interaction in every-day language use, we are thus faced 

with a serious gap in our understanding of the communicative competencies of older 

adults as well as the potential role that age-related cognitive changes may play in this 

respect. 

Language used in interaction is produced and tailored for an addressee, shaped by a 

process called recipient design (Sacks, Schegloff, & Jefferson, 1974) or audience design 

(Clark & Murphy, 1983). Recipient design is based on an addressee’s communicative 

needs and affects the way in which language users both speak and gesture for others 

(e.g. Campisi & Özyürek, 2013; de Ruiter, Bangerter, & Dings, 2012; Galati & Brennan, 

2014; Hoetjes, Koolen, Goudbeek, Krahmer, & Swerts, 2015; Holler & Stevens, 2007; 

Holler & Wilkin, 2009). Taking an addressee’s perspective into account and designing 

one’s utterances accordingly may be a cognitively demanding process (e.g. Horton & 

Gerrig, 2005; Horton & Spieler, 2007; Long, Horton, Rohde, & Sorace, 2018; Wardlow, 

2013). Considering that healthy human aging is frequently associated with changes in 

cognitive functioning (Salthouse, 1991), systematic age-related changes in multimodal 

recipient design may be expected. However, although previous studies have 

investigated older adults’ recipient design in speech, as well as their gesture production 

in general, these two issues have not yet been brought together. It is currently unclear 

whether, and if so, how older adults use their multiple communicative channels when 

designing utterances for others and which role general cognitive abilities play in this 

process. In order to address these issues, we compared younger and older adults' speech 

and gesture use in a narrative task that required the addressee-based adaptation of 

utterances, taking cognitive abilities as a potential modulating factor into account.  

 

2.1.1. Multimodal recipient design in younger and older adults 

Verbal recipient design 

The ability to engage in recipient design is frequently investigated by manipulating the 

amount of common ground between conversational partners, defined as the knowledge, 

beliefs and assumptions that conversational partners believe to be mutually shared and 
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that require the appropriate adaptation of utterances (Clark, 1996). Generally, the larger 

the common ground, i.e. the more information conversational partners mutually share, 

the less they put into words. This is characterized, for example, by shorter utterances, 

less complex syntax, or less informational content (e.g. Fussel & Krauss, 1992; Galati & 

Brennan, 2010; Isaacs & Clark, 1987). Older adults’ ability to engage in recipient design 

based on common ground has previously been compared to that of younger adults using 

referential communication tasks. Here, participants are required to establish mutual 

reference to a limited set of objects over the course of several trials, thereby gradually 

increasing the amount of common ground (Horton & Spieler, 2007; Hupet, Chantraine, 

& Nef, 1993; Lysander & Horton, 2012). The results of these studies have shown that 

younger adults’ interactions become increasingly more efficient, indicated by shorter 

utterances and task-completion times on later compared to earlier trials. Older adults, 

on the other hand, are less efficient than younger adults, indicated by longer utterances, 

longer task-completion times, and more errors. It thus appears that compared to 

younger adults, older adults are less successful at interactively designing their 

utterances for others. 

 

The role of cognitive abilities in verbal recipient design   

Horton and Spieler (2007) suggest that older adults’ inferior performance on these 

referential communication tasks may be due to age-related cognitive limitations, 

specifically difficulties in retrieving partner-specific information from memory (see also 

Horton & Gerrig, 2005). Additionally, there are indications that working memory may 

play a role in recipient design: Work on visual perspective-taking abilities in younger 

(Wardlow, 2013) and older adults (Healey & Grossmann, 2016) suggests that working 

memory plays a significant role when speakers are required to take an addressee’s visual 

perspective into account while formulating their utterances. Older adults perform more 

poorly on these tasks. Recipient design in conversation similarly requires the awareness 

that the addressee’s perspective may differ from one’s own, as well as the ability to 

incorporate this knowledge during online language processing (see e.g. Brennan, Galati, 

& Kuhlen, 2010), and should therefore also rely on working memory.  

In addition to memory functions, inhibitory control has also been proposed to play a 

role in verbal recipient design. Hupet et al. (1993) speculate that deficits in inhibitory 

control could cause older adults to have difficulties inhibiting irrelevant, egocentric 

information from entering memory (see also Hasher and Zacks, 1988), which may 

explain why they have difficulties with partner-specific adaptations in dialogue. 

Furthermore, inhibitory control or executive function has also been related to 
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perspective-taking abilities in younger (Wardlow, 2013) and older adults (Long et al., 

2018). Thus, inhibitory control may be underlying the ability to inhibit one’s own, 

egocentric perspective in favour of the addressee’s, another crucial component of 

successful verbal recipient design (Brennan et al., 2010; Keysar, Barr, & Horton, 1998; 

see also Brown-Schmidt, 2009, for the role of executive function in perspective-taking 

during language comprehension). 

Both working memory and inhibitory control are assumed to decline in healthy aging 

(Hasher, Lustig, & Zacks, 2007; Hasher & Zacks, 1988; Salthouse, 1991; but see 

Verhaeghen, 2011, for a more critical examination of the role of executive functions in 

age-related cognitive change). One of the aims of the current study was therefore to 

establish whether these factors contribute to the behavioral differences in verbal 

recipient design previously observed in younger vs. older adults.  

 

Multimodal recipient design 

Most of the studies described above do not consider the multimodal character of face-

to-face language use.5 Yet, information conveyed visually is essential to face-to-face 

interaction. Especially representational co-speech gestures, i.e. “gestures that represent 

some aspect of the content of speech” (Alibali, Heath, & Myers, 2001, p. 172), contribute 

crucially to the meaning of a message. For example, speakers can use their hands to 

indicate the size or shape of an object, to depict specific aspects of an action, or to 

spatially locate referents that they mention in their speech by pointing. There is a close 

semantic and temporal alignment between representational co-speech gestures and the 

speech they accompany (McNeill, 1992; Kendon, 2004; see Özyürek, 2017, for a recent 

review). However, rather than being fully redundant, gestures often depict information 

that semantically adds to and complements what is being said (Holler & Beattie, 2003a, 

2003b; Rowbotham, Holler, Wearden, & Lloyd, 2016). Moreover, like spoken utterances, 

co-speech gesture use is sensitive to social context variables. For example, 

representational gesture rate (e.g. the number of gestures produced per 100 words) is 

modulated by the visibility between speaker and addressee (e.g. Alibali et al., 2001; 

Bavelas, Kenwood, Johnson, & Phillips, 2002; Mol, Krahmer, Maes, & Swerts, 2011), as 

well as by dialogic interaction (e.g. Bavelas, Gerwing, Sutton, & Provost, 2008). 

Addressee location and feedback influence how gestures represent semantic 

information (Holler & Wilkin, 2011; Kuhlen, Galati, & Brennan, 2012; Özyürek, 2002) and 

how frequently gestures occur in relation to speech (Jacobs & Garnham, 2007). Hence, 

 
5 With the exception of Lysander and Horton (2012), who take eye-gaze into consideration. 
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for a fuller understanding of older adults’ ability to communicate with others, it is 

necessary to take information conveyed in the gestural modality into account. 

Research with younger adults shows that common ground appears to affect speech 

and gesture in similar ways. In the presence of mutually shared knowledge, when 

common ground is assumed, gestures often become less informative (e.g. Gerwing & 

Bavelas, 2004; Hilliard & Cook, 2015; Holler & Stevens, 2007; Parrill, 2010), and/or less 

frequent, at least in absolute terms. In relative terms, this means that, most commonly, 

speech and gesture reduce to a comparable degree so that gesture rate does not differ 

in the presence or absence of mutually shared knowledge (e.g., Campisi & Özyürek, 

2013; de Ruiter et al., 2012, Galati & Brennan, 2014; Hilliard & Cook, 2015; Hoetjes et 

al., 2015).6 This is in line with the notion that the two modalities operate as a single, 

integrated system (Kita & Özyürek, 2003; McNeill, 1992; So, Kita, & Goldin-Meadow, 

2009), and that this speech-gesture system operates in a coordinated and flexible 

manner, in response to current communicative demands (e.g., Kendon, 1985; 2004). It 

is currently unclear however, whether the speech-gesture system is equally flexible in 

older adults, particularly when designing utterances for others. The present study will 

address this issue. In doing so, we also take into account the role of cognitive abilities, 

as there are indications that gesture production is closely tied to cognitive functions. 

 

The role of cognitive abilities in multimodal utterances and recipient design 

Previous research has shown close ties between general cognitive abilities and gesture 

production. In order to understand whether and how older adults adapt their 

multimodal utterances to an addressee’s needs, we therefore also have to take the 

cognitive functions of gestures into account.  

Generally speaking, gesturing is assumed to provide the speaker with a cognitive 

benefit. Co-speech gestures may aid the speaker in the speech planning process, e.g. in 

conceptual planning (Hostetter, Alibali, & Kita, 2007; Kita & Davies, 2009; Mehlinger & 

Kita, 2007), or by lightening cognitive load more generally, i.e. freeing up cognitive 

resources during speaking (Goldin-Meadow, Nusbaum, Kelly, & Wagner, 2001; Wagner 

Cook, Yip, & Goldin-Meadow, 2012). Limited cognitive abilities lead to an increase in 

 
6 Note, however, that the proportional relation of speech and gesture, expressed in measures 

of relative frequency, such as gesture rate (e.g. the number of gestures per 100 words), may vary 

considerably, depending on whether the two modalities are reduced to the same extent, or 

whether the reduction in one modality is stronger than in the other; for a detailed discussion of 

this issue see Holler and Bavelas (2017). 

 



MULTIMODAL RECIPIENT DESIGN IN A NARRATIVE TASK 

 

 41 

gesture frequency, e.g. lower visual working memory (Chu, Meyer, Foulkes, & Kita, 

2014), lower verbal working memory (Gillespie, James, Federmeier, & Watson, 2014), or 

lower phonemic fluency in combination with higher spatial skills (Hostetter & Alibali, 

2007). Although differences in the tasks used to assess cognitive functioning and to elicit 

gestures make the individual studies difficult to compare, the results can be interpreted 

as further support for gesticulation as a compensatory mechanism for individuals’ 

weaker cognitive abilities. 

Based on the supposed cognitive benefit of gesticulation and the generally assumed 

age-related declines in working memory and other cognitive functions (Salthouse, 1991), 

one might expect older adults to gesture more than younger adults. However, the 

general observation is that older adults produce fewer representational co-speech 

gestures. This has been found for tasks including object (Cohen and Borsoi, 1996) or 

action descriptions (Feyereisen & Havard, 1999; Theocharopoulou, Cocks, Pring, & 

Dipper, 2015). Feyereisen and Havard (1999) propose that the observed difference may 

be due to different speech styles, arguing that there may be a “trade-off between 

richness of verbal and gestural responses” (p. 169) causing older adults to produce fewer 

representational gestures when facing the task of speaking and gesturing concurrently. 

Similarly, Theocharopoulou et al. (2015) suggest that older participants encode 

information verbally rather than visually, resulting in more verbal elaboration and fewer 

gestures. These findings suggest an age-related shift in the speech-gesture system, with 

older adults relying relatively more on speech than on gestures.   

However, none of these studies used a communicative paradigm in which older 

speakers interacted with co-present, non-confederate addressees, a factor that can 

significantly affect communicative behavior (e.g. Kuhlen & Brennan, 2013). Thus, 

whether older adults' decrease in gesture production also manifests itself in contexts 

where there is a real addressee present and to what extent older adults can then adapt 

their gestures to the needs of their addressees – given that recipient design itself might 

be a cognitively demanding task – remains unknown. 

 

2.1.2. The present study 
The main goals of our research are therefore to find out whether, and if so how, younger 

and older adults differ in their use of speech and co-speech gestures when interacting 

with an addressee, i.e., whether they adapt their utterances to mutually shared 

knowledge between speaker and addressee, and whether differences in addressee-

based adaptations may be related to differences in cognitive abilities. 
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In order to address these issues, we designed a narration task in which a primary 

participant (the speaker) narrated six short comic strips to a secondary participant (the 

addressee), manipulating whether story content was shared (common ground or CG) or 

not (no common ground or no-CG) between participants. We thus induced a form of 

personal common ground (Clark, 1996), in which the mutually shared knowledge existed 

from the outset of the interactions rather than building up incrementally (as in e.g. 

Horton and Spieler, 2007; Hupet et al., 1993, or Lysander and Horton, 2012). 

As for cognitive abilities, we assessed speakers’ verbal and visual working memory 

(verbal and visual WM) as well as inhibitory control and semantic fluency. As 

summarized above, verbal WM and inhibitory control have previously been related to 

verbal recipient design (Long et al., 2018; Wardlow, 2013; Hupet et al., 1993). 

Furthermore, verbal and visual WM have been found to be related to gesticulation in 

general (e.g. Chu et al., 2014 for visual WM; Gillespie et al., 2014 for verbal WM). Finally, 

we assessed semantic fluency as an indicator of word finding difficulties, which are 

thought to increase with increasing age (e.g. Bortfeld, Leon, Bloom, Schober, & Brennan, 

2001; Burke, MacKay, Worthley, & Wade, 1991), and may be related to gesticulation 

(Rauscher, Krauss, & Chen, 1996).  

Our main dependent variables were the speech-based measures ‘number of words’ 

and ‘number of narrative events per narration’, and the gesture-based measures 

‘gesture rate per 100 words’ as well as the ‘percentage of narrative events accompanied 

by a gesture’ (or multimodal events). We included both speech-based measures in our 

analysis, as word counts are a global measure of narration length, while number of 

narrative events serves as a better approximation of the amount of information 

contained in the narration. Similarly, gesture rate per 100 words globally captures a 

speaker’s relative weighting of gestures to speech, normalizing for differences in 

narration length (e.g. Alibali et al., 2001), whereas the percentage of multimodal events 

is a closer approximation of the amount of semantic information contained in gesture 

relative to that contained in speech.  

In addition, we coded speakers’ explicit references to common ground, as this can 

provide a further indication of their awareness of mutually shared knowledge. Also, we 

coded the addressees’ verbal and non-verbal feedback in order to control for the 

possibility that any age-related differences in the speakers’ behavior might be 

attributable to systematic age-related differences in addressee behavior. 

In line with previous findings, we expected an effect of our common ground 

manipulation on speech production such that younger adults would use fewer words 

and include fewer narrative events when relating shared as opposed to novel 
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information (e.g. Campisi & Özyürek, 2013; Fussel & Krauss, 1992; Galati & Brennan, 

2010, 2014; Holler & Wilkin, 2009; Isaacs & Clark, 1987). Based on the results obtained 

by Horton and Spieler (2007), Hupet et al. (1993) and Lysander and Horton (2012), we 

expected this effect to be significantly smaller in older adults. We additionally aimed to 

investigate the impact of cognitive abilities on recipient design in speech, expecting that 

older adults’ lower verbal working memory and lower inhibitory control would be 

associated with a smaller reduction in words and narrative elements (based on the work 

by e.g. Healey & Grossmann, 2016; Horton & Gerrig, 2005; Horton & Spieler, 2009; 

Hupet et al., 1993; Long et al., 2018; Wardlow, 2013).  

Regarding the effect of the common ground manipulation on gesture production in 

younger adults, we expected an overall reduction in gesture frequency and semantic 

content, in line with the studies cited above. Note that we refrain from making directed 

predictions for the effect of common ground on gesture rate and multimodal utterances 

specifically, though, since previous findings vary with respect to the proportional 

reduction of gesture in relation to speech (see Holler and Bavelas, 2017, for an 

overview). Instead, our focus is the direct comparison between younger and older adults 

in how they adapt their multimodal utterances to the addressee’s knowledge state. Due 

to the previously found age-related differences in verbal behavior in relation to common 

ground (Horton & Spieler, 2007; Hupet et al., 1993; Lysander & Horton, 2012) and due 

to speech and gesture functioning as one integrated system (Kita & Özyürek, 2003; 

McNeill, 1992), we predict older adults to be less adaptive to common ground than 

younger adults, not only in their speech but also in the way they draw on gesture when 

designing utterances for their recipients.  

For a general effect of age on representational gesture production, two possible 

hypotheses can be formulated considering the literature summarized in the previous 

section. Based on the findings by Cohen and Borsoi (1996), Feyereisen and Havard 

(1999), and Theocharopoulou et al. (2015), we might expect older adults to gesture at a 

lower rate than younger adults. On the other hand, due to potential age-related 

cognitive limitations, older adults may actually gesture more than younger adults in 

order to free up cognitive resources (Goldin-Meadow et al., 2001; Wagner Cook et al., 

2012) or compensate for weaker cognitive abilities (Chu et al., 2014; Gillespie et al., 

2014; Hostetter & Alibali, 2007).  
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2.2. Method 

2.2.1. Participants 
Thirty-two younger adults (16 women) between 21 and 30 years old (Mage = 24.31,  

SD = 2.91) and 32 older adults (16 women) between 64 and 73 years old (Mage = 67.69, 

SD = 2.43) participated in the study. All participants were native Dutch speakers with 

self-reported normal or corrected-to-normal vision and hearing and no known history of 

neurological impairment. Each participant was allocated to a same-age and same-sex 

pairing. The role of speaker or addressee was randomly assigned and kept constant 

across the entire experiment. Only the speaker data were analyzed here. All participants 

in the role of speaker had minimally secondary school education, except for one older 

participant who only had primary school education. Participants were recruited from the 

participant pool of the Max Planck Institute for Psycholinguistics and received between 

€ 8 and € 16 for their participation, depending on the duration of the session. The 

experiment was approved by the Ethics Commission for Behavioural Research from the 

Radboud University Nijmegen.  

 

2.2.2. Materials 
Six black-and-white comic strips from the series “Vater und Sohn” (by cartoonist e.o. 

plauen, for an example see Appendix A) were used to elicit narratives. Each strip 

consisted of a self-contained story, which centered on the activities of a father and a 

son. Half of the strips consisted of four frames, the other half of six frames. The strips 

did not contain any writing but consisted of black and white drawings only and were not 

known to the participants beforehand. Four experimental lists determined the order in 

which the different strips were presented. Initially, we created two orders of 

presentation for the six stories, one being the reverse of the other. In doing this, we 

alternated between four- and six-frame stories. In a second step, we assigned the 

condition in which the stories occurred. For each story, either the first or the second half 

(corresponding to two or three frames, depending on story length) could be presented 

in common ground. We alternated between which half of each story would be presented 

in common ground (e.g. first story – first half, second story – second half, third story – 

first half, etc.). Counterbalancing the order of common ground presentation across lists 

ultimately resulted in four experimental lists. Each list was tested eight times, distributed 

evenly across age groups and sexes. 
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2.2.3. Procedure and common ground manipulation 
Upon arrival, the speaker and the addressee were asked to sit in designated chairs at a 

table at 90° from each other. Two video cameras were set up on tripods at a small 

distance from the table, one of them getting a frontal view of the speaker, the other one 

positioned such that it captured both speaker and addressee (see Figure 1 for stills from 

the two cameras). Sound was recorded with an additional microphone suspended from 

the ceiling over the table and connected to the speaker camera.  

 

 
Figure 1. Example of the lateral (left panel) and frontal (right panel) views of the speaker in the experimental 

set-up. In this frame, the speaker refers to “a really big fish”, both in her speech and in her gesture. 

 

Participants were introduced to each other and received a description of the 

experiment. This and all subsequent instructions were given both in writing and verbally 

to ensure that all participants received and understood the information necessary to 

successfully participate in the experiment. Signed consent was acquired from all 

participants.  

For the narration task, all participants completed one practice trial and six 

experimental trials, narrating a total of seven stories. At the beginning of each trial, both 

participants were presented with either the first or the second half of the comic strip 

and were instructed to look at it together for a limited amount of time without talking, 

with the aim to experimentally induce common ground about this part of the story. 

Hence, in each trial there was both CG and no-CG content. Subsequently, the drawings 

were removed and a screen was put up on the table between speaker and addressee. 

The speaker then received the full story to look at, with no time limit imposed. Once the 

speaker signaled that she had understood and memorized the story, drawings and 

screen were removed again and the speaker narrated the entire story to the addressee. 

She was instructed to narrate the full story, keeping in mind that the addressee had 

already seen part of it. Addressees were instructed to listen to the narrations and ask all 

clarification questions at the end. Then the screen was put back up and the addressee 
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answered a question about the story in writing.7  Participants received no feedback 

about the accuracy of these answers so as to not influence speakers’ communicative 

behavior. Depending on the pair, the task took about 20 to 30 minutes. After the 

experimental tasks were completed, the addressee was allowed to leave, while the 

speaker performed the cognitive tests. 

 

2.2.4. Transcription and coding 

Speech coding 

All recordings from the two cameras were synchronized and subsequently segmented 

into trials. Transcription of speech and annotation of gestures was done in Elan (Version 

4.9.4; Wittenburg, Brugman, Russel, Klassmann, Sloetjes, 2006). For all segments, the 

speaker’s initial narration, i.e. the first retelling of the full story without potential 

subsequent repetitions, was identified. All analyses reported here are based on these 

initial narrations only, discarding repetitions or clarifications elicited by the addressee 

following the initial narration. This is motivated by the fact that the focus of our study 

was the effect of our experimental manipulations on the speakers’ behavior rather than 

the impact of speaker-addressee interaction (for a similar argument see Horton and 

Gerrig, 2005). Speech from the speaker was transcribed verbatim, including disfluencies 

such as filled pauses and word fragments. However, disfluencies were excluded from 

the word counts presented in the results section, as we were mainly interested in speech 

content and did not want potential age-related differences in the number of disfluencies 

to influence the word count (e.g. Mortensen, Meyer, & Humphreys, 2006). For this 

reason, we also distinguished between speech belonging to the narrative proper  

(i.e. relating to story content) and non-narrative speech such as statements about the 

task or comments relating to the speaker or the addressee (for this distinction see  

McNeill, 1992). 

  

Explicit references to common ground 

Among the non-narrative speech, we identified explicit references to common ground, 

i.e. statements such as “this time we saw the first half together”. These explicit 

references to common ground give additional insight into whether participants were 

 
7 Note that the questions did not target common ground vs. no common ground information 

systematically and can therefore unfortunately not give any insights into the addressee’s 

information uptake as based on the speaker’s narration. 
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aware of the shared knowledge or not and will be reported separately in the results 

section. 

 

Narrative event coding  

For the narrative event coding, we roughly followed the procedure described in Galati 

and Brennan (2010). We devised a narrative event script for each of the six stories, 

containing all elements that we deemed necessary in order to narrate the story 

accurately and fully (for an example see Appendix B). For the largest part, these were 

observable events that advanced the plot, with the exception of a few inferences on the 

intentions of the stories’ characters. One event roughly consisted of one “idea unit” 

(Butterworth, 1975) and frequently corresponded to one syntactic clause. We then 

checked these scripts against the actual narrations, including additional events in the 

script if they were included by a substantial number of participants across both age 

groups. On average, the 4-frame stories contained a total of 18.67 (SD = .6) events and 

the 6-frame stories contained a total of 27.67 events (SD = .6). Collapsed across both 

story types, each story contained 4.63 events per frame (SD = .11), with the actual 

number of events per frame ranging from 1 to 7.  

In a subsequent step, we scored each participant’s narration based on these fixed 

scripts for whether the scripted event was contained in the narration or not (note that 

we only took into consideration the spoken part of the narrations here). In cases where 

only part of the event was included in the narration, the participant received half a score. 

A second coder blind to the experimental hypothesis coded 10 % of the trials (N = 20). 

Inter-rater agreement on narrative event scoring was 94 % overall. 

 

Gesture coding  

For the gesture coding, we first identified all co-speech gestures produced by the 

speaker during narrative speech, disregarding non-gesture movements as well as 

gestures accompanying non-narrative speech. Our unit of analyses was the gestural 

stroke, i.e. the most meaningful part of the gesture determined according to criteria 

established in previous co-speech gesture research (Kendon, 2004; Kita, van Gijn, & van 

der Hulst, 1998; McNeill, 1992). We then categorized these strokes as representational 

and non-representational gestures (see Alibali et al., 2001). For our purposes, 

representational gestures include iconic gestures, which iconically depict shape or size 
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of concrete referents or represent physical movements or actions; 8  metaphoric 

gestures, which resemble iconic gestures but relate to speech in a metaphorical manner 

(e.g. a rotating movement of the hand to indicate the passing of time); and pointing 

gestures or deictics, i.e. finger points to a specific location in imaginary space, e.g. that 

of a story character (McNeill, 1992). 

All other gestures were considered non-representational and include what are 

frequently called beat gestures, i.e. biphasic movements of the hand, for example to add 

emphasis, as well as pragmatic gestures (Kendon, 2004), i.e. gestures which have 

pragmatic functions, for example to convey information about how an utterance should 

be interpreted, or relating to managing the interaction more generally (Bavelas et al., 

1992, 1995).  

A second coder blind to the experimental hypotheses coded 10% of the trials for 

stroke identification, and another 10% of the trials for gesture categorization. Inter-rater 

agreement on stroke identification, based on stroke onsets and offsets, was 92.3%. 

Inter-rater agreement on gesture categorization was 97.9%, Cohen’s Kappa = .95. 

 

Gesture rates  

As we were mainly interested in the semantic content of the narratives and the 

accompanying gestures, in our analyses we focus exclusively on the representational 

gestures (i.e., iconic, metaphoric, and abstract deictic gestures). In addition to reporting 

the raw representational gesture frequency as a descriptive measure, we used two 

different measures of gesture production in relation to speech in our main analyses.    

 

Representational gesture rate (gestures per 100 words). We computed a gesture rate 

per 100 words (see above for criteria on word count) by dividing the number of gestures 

by the number of words a given participant produced for each condition within each trial 

separately and multiplied this by 100.  

 

Percentage of multimodal events. We computed a percentage of multimodal events 

for each participant by dividing the number of narrative events accompanied by a 

gesture by the total number of narrative events per condition within each trial and 

multiplied this by 100. 

 
8  “Re-enactments”, i.e. movements of the body that represented specific actions of the 

stories’ characters, were also coded as iconic gestures, even if they did not include manual 

movements. 
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In Appendix C, we additionally report the analyses of gesture frequencies in order to 

be able to draw direct comparisons between our study and previous studies on 

gesticulation in older adults (Cohen & Borsoi, 1996; Feyereisen & Havard, 1999; 

Theocharopoulou et al., 2015), as well as the analyses of gesture rate per narrative 

event, as used e.g. by Galati and Brennan (2014). 

 

Addressee feedback 

As stated in the introduction, gesture production has been found to be sensitive to 

addressee feedback (e.g. Holler & Wilkin, 2011; Jacobs & Garnham, 2007; Kuhlen, Galati, 

& Brennan, 2012). In order to ensure that any potential difference in gesture production 

between younger and older adults would not be due to systematic differences in 

addressee behavior, we coded the addressees’ verbal (backchannels, questions, other 

verbal remarks) and non-verbal feedback (head movements, manual gestures) for two 

of the six stories. An analysis of this addressee behavior is reported in the results section. 

 

2.2.5. Cognitive measures  
Participants performed the Operation Span Task (Ospan) as a measure of verbal WM, 

the Corsi Block Task (CBT) as a measure of visuo-sequential WM, the Visual Patterns Test 

(VPT) as a measure of visuo-spatial WM, the Trail Making Test (TMT) as a measure of 

inhibitory control, and the animal naming task to assess semantic fluency. Detailed 

descriptions of these cognitive tasks, how they were administered, and how the scores 

were computed can be found in Appendix D.  

 

2.2.6. Statistical methods 
To investigate the influence of age and the common ground manipulation on the main 

speech- and gesture-based measures (word and narrative event count, gesture rate and 

percentage of multimodal events), as well as on explicit reference to common ground 

and addressee feedback, we fitted linear mixed-effect models in R version 3.2.1  

(R Development Core Team, 2015), using the package lme4 (Bates, Maechler, and 

Bolker, 2017). We only report best-fitting models established via likelihood ratio tests 

for model comparisons, eliminating all non-significant predictors in the model 

comparison process. All the models reported contain random intercepts for participants 

and items (story), as well as by-participant random slopes for the common ground 

manipulation unless explicitly stated otherwise. Reported p-values were obtained via the 

package lmerTest (Kuznetsova, Brockhoff, and Christensen, 2016). The function lsmeans 
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from the package emmeans (Lenth, 2018) was used to test linear contrasts among 

predictors for the individual models.  

To investigate the influence of cognitive abilities on our main dependent measures, 

and to test whether potential age-related differences in verbal and gestural behavior 

could be attributed to age-related differences in cognitive abilities, we applied the same 

basic procedure as described above. We built on the best-fitting models established in 

the previous analyses and created separate models for each cognitive predictor. As the 

analyses were exploratory, we performed a backwards-model-stripping procedure, 

starting out with a full model including the cognitive predictor of interest, age, and the 

common ground manipulation, as well as all their interaction terms, eliminating non-

significant interactions and predictors in the model comparison process. 

 

2.3. Results 

2.3.1. Gesture frequency and gesture types per age group 
Younger adults produced 849 gestures accompanying narrative speech, out of which 

542 were iconic gestures (63.84%), 7 metaphoric gestures (0.82%), 104 deictic gestures 

(12.25%), and 196 non-representational gestures (23.09%). Older adults produced 673 

gestures accompanying narrative speech, out of which 479 were iconic gestures 

(71.17%), 13 metaphoric gestures (1.93%), 60 deictic gestures (8.92%), and 121 non-

representational gestures (17.98%). Note again that only representational gestures 

were included to compute the dependent measures gesture frequency, gesture rate, 

and percentage of multimodal events reported in the following sections. 

 

2.3.2. Effects of age and common ground on speech  

and co-speech gesture 
 

Table 1. Means (and SD) for the speech- and gesture-based dependent measures for each age group and 

condition. CG = common ground condition; no-CG = no common ground condition. 

 Younger Older 

 CG No-CG CG No-CG 

Number of words 44.63 (21.35) 65.09 (19.93) 52.39 (12.45) 54.59 (12.47) 

No. of narrative events 4.58 (2.07) 5.75 (1.07) 5.37 (.94) 5.35 (1.1) 

Gesture frequency 2.02 (1.39) 4.78 (2.39) 3.01 (2.09) 2.74 (2.18) 

Gestures/100 words 5.89 (4.5) 7.73 (3.94) 5.96 (3.94) 4.88 (3.86) 

% Multimodal events 34.57 (21.56) 54.63 (19.95) 39.59 (24.13) 31.56 (23.64) 
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Mean values and standard deviations for the various dependent measures by age group 

and common ground condition are listed in Table 1. The distribution of observations for 

word count, narrative event count, gesture rate, and percentage of multimodal events 

is displayed in Figure 2. 

 

 
Figure 2. Distribution for the speech- and gesture-based dependent measures summarized by age group 

and condition (boxplots display six [story] * two [condition manipulation] data points per participant). The 

black line represents the median; the diamond represents the mean; the two hinges represent the 1st and 

3rd quartile; the whiskers capture the largest and smallest observation but extend no further than 1.5 * IQR 

(data points outside 1.5 * IQR are represented by dots). 

 

Words and narrative events 

As described in section 2.2.6, we fitted linear mixed effects models to evaluate the 

effects of age and common ground manipulation, as well as their interaction, on word 

count and narrative event production. The models are summarized in Table 2.  

In order to obtain the simple main effects of the two predictors we compared nested 

models to the omnibus models via likelihood ratio tests, excluding only the predictor 

variable of interest, one at a time, but keeping the respective other predictor as well as 

the interaction term. There was no main effect for age, such that younger and older 

adults did not differ in the overall number of words and narrative events they produced 
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Table 2. Linear mixed-effects models for the effects of age and common ground manipulation on word count 

and number of narrative events mentioned. Age group = young and Condition = CGa are on the intercept.  

N = 32.b  

 Words Narrative events 

 β SE t p β SE t p 

Intercept 44.63 5.37 8.31 < .001 4.58 .53 8.68 < .001 

Age groupold 7.76 6.03 1.29 .207 .78 .55 1.42 .17 

Conditionno-CG
a 20.47 3.57 5.79 <.001 1.17 .41 2.84 .008 

Age groupold : Conditionno-CG -18.26 5.00 -3.65 <.001 -.2 .58 -2.06 .048 

a CG = common ground; no-CG = no common ground. 
b Both models contain random intercepts for participants and items and by-participant random slopes for 

the common ground manipulation. 

 

(both p’s > .05). There was an effect of common ground manipulation, significant for 

word count (χ2(1) = 15.88, p < .001) but not for narrative event count (χ2(1) = 3.59,  

p = .06), such that participants produced fewer words in the CG as opposed to the no-

CG condition. However, this effect was modulated by age, as there were significant 

interactions between age group and common ground manipulation. 

Individual contrasts revealed that only younger adults produced significantly more 

words and narrative events in the no-CG as opposed to the CG condition (β = 20.47,  

SE = 3.65, t(34.13) = 5.60, p < .001 and β = 1.17, SE = .43, t(34.10) = 2.75, p = .01 

respectively), whereas this difference was not significant for older adults (both p’s > .05). 

Younger adults did not differ from older adults in the number of words and narrative 

events produced in the CG and no-CG conditions (all p’s > .05).  

To summarize, younger and older adults did not differ in the overall number of words 

and narrative events they produced. However, a significant effect of our common 

ground manipulation was only present in the younger adults, i.e. they used more words 

and more narrative events when talking about novel as opposed to shared story content. 

 

Representational gesture rate and percentage of multimodal events 

As for the speech-based measures, we fitted linear mixed effects models to evaluate the 

impact of age and common ground manipulation on gesture rate per 100 words and 

percentage of multimodal events. Note that we did not include a by-participant random 

slope in the model predicting gesture rate, as this yielded a perfect correlation for the 

random effects. The final models are summarized in Table 3. 
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Table 3. Linear mixed-effects models for the effects of age and common ground manipulation on gesture 

rate per 100 words and percentage of multimodal events. Age group = young and Condition = CGa are on 

the intercept. N = 32.b 

 Gesture rate per 100 words Percentage multimodal events 

 β SE t p β SE t p 

Intercept 5.87 1.18 5.00 < .001 34.57 7.19 4.81 < .001 

Age groupold -.04 1.40 -.03 .98 5.25 7.91 .66 .51 

Conditionno-CG
a 1.86 .54 3.46 < .001 20.06 3.46 5.8 < .001 

Age groupold : Conditionno-CG -2.9 .75 -3.84 < .001 -28.25 4.91 -5.76 < .001 

a CG = common ground; no-CG = no common ground. 
b Both models contain random intercepts for participants and items. The model predicting the percentage 

of multimodal events includes by-participant random slopes for the common ground manipulation. 

 

Again, we used likelihood ratio tests to compare nested models in order to obtain the 

simple main effect of age and common ground manipulation. This yielded no main 

effects for age or common ground manipulation for both measures (all p’s > .05). 

However, the model summaries (Table 3) show that for the reference group of the 

younger adults, the effect of common ground was significant, such that participants 

gestured at a higher rate and produced more multimodal events in the no-CG as 

opposed to the CG condition. This effect was modulated by age, as the significant 

interactions between age group and common ground manipulation show. 

Individual contrasts confirmed that younger adults gestured at a significantly higher 

rate in the no-CG as opposed to the CG condition (β = 1.86, SE = .54, t(343.70) = 3.46,  

p < .001), whereas older adults showed the reverse trend (β = -1.04, SE = .54, t(342.69) 

= -1.96, p = .051). Younger adults also produced significantly more multimodal events in 

the no-CG as compared to the CG condition (β = 20.06, SE = 3.58, t(33.86) = 5.61,  

p < .001), whereas older adults showed the reverse pattern (β = -8.18, SE = 3.59,  

t(34.36) = 2.28, p = .029). Contrasts further revealed that younger and older adults did 

not differ in the rate at which they gestured and in the percentage of multimodal events 

in the CG condition (both p’s > .05). However, there was an age-related difference in the 

no-CG condition that approached significance for gesture rate (β = 2.86, SE = 1.43, 

t(38.28) = 1.97, p = .053) and was significant for percentage of multimodal events  

(β = 22.99, SE = 7.75, t(32.95) = 2.97, p = .006). That is, younger adults trended towards 

gesturing at a higher rate and produced a larger percentage of multimodal events than 

older adults in the no-CG condition. 

To summarize, older and younger adults did not differ in their gesture rate and the 

percentage of multimodal events overall. However, we found different effects of our 
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common ground manipulation for younger versus older adults. While younger adults 

gestured at a higher rate and produced more multimodal events when narrating novel 

as opposed to known story content for their addressees, the opposite was the case for 

the older adults. 

 

Explicit reference to common ground and addressee feedback  

In addition to the main analyses reported above, we explored the influence of age and 

common ground manipulation on the frequency of speakers’ explicit references to 

common ground, and on the frequency of addressee feedback. Explicit references to 

common ground can serve as an additional indicator of whether speakers were aware 

of their addressees’ knowledge state. Controlling for addressee feedback is necessary in 

order to preclude the possibility that younger and older speakers’ verbal and gestural 

behavior differs due to differences in addressee behavior. We fitted linear mixed effect 

models as described in section 2.2.6. Note that we did not include by-participant random 

slopes in the models, as this yielded a perfect correlation for the random effects. Full 

model summaries are provided in Appendix E. 

 

Explicit reference to common ground. Per story, younger adults made on average .72 

explicit references to common ground in the CG condition (SD = .59) and .03 (SD = .09) 

in the no-CG condition. Older adults made on average .11 explicit references in the CG 

condition (SD = .23) and zero in the no-CG condition per story. With age group = young 

and common ground condition = CG mapped onto the intercept, the best fitting model 

contained effects for age (β = -.41, SE = .1, t(50.8) = -3.87, p < .001), common ground 

condition (β = -.67, SE = .07, t(352) = -9.84, p < .001), as well as the significant interaction 

term (β = .51, SE = .1, t(352) = 5.33, p < .001). Likelihood ratio tests showed that there 

was no overall main effect for age (χ2(1) = 2.52, p = .11), but only for common ground 

condition (χ2(1) = 66.95, p < .001). Thus, the two age groups did not differ significantly 

from each other in the overall number of explicit references to common ground they 

made. However, in the CG condition, younger adults produced significantly more explicit 

references than older adults. Hence, younger adults provided stronger indications of 

their awareness of the addressee’s knowledge state than older adults. 

  

Addressee feedback. We divided the amount of addressee feedback by the number 

of words per narration to account for differences in narration length. Both younger and 

older addressees produced numerically more feedback in the CG condition (Myoung = .07, 

SD = .04; Mold = .06, SD = .04) than in the no-CG condition (Myoung = .05, SD = .03;  
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Mold = .04, SD = .03). The best fitting model contained a significant main effect for the 

common ground condition (β = -.02, SE = .006, t(93.52) = -2.96, p = .004), confirming the 

significance of this difference. The main effect for age approached significance (β = -.02, 

SE = .009, t(31.01) = -1.99, p = .06) such that older adults produced marginally less 

feedback overall than younger adults. Importantly, the interaction term of age and 

common ground condition did not improve the model fit, indicating that there was no 

systematic difference in the amount of feedback that younger and older addressees 

gave based on common ground condition. Hence, the observed age-related differences 

in common ground-based adaptation of speech and gesture reported above are unlikely 

to be due to differences in addressee feedback. 

  

Effects of addressee feedback on verbal and gestural behavior. We followed this 

analysis up by entering addressee feedback as a predictor into the previously reported 

models on word and narrative event count, gesture rate, and percentage of multimodal 

events, drawing on the subset of data for which feedback was coded. This was done in 

order to test whether accounting for feedback would modulate the effect of common 

ground for the younger adults that we established in the main analyses. We found that 

including feedback did not improve the models predicting word count or percentage of 

multimodal events. For narrative event count, there was no effect of the common 

ground manipulation in this subset, but addressee feedback had a significant effect such 

that more feedback predicted a reduction in narrative events (β = -9.91, SE = 4.32, 

t(119.58)  = -2.29, p = .02). This effect appears to be driven more by the younger than 

by the older adults, but the interaction was not statistically significant. Finally, for 

gesture rate, feedback had a significant effect (β = 36.16, SE = 9.9, t(113.41) = 3.65,  

p < .001) such that more feedback predicted a higher gesture rate. However, crucially 

for our study, the effect of feedback did not influence the effect of common ground or 

its interaction with age. Overall then, taking addressee feedback into consideration did 

not eliminate the effect of the common ground manipulation observed in the speech- 

and gesture-based measures.  

 

2.3.3. Effects of cognitive abilities on verbal recipient design  

and co-speech gesture 
As we were also interested in the influence of cognitive abilities on verbal recipient 

design and on gesture production, we next turned to these factors. Particularly, we 

wanted to test whether the age-related differences in verbal and gestural behavior could 

be attributed to age-related differences in cognitive functioning. As a group, younger 
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adults significantly outperformed older adults on all cognitive tests with the exception 

of the semantic fluency task, see Table 4. For subsequent analyses, we standardized each 

task’s scores by z-scoring. Correlations between cognitive predictors and dependent 

measures are reported in Appendix F.  

 
Table 4. Mean scores (and SD) per age group on cognitive tests, plus statistical comparisons (independent 

t-tests and Mann-Whitney tests where appropriate). 

 Younger Older  Test statistic 

Verbal WM (Operation span task) 44.06 (8.39) 34.73 (8.92) t(29) = 2.99** 

Semantic Fluency (Animal naming test) 31.5 (9.4) 27.75 (5.99) t(30) = 1.35 

Inhibitory control (Trail Making Test, TMT)a b 14.5 (27) 21.5 (62) W = 65.5* 

Visuo-spatial WM (Visual Patterns Test, VPT)a 13 (4)  10 (8) W = 187.5*** 

Visuo-sequential WM (Corsi Block Task, CBT)a 54 (42) 37.5 (34) W = 215*** 

*** = p < .001, ** = p < .01, * = p < .05 
a Owing to the non-normality of the data, the figures represent Median (and Range). 
b Note that smaller numbers indicate better performance on this task. 

 

Words and narrative events 

First, we tested our hypothesis that verbal WM and inhibitory control influence verbal 

recipient design, by including these cognitive variables in the models predicting the 

number of words and narrative events produced per narration. We fitted linear mixed 

effects models, applying a backwards model-stripping procedure as described in section 

2.2.6. Both cognitive measures did not significantly improve the models fit for word and 

narrative event count, either as main effects or in interaction with age and common 

ground. 

 

Representational gesture rate and percentage of multimodal events 

Next, we tested the hypothesis that lower visuo-spatial or visuo-sequential WM, verbal 

WM, or semantic fluency are associated with an increase in gesticulation, and whether 

this affects the two age groups differently, by including these cognitive variables in the 

models predicting gesture rate and percentage of multimodal events. As for the previous 

analysis, none of the cognitive measures significantly contributed to models predicting 

either of the two gesture-based measures. 

To summarize, we could not find any evidence that the observed age-related 

differences in cognitive abilities were predictive of the age-related differences in verbal 

and gestural behavior reported in the main analyses. Furthermore, individual differences 
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in cognitive abilities also could not predict verbal or gestural behavior more generally, 

regardless of age group or common ground condition. 

 

2.3.4. Summary of results 
Overall, there were no age-related differences in how much participants spoke and 

gestured. However, in the presence of common ground, only younger adults used fewer 

words, fewer narrative events, gestured at a lower rate, and produced fewer multimodal 

events as compared to when there was no common ground. Older adults, on the other 

hand, did not adapt their speech to common ground. Also, unlike younger adults, they 

produced fewer gestures in relation to speech in the no-CG condition than in the CG 

condition. They also gestured less than younger adults in the no-CG condition.  

Furthermore, younger adults made more explicit references to common ground than 

older adults in the CG condition, overtly indicating their awareness of the mutually 

shared knowledge. 

Crucially there were no age-related differences in the amount of addressee feedback, 

making this an unlikely explanation for differences in verbal and gestural behavior 

between the two age groups. Additionally, we found that more addressee feedback was 

predictive of a reduction in narrative events and an increase in gesture rate, regardless 

of age and common ground. 

Finally, although we found significant age-related differences in cognitive abilities, 

these did not explain the age-related differences in verbal and gestural adaptation to 

the common ground manipulation. 

 

2.4. Discussion 
The present study provides a first insight into how younger and older adults adapt their 

speech and co-speech gestures to an addressee’s knowledge state when narrating short 

stories, and whether this verbal and gestural behavior is affected by cognitive abilities. 

We found that younger and older adults did not differ in the number of words and 

narrative events they used, or in their representational gesture rate and percentage of 

multimodal utterances overall. However, adaptations of both speech and co-speech 

gestures based on mutually shared knowledge between speaker and addressee 

occurred only in the younger, but not in the older adults. Age-related differences in 

cognitive abilities did not predict these differences in behavior, nor did addressee 

feedback behavior modulate the observed effects. The individual results will be 

discussed in more detail below. 
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2.4.1. Effects of age and common ground on verbal recipient design  
Overall, there were no age-related differences in the number of words and narrative 

events produced per narration. This suggests that younger and older adults were able 

to remember and reproduce approximately the same amount of information. 

Crucially, with respect to our hypotheses concerning the adaptation to mutually 

shared knowledge, we found that younger adults showed a stronger effect of common 

ground on speech than older adults. That is, younger adults used fewer words and 

narrative events to narrate known story content compared to novel content. This is in 

line with previous findings for younger adults in similar narration tasks (e.g. Galati & 

Brennan, 2010; Holler & Wilkin, 2009). It shows that the more knowledge speakers 

assume to be mutually shared, the less verbal information is conveyed. The fact that 

younger adults frequently referred to common ground explicitly when relating familiar 

content, e.g. by stating “you’ve already seen the first half so I’ll go through it quickly” 

similarly shows that they were aware of their addressee’s knowledge state.  

Furthermore, we found indications that younger adults were not only aware of the 

addressee’s knowledge state as a function of the common ground manipulation, but 

that they were also sensitive to the addressees’ verbal and visual backchannel signals. In 

the present study, addressees provided more backchannel signals in the presence of 

shared knowledge. Previous research, for example Galati and Brennan (2014), found 

shared knowledge to be associated with a reduction in addressee feedback. However, 

in their task, addressees listened to the retelling of the same story twice, which may 

have caused the addressee to be less involved and less responsive during the second 

retelling. In the present task, on the other hand, common ground was manipulated 

within each story, and even though the addressee had seen part of the story already 

(thus constituting common ground), they had not spoken about it or heard the speaker 

narrate the content previously. The purpose of the increased feedback during common 

ground content may have been to actively indicate to the speaker that the addressee 

recognized the content and to affirm that it was mutually shared. Furthermore, the 

increase in addressee feedback predicted a decrease in narrative events, demonstrating 

speakers’ sensitivity to this addressee behavior. This additional finding highlights the 

important influence of the addressee’s behavior on the speaker’s language use (Bavelas, 

Coates, & Johnson, 2000).  

In contrast to the younger adults, older adults hardly differed in the number of words 

and narrative events they used to talk about known versus novel story content. Also, 

they made fewer explicit references to common ground in the CG condition than the 

younger adults, meaning they were less likely to verbally mark mutually shared 
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knowledge for their addressee. We had expected this effect of age on verbal recipient 

design based on earlier studies showing that older adults are less good at establishing 

conversational common ground incrementally than younger adults (Horton & Spieler, 

2007; Hupet et al., 1993; Lysander & Horton, 2012). In principle, two kinds of 

explanations for these behavioral differences are conceivable: Older adults may not be 

able to engage in common ground-related recipient design as we induced it here due to 

age-related cognitive limitations, but they may also respond differently to the 

communicative situation than younger adults due to other factors. We explore both 

options in the following paragraphs. 

Based on previous research (e.g. Healey & Grossmann, 2016; Horton & Spieler, 2007; 

Hupet et al., 1993; Wardlow, 2013; Long et al., 2018), we had hypothesized that verbal 

WM and inhibitory control influence the ability to engage in recipient design. Deficits in 

verbal WM may limit the extent to which speakers can focus their resources on 

considering which information is or is not mutually shared when designing their 

utterances, and on adapting the utterances accordingly. Deficits in inhibitory control 

may be related to difficulties in inhibiting the speaker’s own, egocentric perspective or 

suppressing irrelevant information, both of which are necessary for recipient design to 

occur (Brennan et al., 2010; Keysar et al., 1998). As older adults in the present study had 

significantly lower verbal WM and inhibitory control than younger adults, this might 

have contributed to their lack of verbal addressee-based adaptations. However, we 

could find no support for this hypothesis, as neither of the two cognitive abilities could 

predict differences in verbal behavior. Of course, the small sample size employed in the 

present study limits our ability to interpret this absence of an effect. Additionally, it is 

possible that the particular tasks that we used to assess verbal WM and inhibitory 

control do not tap into the actual processes involved in verbal recipient design. 

Nevertheless, as we found no support for the cognitive account, it is necessary to 

consider alternative explanations for the older adults’ behavior. Previous research 

suggests that age-related differences in communicative behavior may also be related to 

differences in social or pragmatic goals (e.g. Adams, Smith, Pasupathi, & Vitolo, 2002; 

Horton & Spieler, 2007; James, Burke, Austin, & Hulme, 1998). For example, older adults 

may have had the primary goal of narrating the story “well”, therefore giving equal 

weight to both known and unknown story content in their narrations, whereas younger 

adults may have focused primarily on being concise and providing information that the 

addressee did not yet have (see e.g. James et al., 1999, who found that older adults are 

judged to be better at story telling than younger adults). Another possibility is that older 

adults may have wished to demonstrate that they remembered all parts of the story well 
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and thus could perform well on the story telling task in general, as beliefs about age-

related memory decline are widespread, also among older adults (e.g. Lineweaver & 

Hertzog, 1998). This desire may have overruled any common ground-based adaptations 

of their speech. Finally, the fact that older speakers always narrated the stories for older 

addressees may also have influenced their verbal behavior. Potentially, older speakers 

may have thought that their addressees could not remember all of the mutually shared 

content due to memory limitations and therefore refrained from reducing verbal 

content in the CG condition. Previous research shows that older adults adapt their verbal 

utterances based on addressee characteristics such as age (Adams, Smith, Pasupathi, & 

Vitolo, 2002; Keller-Cohen, 2014) or mental retardation (Gould & Shaleen, 1999). Future 

research could address this possibility by testing mixed age pairs in order to see whether 

older speakers adapt their speech differently for younger addressees (and younger 

speakers differently for older addressees). 

 

2.4.2. Effects of age and common ground on multimodal recipient 

design  
As in verbal recipient design, younger and older adults also differed in how they adapted 

their representational gesture use to their addressee’s knowledge state. Younger adults 

gestured at a higher rate and produced more multimodal utterances when 

communicating novel as opposed to mutually shared content, similar to the findings by 

Jacobs and Garnham (2007) (but see Holler & Bavelas, 2017, for a summary of the range 

of different effects common ground can have on gesture). This increase in multimodal 

information appears to be a direct effect of speakers adapting to the addressee’s 

knowledge state, providing the addressee with a comprehensive verbal and visual 

representation of the novel part of the story, and a verbally and especially visually 

reduced representation when talking about familiar content. It is additionally interesting 

to note that even though the CG condition was associated with an increased amount of 

addressee feedback, which in turn predicted an increase in gesture rate, this did not 

eliminate the effect of common ground on gesture rate. Taken together, these findings 

illustrate that younger adults could flexibly adapt not only their speech, but also their 

gestures to the communicative requirements of the situation (Kendon, 1985; 2004). 

For older adults, we observed a pattern opposite to that of the younger adults: They 

tended to gesture at a lower rate and produced fewer multimodal events when talking 

about novel content, both compared to their own production for shared content and 

compared to younger adults’ production for novel content. We had expected that older 

adults would show a smaller common ground effect on gesture production than younger 
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adults, based on our predictions for verbal audience design and on the hypothesis that 

speech and gesture function as one integrated system (McNeill, 1992; Kita & Özyürek, 

2003). Therefore, it is surprising that we found common ground to influence older 

adults’ gesture production in this opposite direction, also considering the absence of an 

effect on their speech. One possible explanation for this finding is that relating novel 

story content required more cognitive effort than relating mutually shared content. 

Older adults may have been aware that they should provide more information, yet failed 

to do so verbally, potentially due to memory limitations. This presumed increase in 

cognitive load associated with the novel content condition may have led to a reduction 

in multimodal events, as gestures produced primarily for the benefit of an addressee 

may actually be cognitively costly to the speaker (Mol, Krahmer, Maes, & Swerts, 2009). 

However, this speculation rests on the assumptions that the gestures produced during 

this narrative task were primarily intended to illustrate the story for the addressee, and 

that older adults failed to engage in verbal recipient design due to cognitive limitations, 

which we could not find evidence for (but due to our sample size, this needs to be 

followed up with future research, see previous section).  

The present study shows that younger and older adults differ in how they adapt 

speech and gestures to the common ground shared with an addressee. Ultimately, it 

seems likely this behavior is determined by a combination of cognitive and social or 

pragmatic factors (see also Horton & Spieler, 2007). Based on the design of the present 

study, however, we cannot tease the individual contributions of these two factors apart. 

First of all, our ability to interpret the absence of cognitive effects is limited by the small 

sample used in our study. Additionally, it might be that the cognitive tests we used did 

not capture the abilities that are involved in recipient design. Also, in this study, we did 

not assess what the speakers’ goals and intentions were, and whether there were 

systematic differences between younger and older adults with respect to this. Thus, 

while the present study provides clear evidence of age-related differences in multimodal 

recipient design, we currently can only provide some preliminary ideas on what causes 

these. Future studies are needed which include larger samples and a broader range of 

interactive tasks and measures.  

 

2.4.3. General effects of age and cognitive abilities on gesticulation  
Despite the age-related difference in how speakers adapted multimodally to common 

ground, younger and older adults did not differ in terms of representational gesture rate 

or the percentage of multimodal narrative events they produced overall. The analyses 

of gesture frequency and gesture rate per narrative event yielded identical results (see 
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Appendix C). Thus, our results are not in line with the earlier finding that older adults 

gesture less than younger adults overall (Cohen & Borsoi, 1996; Feyereisen & Havard, 

1999; Theocharopoulou et al., 2015). We would like to propose that the difference in 

findings is due to the communicative paradigm we employed. Whereas participants in 

the previous studies on gesture production in aging either had no addressee at all or an 

experimenter-addressee, in the present study we used co-present, non-confederate 

addressees. Previous research with younger adults indicates that the presence of a 

visible, attentive addressee increases the relative frequency of representational 

gestures (e.g. Jacobs & Garnham, 2007; Kuhlen, Galati, & Brennan, 2012). In the current 

study, older and younger addressees differed only marginally with respect to the 

amount of feedback they gave, and in both age groups, an increase in addressee 

feedback was predictive of an increase in gesture rate. Certainly, this should be 

considered gestural recipient design (as has been argued for effects of addressee 

feedback on gesture form, Holler & Wilkin, 2011), albeit not the kind of common  

ground-based recipient design that we intended to investigate through our 

experimental manipulation.  

As younger and older adults did not differ in how much they gestured in relation to 

speech, there was also no support for the hypothesis that older adults produce more 

gestures than younger adults in order to compensate for their relative deficit in cognitive 

abilities, based on accounts of gestures being cognitively beneficial (Chu et al., 2014; 

Gillespie et al., 2014; Goldin-Meadow et al., 2001; Hostetter & Alibali, 2007; Wagner et 

al., 2012). Additionally, we found no associations between verbal WM, visuo-sequential 

WM, or semantic fluency and gesticulation as we assessed them. The field would benefit 

from a broader investigation of the relationship between cognitive abilities and 

gesticulation in older adults, using a wider range of gesture elicitation tasks and of 

cognitive measures (as well as the large sample required for investigating individual 

differences), similar to previous work with younger adults (Chu et al., 2014; Gillespie et 

al., 2014). 

Nevertheless, the fact that in the absence of shared knowledge, older adults gestured 

less than younger adults, might be an indication that older adults reduce their gesture 

production in contexts that induce a higher cognitive load. Future work is needed to test 

this possibility.  

 

2.5. Conclusion 
The present study offers a first glimpse of how aging affects multimodal recipient design 

in the context of common ground. In an interactive setting, older adults spoke as much 
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and gestured as frequently in relation to speech as younger adults, and were similarly 

sensitive to addressee feedback on the whole. However, only younger adults adapted 

both their speech and gesture use for their addressee based on the mutually shared 

knowledge established at the outset of the interaction, such that they provided relatively 

less multimodal information when there was shared knowledge, and relatively more 

multimodal information when there was not. Older adults did not adapt their speech 

based on the addressee’s knowledge state and conveyed less, rather than more, 

multimodal information in the absence of shared knowledge. 

If we take younger adults’ behavior in this task as the baseline against which to 

compare the older adults, we must conclude that older adults failed to engage in 

successful common ground-based recipient design. That is, while younger adults flexibly 

adapted both their speech and their gestures to the communicative requirements of the 

situation, older adults appeared less flexible in the way they drew on their different 

communicative modalities. We attribute these behavioral differences at least in part to 

age-related changes in social or pragmatic goals, as they were not reliably predicted by 

the significant age-related differences in cognitive abilities. Yet, we acknowledge our 

limited sample size and do not want to exclude the possibility of a cognitive explanation 

for some findings, such as that older adults produced fewer multimodal events in the 

absence of shared knowledge.  

Our findings raise the question of whether the age-related differences in verbal and 

gestural patterns found here persist in other types of communicative tasks where 

common ground builds up incrementally, and whether they have an impact on how 

older adults are comprehended by others, both young and old.  
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Abstract 
Aging appears to impair the ability to adapt speech and gestures based on knowledge 

shared with an addressee (common ground-based recipient design) in narrative settings. 

Here, we test whether this extends to spatial settings and is modulated by cognitive 

abilities. Younger and older adults gave instructions on how to assemble 3D-models 

from building blocks on six consecutive trials. We induced mutually shared knowledge 

by either showing speaker and addressee the model beforehand, or not. Additionally, 

shared knowledge accumulated across the trials. Younger and crucially also older adults 

provided recipient-designed utterances, indicated by a significant reduction in the 

number of words and of gestures when common ground was present. Additionally, we 

observed a reduction in semantic content and a shift in cross-modal distribution of 

information across trials. Rather than age, individual differences in verbal and visual 

working memory and semantic fluency predicted the extent of addressee-based 

adaptations. Thus, in this spatial task, individual cognitive abilities modulate the 

interactive language use of both younger and older adults. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This chapter is based on: Schubotz, L., Özyürek, A., and Holler, J. Working memory and 

semantic fluency predict younger and older adults’ multimodal recipient design in an 

interactive spatial task (under review). 
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3.1. Introduction 
Mutually shared knowledge between a speaker and an addressee (their common 

ground, Clark, 1996) affects how speakers speak and gesture in interaction with others. 

Previous research suggests that this addressee-based adaptation of utterances, or 

recipient design (Sacks, Schegloff, & Jefferson, 1974), is modulated by normal human 

aging, such that older adults are less capable of engaging in successful recipient design 

than younger adults (Horton & Spieler, 2007; Hupet, Chartraine, & Nef, 1993; Lysander 

& Horton, 2012; Saryazdi, Bannon, & Chambers, 2019). Recent work employing a face-

to-face, narrative setting suggests that this extends to the gestures accompanying 

speech (Schubotz, Özyürek, & Holler, 2019). However, it remains unclear whether these 

behavioral differences in speech also manifest in other communicative settings. 

Therefore, the aim of the present study was to investigate the extent of older and 

younger adults’ verbal and gestural recipient design in a face-to-face interactive, spatial 

task, and to determine whether the communicative behavior in this context is 

modulated by age-related differences in cognitive abilities. 

 

3.1.1. Age-related differences in verbal and gestural recipient design 
Previous research suggests that there are systematic differences in how younger and 

older adults adapt their speech and their co-speech gestures based on knowledge 

shared with an addressee. Younger and older adults’ addressee-related adaptations in 

the spoken modality (verbal recipient design) have been investigated using referential 

communication tasks, in which common ground builds up gradually as a result of 

repeatedly referring to the same set of referents over the course of several trials 

(incremental common ground, e.g. Clark & Wilkes-Gibbs, 1986; Horton & Spieler, 2007; 

Hupet et al., 1993; Lysander & Horton, 2012). Younger adults are generally found to 

interact increasingly more efficiently, indicated by shorter utterances and fewer 

dialogue turns on later compared to earlier trials, as common ground accumulates. 

Although older adults’ interactions follow the same general pattern of reduction, their 

interactions are characterized by longer utterances, more dialogue turns, and/or more 

errors relative to younger adults (Horton & Spieler, 2007; Hupet et al., 1993; Lysander & 

Horton, 2012). Additionally, unlike younger adults, older adults failed to produce 

appropriate common ground-based utterances in a subsequent task which involved 

familiar and new addressees (Horton & Spieler, 2007). In summary, older adults have 

been found to be overall less efficient and require greater effort to establish common 

ground than younger adults in the spoken modality. 
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Younger and older adults’ addressee-related adaptations in the gestures 

accompanying their speech (gestural recipient design) have so far only been compared 

in one recent study (Schubotz et al., 2019). As interactive, face-to-face language use 

comprises of speech and co-speech gestures, taking this additional visual modality into 

account is crucial. Co-speech gestures are meaningful hand movements that accompany 

speech and contribute to the meaning of utterances in important ways via their semantic 

or pragmatic content (Kendon, 2004; McNeill, 1992). Schubotz et al. (2019) investigated 

younger and older adults’ verbal and gestural adaptation to common ground, by asking 

younger and older participants to narrate short comic stories to a same-aged addressee. 

Mutually shared knowledge was induced by showing both participants part of the story 

at the start of each trial, while only the designated narrator saw the full story 

subsequently (a form of personal common ground, see Clark, 1996). Only younger, but 

not older adults, provided longer and more informative narrations and gestured at a 

higher rate when relating unknown as opposed to mutually shared story content. Older 

adults showed no evidence of common ground-based recipient design either in their 

speech or in their gestures, and even produced fewer rather than more gestures in 

relation to speech when relating novel story content in this task. 

 

The role of cognitive abilities in recipient design 

Such changes in communicative behavior, which may be taken to reflect the absence of 

appropriate recipient design, or the failure to take the addressee’s knowledge state into 

account, have previously been speculated to be caused by cognitive aging, such as age-

related deficits in working memory (WM) or inhibitory control (e.g., Healey & Grossman, 

2016; Hupet et al., 1993; Horton & Spieler, 2007; Long, Horton, Rohde, & Sorace, 2018; 

Wardlow, 2013). WM may be involved in the ability to establish an addressee’s 

perspective and to incorporate this perspective during online language processing, while 

inhibitory control may be involved in the ability to inhibit one’s own perspective in favor 

of the addressee’s (e.g., Brennan, Galati, & Kuhlen, 2010; Keysar, Barr, & Horton, 1998; 

see also Brown-Schmidt, 2009, for the role of executive function in perspective-taking 

during language comprehension).   

Yet, Schubotz et al. (2019), could not establish a relationship between measures of 

verbal WM or inhibitory control and older adults’ lack of verbal and gestural recipient 

design. Although it is possible that the measures employed did not capture the abilities 

involved in the task at hand, they also considered the possibility that, beyond changes 

in cognitive abilities, differences in communicative goals may have determined how 

older adults design their utterances for others (e.g., Adams, Smith, Pasupathi, & Vitolo, 
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2002; Horton & Spieler, 2007; Underwood, 2010; see also Long, Rohde, & Rubio-

Fernandez, 2020, for an account of how differences in communicative strategies affect 

older adults’ language use). While the younger participants in Schubotz et al. (2019) 

presumably focused mainly on information transfer, i.e. providing the addressee with 

information she did not yet have, older adults may have interpreted it as a task where it 

mattered to be a ‘good story teller’, in the sense of providing an easy-to-follow narrative 

and being clear and exhaustive in terms of story events. That is, aspects like the wish to 

narrate a nice and complete story may have overruled common ground-based 

adaptations of speech and gesture.  

 

3.1.2. Spatial vs. narrative task demands during multimodal 

utterance design 
One aspect which likely affects speakers’ multimodal language use is the type of 

communicative task they wish to accomplish, e.g., whether this task is predominantly 

narrative (such as a story-telling task) or spatial (such as providing spatial descriptions or 

instructions). Associated task demands may not only modulate the use of the different 

modalities during utterance production, but also the extent to which WM and other 

cognitive resources are taxed. For example, observations of younger (e.g. Alibali, 2005) 

and older speakers (Feyereisen & Havard, 1999) show that people gesture more 

frequently when they talk about spatial topics, including visual and motor imagery, as 

opposed to verbal, abstract ones. This suggests that in spatial tasks, information is 

distributed differently across the two modalities. Gestures carry relatively more 

communicative weight and might therefore also be more relevant for successful 

recipient design. It is currently unclear how this distribution of information is organized, 

particularly for older adults, and how it is affected by pragmatic factors, such as common 

ground.  

Furthermore, in spite of this higher gesture frequency observed during spatial 

descriptions, previous research involving visual and motor imagery in a monolog setting 

(Cohen & Borsoi, 1996; Feyereisen & Havard, 1999; Theocharopoulou, Cocks, Pring, & 

Dipper, 2015) found older adults to produce relatively fewer depictive gestures than 

younger adults overall. Schubotz et al. (2019), on the other hand, found older adults to 

gesture as frequently as younger adults in the narrative task. It remains to be seen 

whether, given an interactive, face-to-face setting, older adults’ gesture frequency is 

comparable to that of younger adults, also in a spatial task. 

In addition to these direct effects on multimodal utterance production, visuo-spatial 

tasks may also differ from narrative tasks in terms of the involvement of cognitive 



CHAPTER 3 

 70 

abilities. Visuo-spatial tasks presumably rely more strongly on visuo-spatial cognitive 

abilities. While it appears that certain abilities such as visuo-spatial perception or mental 

imagery maintenance undergo only minor age-related decline, spatial WM is more 

strongly affected by age-related changes (for a review see Klencklen, Després, & Dufour, 

2012). Whether potential age-related differences in spatial cognition affect the use of 

spatial language remains unclear (see Markostamou, Coventry, Fox, & McInnes, 2015).  

Finally, previous research on younger adults suggests that gesticulation allows 

speakers to “off-load” information onto visual space, thereby freeing up cognitive 

resources more generally (e.g., Goldin-Meadow, Nusbaum, Kelly, & Wagner, 2001; 

Wagner Cook, Yip, & Goldin-Meadow, 2012). This suggests that the potentially higher 

gesture rates associated with a spatial task, relative to a narrative task, might allow older 

adults to engage more cognitive resources towards recipient design.  

In summary, it remains an open question how older adults’ interactive use of speech 

and co-speech gestures in a visuo-spatial task compares to that of younger adults, and 

whether and to what extent communicative behavior, including multimodal recipient 

design, is modulated by cognitive abilities.  

 

3.1.3. The present study 
In the present study, we employed an interactive, spatial task in order to investigate 

whether the previously observed age-related differences in recipient design, spoken as 

well as gestured, extend to the spatial domain, and whether potential age-related 

differences in behavior can be attributed to differences in cognitive abilities.  

In order to address these issues, we designed an interactive task in which a primary 

participant (the speaker) assembled little wooden castles from a set of building blocks 

and subsequently instructed a secondary participant (the addressee) on how to 

assemble the same castles. Mutually shared knowledge between speaker and addressee 

was manipulated per trial, by either showing both participants a picture of the to-be 

constructed model shortly at the beginning (common ground [CG]), or not (no common 

ground [no-CG]). We thus induced a form of personal common ground (Clark, 1996), in 

which the mutually shared knowledge existed from the outset of the interaction. 

Additionally, as speaker and addressee interacted over six consecutive trials, and the 

speaker referred to the same entities repeatedly, we also expected common ground 

relating to the individual building blocks and the steps of how to assemble them to build 

up incrementally (incremental common ground, Clark, 1996). 

Apart from this additional possibility for incremental common ground to develop in 

the course of the experiment, the task employed here differed from the narrative task 
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employed in Schubotz et al. (2019) in several other ways. First of all, as argued above, a 

visuo-spatial task differs substantially from a narrative task, both in terms of how 

information can be distributed across the two modalities, and in terms of the cognitive 

functions involved in the task. Furthermore, in the present task, the goal (i.e., give 

addressee instructions on how to assemble the model) allowed less room for individual 

interpretation and therefore minimized the likelihood that potential age-related 

differences in behavior could be attributed to age-related differences in task 

interpretation or communicative goals.  

For our manipulation of personal common ground, we expected younger adults to 

produce fewer words and fewer gestures and to convey less information in the two 

modalities when providing instructions for previously seen models as compared to 

unseen models (Galati & Brennan, 2010; 2014; Holler & Wilkin, 2009; Schubotz et al., 

2019). For the effects of incremental common ground, we expected the repeated 

references to the same entities and assembly steps over the course of the experiment 

to result in increasingly shorter utterances (e.g. Clark & Wilkes-Gibbs, 1986; Fussell & 

Krauss, 1989) and fewer gestures (Galati & Brennan, 2014), in concordance with a 

reduction in information content in both modalities. We made no directional predictions 

relating to gesture rate (i.e., number of gestures per 100 words), since this relation has 

been differently affected in previous studies (see Holler & Bavelas, 2017). 

Due to the previously observed absence of verbal and gestural adaptations to 

personal common ground in older adults (Schubotz et al., 2019; also Horton & Spieler, 

2007), we expected older adults to be less adaptive than younger adults to mutually 

shared knowledge induced on individual trials, not only in their speech but also in the 

way they draw on gesture when designing utterances for knowing vs. unknowing 

recipients. However, due to differences in task demands/design, particularly the spatial 

nature of the present task and the way in which the task goal was formulated, these age-

related effects may be less pronounced than those obtained in Schubotz et al. (2019). In 

terms of verbal and gestural adaptations to incremental common ground, we expected 

older adults to show an overall pattern of reduction similar to that of younger adults, 

although this may be less pronounced than in younger adults (e.g., Hupet et al., 1993). 

We additionally assessed how information was distributed across the two modalities, 

i.e. whether information was expressed uniquely in speech, uniquely in gesture, or 

whether it was expressed in both modalities. This provides an indication of the relative 

communicative weight that gestures carry and can additionally been seen as an indicator 

of recipient design: encoding the same piece of information twice, in both modalities, is 

arguably more informative than encoding information in only a single modality (see also 
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de Ruiter, Bangerter, & Dings, 2012). Therefore, we expected that younger participants 

would encode more information in both modalities for unknowing as opposed to 

knowing addressees. Similarly, we expected younger adults to encode increasingly fewer 

pieces of information in both modalities across the experiment, as common ground 

incrementally accumulates. Again, these effects may be smaller or absent in the older 

adults. 

In order to test for the role of cognitive abilities in speech and co-speech gesture use 

and their adaptation to common ground, we assessed speakers’ verbal and visual WM 

as well as inhibitory control and semantic fluency. As summarized above, verbal WM and 

inhibitory control have previously been related to verbal recipient design, as well as 

visual perspective taking (e.g. Long et al., 2018; Wardlow, 2013; Hupet et al., 1993). Our 

expectation was that higher verbal WM and inhibitory control might be associated with 

more pronounced verbal and/or gestural recipient design and that potential age-related 

differences in verbal and gestural behavior may be attributable to age-related 

differences in these cognitive functions.  

Furthermore, verbal and visual WM have previously been related to gesticulation in 

general (e.g. Chu, Meyer, Foulkes, & Kita, 2014 for visual WM; Gillespie, James, 

Federmeier, & Watson, 2014 for verbal WM), such that lower cognitive abilities lead to 

higher gesture frequencies (for the cognitively beneficial effects of gesticulation see also 

e.g. Goldin-Meadow et al., 2001; Wagner et al., 2012). Similarly, lower semantic fluency 

is an indicator of word finding difficulties, which in turn may be associated with an 

increase in gesticulation (Rauscher, Krauss, & Chen, 1996). We included these measures 

in order to be able to control for the possibility that potential age-related differences in 

the interactive use of co-speech gestures are attributable to age-related differences in 

these cognitive functions. 

 

3.2. Method 

3.2.1. Participants 
The same participants as in Schubotz et al. (2019) participated in the present 

experiment: thirty-two younger adults (16 women) between 21 and 30 years old  

(Mage = 24.31, SD = 2.91) and 32 older adults (16 women) between 64 and 73 years old 

(Mage = 67.69, SD = 2.43). All participants were native Dutch speakers with self-reported 

normal or corrected-to-normal vision and hearing and no known history of neurological 

impairment. Each participant was allocated to a same-age and same-sex pairing. The 

role of speaker or addressee was randomly assigned and kept constant across the entire 
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experiment. Only the speaker data was analyzed here. All participants in the role of 

speaker had minimally secondary school education, except for one older participant who 

only had primary school education. Participants were recruited from the participant pool 

of the Max Planck Institute for Psycholinguistics and received between € 8 and € 16 for 

their participation, depending on the duration of the session. The experiment was 

approved by the Ethics Commission for Behavioural Research from Radboud University 

Nijmegen. Signed consent was acquired from all participants.  

 

3.2.2. Materials 
We created six black-and-white line drawings of simple castle-like buildings (for 

examples see Figure 1). Each castle could be assembled from seven wooden building 

blocks, all of the same color: two cubes, two rectangular prisms, two triangular shapes 

(right triangles), and one arc-shaped block, ranging in size from 4 x 4 x 4 cm (cubes) to 4 

x 4 x 12 cm (arc). The buildings were constructed such that the two triangular shapes 

always formed the top of the building, the position of the remaining building blocks 

varied. All models were fully symmetrical. We intentionally kept the models simple in 

order to ensure that older adults would be able to memorize them correctly in spite of 

potential age-related memory deficits.  

 

 
Figure 1. Two of the six stimuli used in the experiment. 

 

Four experimental lists determined the order in which the different models were 

presented. Initially, we created two orders of presentation for the six models, one being 

the reverse of the other. Counterbalancing the order of common ground presentation 
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across lists resulted in four experimental lists. Each list was tested eight times, 

distributed evenly across age groups and sexes. 

 

3.2.3. Procedure 
Upon arrival, the speaker and the addressee were asked to sit in designated chairs at a 

table at 90° from each other. Two video cameras were set up on tripods at a small 

distance from the table, one capturing a frontal view of the speaker, the other one 

positioned such that it captured both speaker and addressee (see Figure 2 for stills from 

the two cameras). Sound was recorded with an additional microphone suspended from 

the ceiling over the table and connected to the speaker camera.  

 

 
Figure 2. Example of the lateral (left panel) and frontal (right panel) views of the speaker in the experimental 

set-up. In this frame, the speaker indicates the size and position of the two small cubes. 

 

All participants completed one practice trial and six experimental trials. At the 

beginning of the practice trial and of half of the experimental trials (the CG trials), both 

participants were presented with a line drawing of a model and instructed to look at it 

carefully for five seconds without talking, with the aim to experimentally induce 

common ground about the composition of the model. Subsequently, the drawing was 

removed and a screen was put up on the table between speaker and addressee. The 

speaker then received the drawing and the seven building blocks and assembled the 

model according to the drawing. Once the speaker indicated that he/she was done, the 

experimenter checked the model for accuracy and then took the blocks and the drawing 

away. The screen was taken off the table and the speaker described to the addressee 

how to assemble the model, without using the building blocks. Addressees were 

instructed to listen to the descriptions and ask all clarification questions at the end. Once 

speaker and addressee had discussed potential questions, the screen was put back up 

and the addressee received the building blocks in order to assemble the model according 

to the speaker’s instructions. Addressees built the model behind the screen in order to 
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avoid any engagement of the speaker during this process. Additionally, the experimenter 

took away the construction built by the addressee before removing the screen, and 

feedback on the addressee’s performance was given only at the end of the entire task. 

This was done in order to avoid any adaptation of the speaker’s instructions based on 

the addressee’s performance.  

For the other half of the experimental trials (the no-CG trials), the procedure was 

identical, except for the first step: participants did not see the model picture 

beforehand, rather, the screen was put up at the beginning of the trial and the speaker 

received the model picture and the building blocks immediately. Depending on the pair, 

the task took about 20 to 30 minutes. After the experimental tasks were completed, the 

addressee was allowed to leave, while the speaker performed the cognitive tests. 

 

3.2.4. Transcription and coding 

Speech coding 

All recordings from the two cameras were synchronized and subsequently segmented 

into trials. Transcription of speech and annotation of gestures was conducted in Elan 

(Version 4.9.4; Wittenburg, Brugman, Russel, Klassmann, Sloetjes, 2006). For all 

segments, the speaker’s initial instruction, i.e. the first complete instruction on how to 

assemble the model without potential subsequent repetitions, was identified. All 

analyses reported here are based on these initial instructions only, discarding repetitions 

or clarifications elicited by the addressee following the initial instruction, as the focus of 

our study was the effect of our experimental manipulations on the speakers’ behavior 

rather than the impact of speaker-addressee interaction (for a similar argument see 

Horton and Gerrig, 2005). Speech from the speaker was transcribed verbatim, including 

disfluencies such as filled pauses and word fragments. However, disfluencies were 

excluded from the word counts presented in the results section, as we were mainly 

interested in speech content and did not want potential age-related differences in the 

number of disfluencies to influence the word count (e.g. Mortensen, Meyer, & 

Humphreys, 2006). For this reason, we also distinguished between “narrative speech” 

belonging to the instruction proper (i.e. relating to the model building itself) and “non-

narrative speech”, such as statements about the task or comments relating to the 

speaker or the addressee (for the basis of this distinction see McNeill, 1992). Only speech 

belonging to the instruction proper entered the word count. 
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Gesture coding  

For the gesture coding, we first identified all co-speech gestures produced by the 

speaker during the instruction proper, disregarding non-gesture movements as well as 

gestures accompanying non-narrative speech. Our unit of analyses was the gestural 

stroke, i.e. the most meaningful part of the gesture determined according to criteria 

established in previous co-speech gesture research (Kendon, 2004; Kita, van Gijn, & van 

der Hulst, 1998; McNeill, 1992). We then categorized these strokes as representational 

and non-representational gestures (see Alibali, Heath, & Myers, 2001). For our purposes, 

representational gestures include iconic gestures, which iconically depict shape or size 

of concrete referents or represent physical movements or actions; metaphoric gestures, 

which resemble iconic gestures but relate to speech in a metaphorical manner (e.g. a 

rotating movement of the hand to indicate the passing of time); and pointing gestures 

or deictics, i.e. finger or whole-hand points to a specific location in real or imaginary 

space, e.g. that of a building block (McNeill, 1992). 

All other gestures were considered non-representational and include what are 

frequently called beat gestures, i.e. biphasic movements of the hand, for example to add 

emphasis, as well as pragmatic gestures (Kendon, 2004), i.e. gestures which have 

pragmatic functions, for example to convey information about how an utterance should 

be interpreted, or relating to the interaction with the addressee (Bavelas, Chovil, Coates, 

& Roe, 1995; Bavelas, Chovil, Lawrie, & Wade, 1992). 

A second coder blind to the experimental hypotheses coded 10% of the trials 

randomly selected from across all participants for stroke identification, and another  

10% of the trials for gesture categorization. Inter-rater agreement on stroke 

identification was 90.99%. Inter-rater agreement on gesture categorization was 96.43%,  

Cohen’s Kappa = .86. 

 

Representational gesture frequency and gesture rate (gestures per 100 words) 

As we were mainly interested in the semantic content of the descriptions and the 

accompanying gestures, in our analyses we focus exclusively on representational 

gestures (i.e., iconic, metaphoric, and deictic gestures). In addition to reporting the raw 

representational gesture frequency, we computed a gesture rate per 100 words (see 

above for criteria on word count) by dividing the number of gestures by the number of 

words a given participant produced for each trial and multiplied this by 100. This gesture 

rate normalizes for differences in instruction length (e.g. Alibali et al., 2001). 
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Information content coding 

In order to assess whether age and common ground (both personal and incremental) 

affected the information content of the speakers’ utterances, we additionally coded for 

semantic features expressed in speech and in gesture. Per block, several pieces of 

information could theoretically be encoded: extrinsic features like the block’s location 

and its orientation, and intrinsic features like its shape and its size. The actual scoring of 

individual features depended on the modality (see below, see also Holler & Wilkin, 2009, 

for a similar approach to scoring semantic features in speech and co-speech gesture).  

 

Coding of semantic features encoded in speech. For speech, we scored whether the 

verbal description contained information with respect to three categories, namely each 

block’s location (e.g., “at the bottom”, “on top”), its orientation (e.g., “upside down”, 

“vertically”), and the intrinsic features shape and size (e.g., “triangle”, “square”, “long”, 

“short”). Note that more metaphorical descriptions like “bridge” or “roof” were not 

counted as conveying orientation or shape information, since these terms refer to 

objects that may take a variety of shapes and may therefore elicit different visual 

imagery in different people. For each feature, we scored “1” if the information was 

present (the maximum score per feature was always “1”, even if the information was 

repeated or rephrased) or “0” if the information was absent. For the small cubes (see 

Fig. 1), encoding its orientation was not possible, yielding a maximum score of eleven 

features per description (four blocks à three features, minus one). A second coder blind 

to the experimental hypotheses recoded 10% of the trials. Inter-rater agreement on 

scoring of location and of orientation in speech was 100% each, inter-rater agreement 

on scoring of shape/size in speech was 97.5%, Cohen’s Kappa = .92. 

 

Coding of semantic features encoded in gesture. For gestures, we scored whether 

manual movements contained information with respect to the same semantic aspects 

but used just two categories, namely a block’s location (e.g., pointing to a certain point 

in space, performing the gesture in the appropriate area in space; gestures had to be 

spatially coherent with respect to the actual model and with respect to each other) and 

its orientation, shape, or size (e.g., moving two fingers up and down to indicate a block’s 

vertical orientation, tracing a triangle shape, using two fingers to indicate the size of a 

block). Unlike for speech, for gesture we collapsed orientation and shape/size, because 

gestures consistently expressed several aspects at the same time due to their holistic 

nature, making it difficult to score these aspects separately (e.g., tracing an arc indicates 

the shape, the size, and the orientation of the arc-shaped block all at the same time). As 
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for speech, we scored “1” if the information was present (“1” was the maximal score, 

even if several gestures were used to convey different aspects of one feature, e.g. a 

block’s shape) and “0” if the information was absent. Additionally, in the coding of 

location, we introduced half a score (“.5”). This was used if the gesture itself encoded 

the correct location information, but could not be related to a previous gesture, e.g. 

because there was no previous gesture or because the previous gesture was not 

performed in the correct location. By introducing this penalty, we aimed to account for 

whether the descriptions were spatially coherent or not. The maximum score for gesture 

information was eight (four blocks à two features). The same coder who coded  

the information in speech also recoded the same 10% of the trials for information 

content in gesture. Inter-rater agreement on location coding was 92.50%, Cohen’s 

Kappa = .87, inter-rater agreement on orientation/shape/size coding was 98.75%,  

Cohen’s Kappa = .97. 

 

Number of semantic features encoded in speech and in gestures 

For each description, we computed the sum of semantic features encoded in speech and 

the sum of semantic features encoded in gesture. These provide an index of the total 

information that a speaker provided in each modality for each description, 

independently of what was represented in the respective other modality. In Appendix 

G, we additionally present an analysis of the normalized counts, i.e. the sums of semantic 

features encoded in speech and in gesture divided by the number of words and gestures 

respectively, which provides a measure of “information density” and an index of how 

efficiently the two modalities are used. 

 

Distribution of information across speech and gestures 

Finally, we also computed how many semantic features were expressed in a single 

modality, i.e. only in speech or only in gestures, and how many semantic features were 

expressed in both modalities, e.g. by referring to the triangles in speech while at the 

same time tracing their shape with the fingers. Based on these counts we computed the 

percentages of information encoded uniquely in speech, uniquely in gesture, or in both 

modalities, which provides an index of how information is distributed across the two 

modalities. 

 

3.2.5. Cognitive measures  
Participants performed the Operation Span Task (Ospan) as a measure of verbal WM, 

the animal naming task to assess semantic fluency, the Trail Making Test (TMT) as a 
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measure of inhibitory control, the Visual Patterns Test (VPT) as a measure of visuo-

spatial WM, and the Corsi Block Task (CBT) as a measure of visuo-sequential WM. 

Detailed descriptions of these cognitive tasks, how they were administered, and how the 

scores were computed can be found in Appendix D. The summary of test scores provided 

in Table 1 indicates that younger adults outperformed older adults on all measures, 

except for the semantic fluency test. 

 
Table 1. Mean scores (and SD) per age group on cognitive tests, plus statistical comparisons (independent 

t-tests and Mann-Whitney tests where appropriate). 

 Younger Older  Test statistic 

Verbal WM (Operation span task) 44.06 (8.39) 34.73 (8.92) t(29) = 2.99** 

Semantic Fluency (Animal naming test) 31.5 (9.4) 27.75 (5.99) t(30) = 1.35 

Inhibitory control (Trail Making Test, TMT)a b 14.5 (27) 21.5 (62) W = 65.5* 

Visuo-spatial WM (Visual Patterns Test, VPT)a 13 (4)  10 (8) W = 187.5*** 

Visuo-sequential WM (Corsi Block Task, CBT)a 54 (42) 37.5 (34) W = 215*** 

*** = p < .001, ** = p < .01, * = p < .05 
a Owing to the non-normality of the data, the figures represent Median (and Range). 
b Note that smaller numbers indicate better performance on this task. 

 

3.2.6. Statistical methods 
To investigate the influence of age, personal common ground (CG vs. no-CG trials), and 

incremental common ground (operationalized as trial number), as well as their 

interaction effects on the main speech- and gesture-based measures (word and gesture 

count, gesture rate, information contained in speech, gesture, and speech and gesture 

combined), we fitted linear mixed-effect models in R version 3.2.1 (R Development Core 

Team, 2015), using the package lme4 (Bates, Maechler, & Bolker, 2017). We used 

likelihood ratio tests for model comparisons, eliminating all non-significant interactions 

in the model comparison process. For each dependent measure, we only report the 

estimates, SEs, t-values and p-values for the main experimental predictors, as well as 

other significant predictors and interactions (if applicable). All the models reported 

contain random intercepts for participants and items, but no by-participant random 

slopes for the personal common ground manipulation or for incremental common 

ground (trial number), as this led to perfect correlations of random factors throughout. 

Reported p-values were obtained via the package lmerTest (Kuznetsova, Brockhoff, and 

Christensen, 2016).  

To investigate the influence of cognitive abilities on our main dependent measures, 

and to test whether potential age-related differences in verbal and gestural behavior 
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could be attributed to age-related differences in cognitive abilities, we applied the same 

basic procedure as described above, creating separate models for each cognitive 

predictor. As the analyses were exploratory, we performed a backwards-model-stripping 

procedure, starting out with a full model including the z-scored cognitive predictor of 

interest, age, the common ground manipulation, and trial number, as well as all their 

interaction terms, eliminating non-significant interactions and predictors based on 

likelihood ratio tests.  

 

3.3. Results 

3.3.1. Descriptive statistics  
Out of the 96 instructions participants gave, six contained an error. In all cases, 

participants confused the position of the cubes with that of the rectangles. Exactly half 

of the errors occurred in descriptions by older adults, suggesting that overall, younger 

and older adults were able to memorize the castles equally well. 

Younger adults produced a total of 692 gestures, out of which 618 were iconic 

gestures (89.31%), 3 metaphoric gestures (.43%), 70 abstract deictic gestures (10.12%), 

1 concrete deictic gesture (.14%), and 61 non-representational gestures (8.82%). Older 

adults produced a total of 722 gestures, out of which 651 were iconic gestures (90.17%), 

1 metaphoric gesture (.14%), 67 abstract deictic gestures (9.28%), 3 concrete deictic 

gestures (.42%), and 19 non-representational gestures (2.63%).  

 
Table 2. Means and SDs for dependent measures by age group and personal common ground condition. 

 Younger Older 

 CG No-CG CG No-CG 

Number of words 42.4 (18.29) 50.71 (23.14) 39.79 (21.19) 48.94 (32.59) 

Number of gestures 6.63 (3.87) 7.79 (5.69) 6.71 (5.21) 8.33 (8.54) 

Gestures/100 words 17.24 (11.00) 15.04 (7.56) 18.69 (13.28) 19.14 (12.05) 

Speech info total 7.29 (1.75) 7.54 (1.71) 6.44 (2.06) 6.6 (2.33) 

Gesture info total 4.59 (2.54) 5.04 (2.67) 4.49 (3.16) 4.71 (3.06) 

% Speech unique info 45.66 (29.84) 43.04 (29.36) 46.42 (35.5) 44.07 (34.3) 

% Gesture unique info 15.37 (14.92) 14.94 (12.34) 18.18 (18.85) 19.41 (20.07) 

% Info speech & gesture 38.98 (22.74) 42.01 (24.95) 35.4 (25.3) 36.51 (26.23) 
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Mean values and standard deviations for the various dependent measures by age 

group and personal common ground condition are listed in Table 2 (for means and SDs 

by age group and incremental common ground, see Appendix H). It is interesting to note 

that for both age groups, the gesture rate (i.e., the gesture frequency normalized by the 

number of words) was considerably higher in the present task than in Schubotz et al. 

(2019), where younger adults produced on average 5.89 gestures per 100 words in the 

CG condition (7.73 in no-CG), and older adults produced on average 5.96 gestures per 

100 words in the CG condition (4.88 in no-CG). This difference could be expected,  

seeing that gestures generally play a more prominent role when talking about spatial 

topics as opposed abstract or verbal ones (e.g., Feyereisen & Havard, 1999; Lavergne & 

Kimura, 1987). 

 

3.3.2. Effects of experimental predictors and cognitive abilities on 

word count, gesture frequency, and gesture rate 

Word count 

Word count was predicted by personal common ground, such that fewer words were 

used in CG than in no-CG trials (β = -8.73, SE = 2.06, t(154.86) = -4.23, p < .001). Also, 

there was a significant effect of incremental common ground, such that fewer words 

were used on later as compared to earlier trials (β = -4.15, SE = .60, t(154.86) = -6.87,  

p < .001). There was no main effect of age (β = -2.19, SE = 6.49, t(31.87) = -.34, p = .74), 

and no interaction between any of the predictors.  

Including verbal WM yielded a significant interaction with incremental common 

ground, such that participants with higher verbal WM showed a stronger reduction in 

number of words across trials (β = -1.42, SE = .60, t(150.47) = -2.37, p =.02). Note that 

participants with lower WM did not fail to reduce but rather started out with a lower 

number of words on early trials which remained constant across the experiment, while 

participants with higher WM used a higher number of words on early trials and reduced 

on later trials (see Figure 3). None of the other cognitive predictors contributed 

significantly to the original model. 

 

Gesture count (gesture frequency) 

As for word count, the only significant predictors for gesture count were personal 

common ground (β = -1.40, SE = .58, t(154.77) = 2.42, p = .02) and incremental common 

ground (β = -.81, SE = .17, t(154.77) = -4.79, p < .001), with fewer gestures in CG as 

compared to no-CG trials, and fewer gestures on later trials as compared to earlier trials. 
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Figure 3. Interaction effect of verbal WM (z-scored) and incremental common ground on word count, 

collapsed across CG and no-CG conditions. Note that there was no significant effect for age group. 

 

 

There was no main effect for age (β = .31, SE = 1.60, t(31.97) = .20, p = .85), and no 

interaction with the other predictors. 

Including semantic fluency yielded a significant interaction with personal common 

ground, such that participants with higher semantic fluency showed a stronger 

reduction in gesture frequency across trials (β = -.41, SE = .17, t(154.90) = -2.47, p = .01). 

Note that participants with lower fluency did not fail to reduce but rather started out 

with a lower number of gestures on early trials which remained constant across the 

experiment, while participants with higher semantic fluency used a higher number of 

gestures on early trials and reduced on later trials (see Figure 4). None of the other 

cognitive predictors contributed significantly to the original model. 

 

Gesture rate (gestures/100 words) 

Gesture rate was not significantly predicted by any of the experimental predictors, age 

(β = 2.77, SE = 3.27, t(32) = .85, p = .40), personal common ground (β = -.88, SE =.97, 

t(160) = -.91, p = .37), or incremental common ground (β = -.12, SE = .28, t(160) = -.42, 

p = .68). There were also no effects for cognitive predictors. 

For the full model summaries of the analyses reported in this section, see  

Appendix I. 
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Figure 4. Interaction effect of semantic fluency (z-scored) and incremental common ground on gesture 

count, collapsed across CG and no-CG conditions. Note that there was no significant effect for age group. 

 

3.3.3. Effects of experimental predictors and cognitive abilities on 

information encoded in speech and in gestures 

Number of semantic features encoded in speech and in gestures 

The amount of semantic features expressed in speech was predicted only by incremental 

common ground, such that later trials contained fewer features (β = -.14, SE = .05,  

t(160) = -2.70, p =.008). There were no effects for age (β = -.90, SE = .56, t(32) = -1.17,  

p = .12) or personal common ground (β = .21, SE = .18, t(160) = 1.17, p = .25). Similarly, 

the amount of semantic features expressed in gesture was predicted only by 

incremental common ground, such that later trials contained fewer features (β = -.21, 

SE = .06, t(154.91) = -3.75, p < .001). There were no effects for age (β = -.22, SE = .90, 

t(32) = -.24, p = .81), or personal common ground (β = .33, SE = .19, t(154.91) = 1.75,  

p = .08). There were no effects for cognitive factors on either measure. 

 

Distribution of information across speech and gestures 

The percentage of information expressed uniquely in speech was predicted by 

incremental common ground, such that more information was encoded uniquely in 

speech on later as compared to earlier trials (β = 1.95, SE = .64, t(154.90) = 3.04,  

p = .003). There were no effects for age (β = .90, SE = 10.13, t(32) = .09, p = .93) or 

personal common ground (β = -2.48, SE = 2.20, t(154.90) = -1.13, p = .26). Similarly, the 

percentage of information expressed uniquely in gesture was predicted by incremental 
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common ground, such that more information was encoded uniquely in gestures on later 

as compared to earlier trials (β = .96, SE = .46, t(154.79) = 2.12, p = .04). There were no 

effects for age (β = 3.64, SE = 4.69, t(31.99) = .78, p = .44) or  personal common ground 

(β = .41, SE = 1.55, t(154.79) = .26, p = .79). There were no effects for cognitive factors 

on either measure.  

The percentage of semantic features expressed twice, both in speech and in gestures, 

was predicted by incremental common ground, such that there was a lower percentage 

of information encoded twice on later as compared to earlier trials (β = -2.92, SE = .60, 

t(154.85) = -4.88, p < .001). There were no effects for age (β = -4.54, SE = 7.13,  

t(31.99) = -.64, p = .53) or personal common ground (β = 2.07, SE = 2.04,  

t(154.85) = 1.01, p = .31). 

Including visuo-sequential WM yielded a significant interaction with personal 

common ground. In CG trials, participants expressed the same percentage of 

information twice, in both modalities, regardless of visual WM score. However, in no-CG 

trials, participants with higher visual WM expressed a higher percentage of information 

twice, in both modalities, than participants with lower visual WM (β = 4.99, SE = 2.01, 

t(155.68) = 2.48, p = .01). 

For the full model summaries of the analyses reported in this section, see  

Appendix I. 
 

 
Figure 5. Interaction effect of visual WM (z-scored) and personal common ground manipulation on 

percentage of information expressed twice, in both modalities, collapsed across trials. Note that there was 

no significant effect for age group. 
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3.3.4. Summary of results 

Word and gesture frequency and rate  

We found no significant age-related differences in the verbal and gestural behavior of 

younger and older adults. Both younger and older adults’ behavior showed significant 

effects of personal and incremental common ground: there was a significant reduction 

in word count and gesture frequency in CG as compared to no-CG trials as well as across 

the experiment, i.e. going from the first to the final trial. For both age groups, a parallel 

decrease in both modalities from no-CG to CG trials and across the experiment was 

indicated by a constant gesture rate.  

 

Information encoded in speech and/or gesture 

Again, there were no age-related differences in the amount and distribution of 

information expressed in speech and in gestures.  

The number of features (location, size/shape, orientation) expressed in speech and 

in gestures decreased across the experiment (incremental common ground). However, 

there was no effect of personal common ground (CG vs. no-CG trials).  

With respect to the distribution of information across the two modalities, the 

percentage of semantic information encoded uniquely in either of the two modalities 

increased across the experiment, while the information expressed twice, both in speech 

and in gesture, decreased across the experiment. That is, we saw a shift across the 

experiment from encoding information in both modalities, to encoding information only 

in one single modality. 

 

Effects of cognitive predictor variables 

Although there were no significant age-related differences in any of these dependent 

measures and no interaction effects of age group and personal or incremental common 

ground, we found interaction effects of individual cognitive abilities with the common 

ground variables. Incremental common ground interacted with verbal WM and with 

semantic fluency, such that across the experiment, a reduction in word count was more 

pronounced in individuals with better verbal WM and a reduction in gesture frequency 

was more pronounced in individuals with higher semantic fluency. Personal common 

ground interacted with visual WM, such that participants with higher visual WM 

encoded more information twice, in both modalities, on no-CG trials than participants 

with lower visual WM.  
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3.4. Discussion 
The present study offers new insights into multimodal recipient design by older and 

younger adults in a spatial task. Based on previous research, we initially hypothesized 

that older adults would show less evidence of common ground-based recipient design 

than younger adults in speech and in gesture in terms of description length and gesture 

frequency, in terms of information content, and in terms of how the information is 

distributed across the two modalities. Additionally, we hypothesized that individual 

differences in cognitive abilities may modulate age-related differences in behavior.  

Contrary to our expectations, we found no significant behavioral differences 

between the two age groups on measures of word and gesture frequency, amount of 

information expressed in the two modalities or how the information was distributed 

across the two modalities. Speakers of both age groups adapted their multimodal 

instructions to our experimentally induced personal and incremental common ground. 

Rather than by the speakers’ age, recipient design in several measures was predicted by 

individual differences in cognitive abilities. Individual results will be discussed in the 

following sections. 

 

3.4.1. Effects of age and personal and incremental common ground 

on multimodal recipient design 
As in Schubotz et al. (2019), we found no age-related differences in overall word count 

or gesture frequency. This suggests that the relatively lower gesture frequency reported 

previously for older adults in the visuo-spatial domain (Cohen & Borsoi, 1996; Feyereisen 

& Havard, 1999; Theocharopoulou et al., 2015) was not attributable to task demands 

but rather to the lack of a truly communicative setting (see also discussion in Schubotz 

et al., 2019). 

Furthermore, and contrary to what we expected based on previous findings (Horton 

& Spieler, 2007; Hupet et al., 1993; Lysander & Horton, 2012; Schubotz et al., 2019), we 

also found no age-related differences in verbal and gestural recipient design: both 

younger and older adults reduced the number of words and of gestures in CG compared 

to no-CG trials (personal common ground manipulation), as well as across the 

experiment (incremental common ground manipulation) to the same extent. The 

parallel decrease in speech and gesture resulted in a constant gesture rate, as has been 

found in some previous studies (e.g., Campisi & Özyürek, 2013; de Ruiter et al., 2012; 

Galati & Brennan, 2014; Hilliard & Cook, 2016; see Holler & Bavelas, 2017 for a review). 

Also, both age groups reduced the amount of information expressed in speech and in 
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gestures across the experiment, i.e., in response to incremental common ground. This 

reduction in semantic content expressed in speech and in gestures had previously only 

been observed for manipulations of personal common ground (e.g., Holler & Wilkin, 

2009; Schubotz et al., 2019).9 

Furthermore, we observed a shift in how information was distributed across speech 

and gesture across the experiment. On earlier trials, speakers encoded more 

information in both modalities, i.e., the semantic features that were expressed in speech 

were also expressed in gesture and vice versa. Later on, information was more 

frequently encoded only in speech or, to a lower percentage, only in gesture. Encoding 

the same piece of information in both modalities is arguably more informative than 

encoding it only in one modality. Hence, this pattern mirrors the general observation of 

speaker-gesturers becoming increasingly efficient in terms of their speech and gesture 

use across the experiment (i.e. as common ground accrues) and provides an additional 

example of how well the use of the two modalities is coordinated in recipient-designed 

messages. The absence of any effects of age on this measure, too, suggests that older 

adults are as skillful as younger adults with respect to the coordination of information 

across the two modalities in interactive settings. The analyses of speech and gesture 

“information density”, reported in Appendix G, further corroborate this observation.  

 

3.4.2. Interaction effects of cognitive abilities with personal and 

incremental common ground on multimodal recipient design 
Rather than age, we found that individual cognitive variables modulated the extent of 

verbal and gestural recipient design based on personal and incremental common 

ground. These findings go beyond previous research on the interplay between cognitive 

and communicative constraints on speech and gesture use (e.g., Galati & Brennan, 2014; 

Masson-Carro, Goudbeek, & Krahmer, 2016), as they identify individual differences in 

specific cognitive variables which influence common ground-based adaptations, rather 

than inducing an external cognitive load by increasing task demands. It is interesting that 

these associations surfaced in a visuo-spatial task (see also Long et al., 2018; Wardlow, 

 
9 Interestingly, in the present study, the same amount of verbal and gestural information was 

expressed in CG as compared to no-CG trials. It appears that regardless of personal common 

ground condition, speakers always deemed the same amount of information minimally necessary 

in order to construct the model, which may make this finding specific to our task – after all, the 

present task was restricted to just four semantic aspects that were relevant for completing the 

task. 



CHAPTER 3 

 88 

2013), but not in a more verbal, narrative task (Schubotz et al., 2019). Possibly, the 

cognitive measures employed here were better suited to capture the abilities involved 

in the present task as compared to the narrative task, due to the different cognitive 

abilities involved. 

Verbal WM influenced how strongly speakers reduced the number of words across 

the experiment, i.e., in response to incremental common ground: Individuals with higher 

verbal WM showed a stronger pattern of reduction than those with lower verbal WM. 

Presumably, WM resources are needed to update the speaker’s discourse model on 

which information is or is not mutually shared, and to access this information while 

designing and adapting one’s utterances accordingly (see also e.g. Brennan et al., 2010; 

Horton & Gerrig, 2005; Wardlow, 2013).  

Semantic fluency modulated the reduction of gesture frequency in response to 

incremental common ground: Participants with higher semantic fluency showed 

stronger evidence of gestural adaptations to incremental common ground than those 

with lower semantic fluency. Potentially, higher semantic fluency, i.e. the efficiency of 

accessing and retrieving words from existing semantic categories (Martin, Wiggs, 

Lalonde, & Mack, 1994), allowed speakers to be more flexible in how they used gestures 

in addition to their verbal message. For example, Hostetter and Alibali (2007) suggest 

that speakers with high verbal skill may use gestures to make their utterances more 

communicatively effective, as may also have been the case in the present study. 

Finally, we also found that visual WM affected the distribution of information across 

the two modalities based on personal common ground: individuals with better visual 

WM encoded more information in both modalities for unknowing addressees than 

individuals with lower visual WM. This suggests that visual WM, i.e., the ability to store 

and manipulate visual information, also influences how well speakers can use speech 

and gesture together for their addressee. We would like to speculate that there might 

be a mechanism similar to the one proposed for the effects of semantic fluency above: 

Speakers with higher visual WM may have been more efficient at storing and retrieving 

the visual information from memory due to their higher spatial skills, and were thus able 

to use gestures more flexibly in order to tailor their multimodal utterances to their 

addressees’ needs.  

Interestingly, our findings are not in line with earlier research suggesting a direct 

relationship between lower visual or verbal WM (Chu et al., 2014; Gillespie et al., 2014 

respectively) and an increase in gesture frequency. It is likely that in other contexts, in 

which the communicative or interactive function of gestures is less emphasized, the 

relationship between cognitive abilities and gesticulation manifests itself differently. Yet, 
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note that our findings are based on a relatively small sample. Ideally, future research 

should replicate these results, using larger sample sizes. 

 

3.5. Conclusion 
Taken together, our results indicate that like younger adults, older adults were aware of 

the presence or absence of shared knowledge induced experimentally, i.e., personal and 

incremental common ground, and could adapt their multimodal utterances accordingly. 

Additionally, our findings suggest that younger and older adults’ common ground-based 

adaptations were affected by individual differences in cognitive abilities, with higher 

cognitive performance in verbal and visual WM and semantic fluency allowing for more 

strongly pronounced recipient design.  

Thus, previous findings of age-related deficits in common ground-based recipient 

design in the verbal (Horton & Spieler, 2007; Hupet et al., 1993; Lysander & Horton, 

2012; Schubotz et al., 2019) and gestural domain (Schubotz et al., 2019) do not seem to 

generalize to the spatial task employed in the present study. First and foremost, by virtue 

of being spatial, the present task presumably placed different demands on the speech 

and co-speech gesture production system. The fact that gestures were very prominent 

during the spatial descriptions may have given speakers the opportunity to “off-load” 

information onto visual space, thereby freeing up cognitive resources (see Goldin-

Meadow et al., 2001; Wagner et al., 2012), which then became available for other 

cognitive operations, like the common ground-based adaptation of utterances. 

Furthermore, the language used in the present task consisted of a fairly restricted 

vocabulary, consisting mainly of geometric shape and size attributes and spatial 

prepositions; this may have additionally decreased the demands of verbal utterance 

planning, thus leaving more capacity for the cognitive operations involved in recipient 

design. In addition, the straight-forward nature of the present task presumably reduced 

age-related differences in task interpretation and communicative goals, which may have 

contributed to the results obtained by Schubotz et al. (2019).   

We would like to suggest that this interplay of cognitive and contextual factors 

determined older adults’ communicative behavior, causing the different pattern of 

results observed in the present task compared to Schubotz et al. (2019). Future research 

might further explore this possibility, by systematically manipulating the type of 

cognitive factors involved in a given task, the task difficulty, and the speakers’ 

communicative goals. 

To summarize, in the present study, we found no evidence that the ability to engage 

in common ground-based recipient design, both verbally and gesturally, decreases as a 
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function of age. In the spatial instruction task that we employed, both age groups flexibly 

adapted their speech and co-speech gesture use and the amount of information they 

expressed in the two modalities according to their addressee’s knowledge state in terms 

of personal and incremental common ground. Importantly, individual differences in 

verbal and visual WM and semantic fluency modulated the extent of these addressee-

based adaptations, such that higher cognitive abilities predicted more strongly 

pronounced recipient design. We conclude that a combination of context-specific 

communicative requirements and of cognitive factors determines how younger and 

older adults speak and gesture in interaction with others. 
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Abstract 
When comprehending speech-in-noise (SiN), younger and older adults benefit from 

seeing the speaker’s mouth, i.e. visible speech. Younger adults additionally benefit from 

manual iconic co-speech gestures. Here, we investigate to what extent younger and 

older adults benefit from perceiving both visual articulators while comprehending SiN, 

and whether this is modulated by working memory and inhibitory control. Twenty-eight 

younger and 28 older adults performed a word recognition task in three visual contexts: 

mouth blurred (speech-only), visible speech, or visible speech + iconic gesture. The 

speech signal was either clear or embedded in multitalker babble. Additionally, there 

were two visual-only conditions (visible speech, visible speech + gesture). Accuracy 

levels for both age groups were higher when both visual articulators were present 

compared to one or none. However, older adults received a significantly smaller benefit 

than younger adults, although they performed equally well in speech-only and visual-

only word recognition. Individual differences in verbal working memory and inhibitory 

control partly accounted for age-related performance differences. To conclude, 

perceiving iconic gestures in addition to visible speech improves younger and older 

adults’ comprehension of SiN. Yet, the ability to benefit from this additional visual 

information is modulated by age and verbal working memory. Future research will have 

to show whether these findings extend beyond the single word level. 
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4.1. Introduction 
In every-day listening situations, we frequently encounter speech embedded in noise, 

such as the sound of cars, music, or other people talking. Relative to younger adults, 

older adults’ language comprehension is often particularly compromised by such 

background noises (e.g. Dubno et al., 1984). However, the visual context in which speech 

sounds are perceived in face-to-face interactions, particularly the speaker’s mouth 

movements and manual gestures, may facilitate the comprehension of speech-in-noise 

(SiN). Both younger and older adults have been shown to benefit from visible speech, 

i.e. the articulatory movements of the mouth (including lips, teeth and tongue) (e.g. 

Sommers et al., 2005; Stevenson et al., 2015; Tye-Murray et al., 2010; 2016). Recent 

work has also demonstrated that younger adults’ perception of a degraded speech signal 

benefits from manual iconic co-speech gestures in addition to visible speech (Drijvers & 

Özyürek, 2017; Drijvers et al., 2018). Co-speech gestures are meaningful hand 

movements which form an integral component of the multimodal language people use 

in face-to-face settings (e.g. Bavelas & Chovil, 2000; Kendon, 2004; McNeill, 1992). Iconic 

gestures in particular can be used to indicate the size or shape of an object or to depict 

specific aspects of an action and thus to communicate relevant semantic information 

(McNeill, 1992). Whether older adults, too, can benefit from such gestures is currently 

unknown. The aim of the current study was to find out whether and to what extent older 

adults are able to make use of iconic co-speech gestures in addition to visible speech 

during SiN comprehension.  

In investigating this question, we also consider whether hearing loss and differences 

in cognitive abilities play a role in this process. Both factors have been associated with 

the disproportionate disadvantage older adults experience due to background noises 

(e.g. Anderson et al., 2013; CHABA, 1988; Humes, 2002, 2007; Humes et al., 1994; 

Pichora-Fuller et al., 2017; see also Akeroyd, 2008). While age-related hearing loss has 

direct effects on central auditory processing, it also increases the cognitive resources 

needed for speech perception (Sommers & Phelps, 2016). Aging is frequently associated 

with declines in cognitive functioning, e.g. working memory (WM) or inhibitory 

mechanisms (Hasher, Lustig, & Zacks, 2007; Hasher & Zacks, 1988; Salthouse, 1991). In 

combination with hearing loss, this may further contribute to an overall decrease in 

resources available for cognitive operations like language comprehension or recall (e.g. 

Sommers & Phelps, 2016). Accounting for sensory and cognitive aging is thus crucial in 

the investigation of older adults’ comprehension of SiN and the potential benefit they 

receive from visual information. 
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Previous research suggests that perceiving a speaker’s articulatory mouth 

movements can alleviate the disadvantages in SiN comprehension that older adults 

experience due to sensory and cognitive aging to some extent. The phonological and 

temporal information provided by visible speech reduces the processing demands of 

speech and facilitates perception and comprehension (Peelle & Sommers, 2015; 

Sommers & Phelps, 2016). Accordingly, older and younger adults benefit from visible 

speech when perceiving SiN, both on a behavioral (e.g. Avivi-Reich et al., 2017; Smayda 

et al., 2017; Sommers et al., 2005; Stevenson et al., 2015; Tye-Murray et al., 2010; 2016) 

and on an electrophysiological level (Winneke & Phillips, 2011). The size of the benefit 

depends on the quality of the acoustic speech signal, or signal-to-noise ratio (SNR), as 

well as on individual auditory and visual perception and processing abilities (Tye-Murray 

et al., 2016). Once a certain noise threshold is reached, where individuals can no longer 

extract meaningful information from the auditory signal, they fail to exhibit any 

behavioral benefit from visible speech (Ross et al., 2007; Stevenson et al., 2015). As this 

threshold may be reached earlier in older than in younger adults due to age-related 

hearing loss, older adults may experience smaller visible speech benefits (e.g. Stevenson 

et al., 2015; Tye-Murray et al., 2010). Similarly, reduced lip-reading abilities in older 

adults may also lead to a smaller visible speech benefit (e.g. Sommers et al., 2005,  

Tye-Murray et al., 2010, 2016). 

In addition to visible speech, the semantic information contained in iconic co-speech 

gestures also enhances speech comprehension and helps in the disambiguation of a 

lexically ambiguous or degraded speech signal, at least in younger adults. A large body 

of behavioral and neuroimaging research has shown that under optimal listening 

conditions, the information conveyed by iconic co-speech is integrated with speech 

during online language processing (e.g. Holle & Gunter, 2007; Kelly et al., 1999; 2010; 

Obermeier et al., 2011; for a review see Özyürek, 2014). For speech embedded in 

multitalker babble noise, word identification is better when sentences are accompanied 

by an iconic gesture (Holle et al., 2010) and listeners use iconic co-speech gestures to 

disambiguate lexically ambiguous sentences (Obermeier et al., 2012).  

It is important to note that this previous research has investigated the effects of 

gestures in isolation, by blocking speakers’ heads or mouths from view. In every-day 

language use however, visible speech and co-speech gestures are not isolated 

phenomena, but naturally co-occur. Therefore, Drijvers and Özyürek (2017) and Drijvers 

et al. (2018) investigated the joint contribution of both visual articulators on word 



MULTIMODAL LANGUAGE BENEFIT ON SIN COMPREHENSION 

 95 

recognition in younger adults, using different levels of noise-vocoded speech.10 The 

combined effect of visible speech and gestures was significantly larger than the effect of 

either visual articulator individually, at least at a moderate noise vocoding level. At the 

worst vocoding level, where a phonological coupling of visible speech movements with 

the auditory signal was no longer possible (see also Ross et al., 2007; Stevenson et al., 

2015), gestures provided the only source for a visual benefit.  

Considering that iconic gestures provide such valuable semantic information to 

younger listeners under adverse listening conditions, one might expect their benefit to 

be comparable or even more pronounced for older adults, since older adults are more 

severely affected by SiN and have been shown to gain as much or more from additional 

semantic information (e.g. Pichora-Fuller et al., 1995; Smayda et al., 2017, for effects of 

sentence context on SiN comprehension).  

However, there are indications that older adults may fail to process gestures in 

addition to speech, and/or to integrate gestures with speech. Cocks et al. (2011) found 

that older adults were just as good as younger adults in interpreting gestures without 

speech sound, i.e., visual-only presentation, but had difficulties interpreting co-speech 

gestures in relation to speech (note that here, the speaker’s face was covered, i.e. no 

information from visible speech was available). Under highly demanding listening 

conditions (i.e., very fast speech rates, dichotic shadowing), older adults similarly did not 

benefit from the semantic information contained in gestures in addition to visible 

speech, in contrast to younger adults (Thompson, 1995; Thompson & Guzman, 1999). 

Cocks et al. (2011, p. 34) suggest that it is possible that these findings are due to age-

related WM limitations, as “the integration process [of speech and gesture] requires 

working memory capacity in order to retain and update intermediate results of the 

interpretation process for speech and gesture.” Older adults’ WM resources may have 

been consumed with speech processing operations, leaving insufficient resources for 

gesture comprehension and integration.  

Therefore, as the ability to benefit from gestures may depend on an individual’s WM 

capacity, older adults may benefit less from gestures in addition to visible speech than 

younger adults, also when perceiving SiN. Furthermore, older adults may focus more 

strongly on the mouth area as a very reliable source of information, to the potential 

 
10 Like Drijvers and Özyürek (2017), we use the term “visual articulators” to refer to both the 

articulatory movements of the mouth and manual co-speech gestures as the media via which 

visual information is conveyed, as this term is neutral with respect to intentionality. 
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disadvantage of other sources of visual information (Thompson & Malloy, 2004), such 

that they might benefit less from gestures in the context of visible speech. 

Since the contribution of visible speech and co-speech gestures to older adults’ 

processing of SiN has not been studied in a joint context, it is currently unknown whether 

older adults can benefit at all from the semantic information contained in co-speech 

gestures when perceiving SiN, in addition to the benefit derived from visible speech. 

Similarly, the role that changes in cognitive functioning associated with aging play in the 

processing of these multiple sources of visual information remains unknown. Given that 

both visible speech and iconic co-speech gesture form an integral part of human face-

to-face communication, these articulators have to be considered jointly in order to gain 

a comprehensive and ecologically grounded understanding of older adults’ 

comprehension of SiN. 

 

4.1.1. The present study 
The primary aim of the present study was therefore to investigate whether aging affects 

the comprehension of SiN perceived in the presence of visible speech and iconic  

co-speech gestures, and whether these processes are mediated by differences in 

sensory and cognitive abilities. 

In order to explore this issue, we presented younger and older participants with a 

word recognition task in three visual contexts: speech-only (mouth blurred), visible 

speech, and visible speech + gesture. The speech signal was presented without 

background noise or embedded in two different levels of background multi-speaker 

babble noise, and participants had to select the written word they heard among a total 

of four words. These included a phonological as well as a semantic (i.e., gesture-related) 

distractor and an unrelated answer.  

Generally, we expected that both age groups would perform worse at higher noise 

levels, and that older adults would be affected more strongly than younger adults, 

potentially mediated by hearing acuity. More importantly, we expected that younger 

adults’ word recognition in noise should improve most when both visual articulators (i.e. 

mouth movements and gesture) were present, as compared to the benefit from visible 

speech only, comparable to what has been found for younger adults using noise-

vocoded speech (Drijvers & Özyürek, 2017; Drijvers et al., 2018). For the older adults, 

we refrained from making directed predictions on whether or not they, too, could make 

use of the semantic information contained in co-speech gesture in addition to visible 

speech, as the research summarized in the introductory section suggests that either 



MULTIMODAL LANGUAGE BENEFIT ON SIN COMPREHENSION 

 97 

outcome is conceivable (Cocks et al., 2011; Pichora-Fuller et al., 1995; Smayda et al., 

2017; Thompson, 1995). 

In order to test whether the expected differences between the two age groups in 

response accuracies and the size of the potential visual benefit is modulated by 

differences in cognitive abilities, we measured participants’ verbal and visual WM and 

inhibitory control. WM is assumed to be critical for online (language) processing, 

allowing for the temporary storage and manipulation of perceptual information 

(Baddeley & Hitch, 1974). Verbal WM capacity predicts comprehension and/or recall of 

SiN in older adults (Baum & Stevenson, 2017; Koeritzer et al., 2018; Rudner et al., 2016), 

potentially, because additional WM resources are recruited for the auditory processing 

of SiN, leaving fewer resources for subsequent language comprehension and recall. 

Visual WM capacity predicts gesture comprehension in younger adults, presumably 

playing a role in the ability to conceptually integrate the visuo-spatial information 

conveyed by gestures with the speech they accompany (Wu & Coulson, 2014). As the 

ability to process, update and integrate multiple streams of information may likewise 

depend on sufficient WM resources (Cocks et al., 2011), we expected higher WM 

capacities to be predictive of better performance overall, as well as a higher benefit of 

visible speech and gestures.  

We additionally included a measure of inhibitory control, as the ability to selectively 

focus attention or to suppress irrelevant information has been connected to the 

comprehension of single talker speech presented against the background of several 

other talkers (i.e., multitalker babble, e.g. Janse, 2012; Jesse & Janse 2012; Tun et al., 

2002). Therefore, we also expected better inhibitory control to be predictive of higher 

performance overall.   

Finally, we evaluated the type of errors that participants made in the visible speech 

+ gesture condition, in order to test whether older adults focus more exclusively on the 

mouth area than younger adults (Thompson & Malloy, 2004). If this were the case, we 

would expect them to make proportionally fewer gesture-based semantic errors and 

more visible speech-based phonological errors than younger adults in this condition. 

 

4.2. Method 

4.2.1. Participants 
30 younger adults (14 women) between 20 and 26 years old (Mage = 22.04, SD = 1.79) 

and 28 older adults (14 women) between 60 and 80 years old (Mage = 69.36, SD = 4.68) 

took part in the study. The older participants were all community dwelling residents. The 
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younger participants were students at Nijmegen University or Nijmegen University of 

Applied Sciences. All participants were recruited from the participant pool of the Max 

Planck Institute for Psycholinguistics and received between € 8 and € 12 for their 

participation, depending on the duration of the session. Participants were native Dutch 

speakers with self-reported normal or corrected-to-normal vision and no known 

neurological or language-related disorders. Educational level was assessed in terms of 

highest level of schooling. For the older participants, this ranged from secondary school 

level (25% of participants) via “technical & vocational training for 16 to 18-year-olds” 

(50% of participants) to university level (25% of participants). All of the younger 

participants were enrolled in a university program at the time of testing. The experiment 

was approved by the Ethics Commission for Behavioral Research from Radboud 

University Nijmegen. The data of two younger male participants were lost due to 

technical failure. 

 

4.2.2. Background measures 

Hearing acuity 

Hearing acuity was assessed with a portable Oscilla© USB-330 audiometer in a sound-

attenuated booth. Individual hearing acuity was determined as the participants’ pure-

tone average (PTA) hearing loss over the frequencies of ½, 1, and 2 kHz and 4 kHz. The 

data of one older male participant was lost due to technical failure. The average hearing 

loss in the older group was 24.95 dB (SD = 8.04 dB; Median = 22.5 dB; Range = 13.75 to 

37.5 dB) and in the younger group 7.68 dB (SD = 3.58 dB; Median = 7.5 dB, Range = 0 to 

15 dB). This difference was significant, Wilcoxon rank sum test, W = 4, p < .001.  

 

Verbal WM 

The backward digit-span task was used as a measure of verbal WM (Wechsler, 1981), 

which has been used in previous investigations of audiovisual processing and related 

topics in younger and older adults (e.g., Koch & Janse, 2016; Thompson & Guzman, 1999; 

Tun & Wingfield; 1999). Unlike word or listening/reading span tasks, the digit span task 

has the advantage of not being affected by word semantics or frequency (Jones & 

Macken, 2015). Participants repeated digit sequences of increasing length in reverse 

order, requiring both item storage and manipulation (Bopp & Verhaeghen, 2005). Scores 

were computed as the longest correctly recalled sequence. Younger participants scored 

significantly higher than older participants, M = 5.21 (SD = 1.34; Median = 5; Range = 3 

to 8) vs. M = 4.29 (SD = 1.24; Median = 4; Range = 0 to 7), W = 547, p = .009. 
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Visual WM 

The Corsi Block-Tapping Task (CBT, Corsi, 1972) provides a measure of the visuo-

sequential component of visual WM. Participants imitated the experimenter in tapping 

nine black cubes mounted on a black board in sequences of increasing length. Scores 

were calculated as the length of the last correctly repeated sequence multiplied by the 

number of correctly repeated sequences. Younger adults performed significantly better 

than older adults, M = 48.71 (SD = 19.74; Median = 42; Range = 30 to 126) vs. M = 25.71 

(SD = 9.28; Median = 25; Range = 12 to 42), W = 721, p < .001. 

 

Inhibitory control 

Trail Making Test parts A and B (Parkington & Leiter, 1949) were used in order to assess 

inhibitory control. This test has been used in previous investigations of audiovisual 

processing in younger and older adults (e.g., Jesse & Janse, 2012; Smayda et al., 2016). 

In part A, participants connected circled numbers in sequential order. In part B, they 

alternated between numbers and letters, requiring the continuous shifting of attention. 

The difference between the times needed to complete both parts (i.e. B-A) provides a 

measure of inhibition/interference control, as it isolates the switching component of 

part B from the visual search and speed component of part A (Sanchez-Cubillo et al., 

2009). The mean difference between parts B and A was significantly larger for the older 

adults M = 29.54 s (SD = 12.88; Median = 29; Range = 3.7 to 65) than for the younger 

adults M = 16.9 s (SD = 8.41; Median = 15.65; Range = 6 to 47.2), W = 142, p < .001. 

 

4.2.3. Pretest 
We conducted a pretest in order to establish the noise levels at which younger and older 

adults might benefit most from perceiving gestural information in addition to visible 

speech (reported in detail in Appendix J). Based on this pretest, we selected SNRs -18 

and -24 dB for the main experiment.  

 

4.2.4. Materials 
The materials in this experiment were similar to the set of stimuli used in Drijvers & 

Özyürek (2017) and consisted of 220 videos of an actress uttering a highly frequent 

Dutch action verb while she was displayed with either having her mouth blurred, visible, 

or visible and accompanied by a co-speech gesture (see Figure 1, panel A). All verbs were 

unique and only displayed in one condition. All gestures depicted the action denoted by 

the verb iconically, e.g. a steering gesture resembling the actress holding a steering 
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wheel for the verb rijden (“to drive”). Gestures were matched on how well they fit with 

the verb, i.e. their iconicity (see Drijvers & Özyürek, 2017). Each video had a duration of 

2 s, with an average speech onset of 680 ms after video onset. Gesture preparation 

started 120 ms after video onset, and the ‘stroke’, i.e. the most effortful and meaning-

bearing part of the gesture (Kendon, 2004; McNeill, 1992), coincided with the spoken 

verb. 

 

 
 

Figure 1. Experimental overview. (A) Overview of conditions. Action words are in Dutch: lopen (“to walk”), 

fietsen (“to cycle”), rijden (“to drive”). (B) Trial structure. Answer options are in Dutch: strijden (“to fight”, 

phonological competitor), sturen (“to steer”, semantic competitor), afgieten (“to drain”, unrelated foil), 

rijden (“to drive”, target). 

 

The speech in the videos was either presented as clear speech or embedded in eight-

talker babble, with an SNR of -18, or with an SNR of -24. The babble was created by 

overlaying 20 s fragments of talk of eight speakers (four male and four female) using the 

software Praat (Boersma & Weenink, 2015). Subsequently, the babble was edited into 2 

s fragments and merged with the original sound files using the software Audacity. The 

background babble started as soon as the video started and commenced until the video 

was fully played. The sound of the original videos was intensity scaled to 65 dB. In order 

to create videos with SNR-18, the original sound file was overlayed with babble at 83 dB, 

for SNR-24 with babble at 89 dB. 

To test for the contribution of gestures in addition to visible speech to the 

comprehension of SiN, we divided the 220 videos over 11 conditions, with 20 videos per 

condition (for a schematic representation see Figure 1, panel A). Combining the three 

visual modalities (speech-only [mouth blurred], visible speech, visible speech + gesture) 
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and three audio conditions (clear speech, SNR -18, SNR -24) yielded nine audiovisual 

conditions.11 Two additional conditions without audio were included to test how much 

information participants could obtain from visual-only information: no-audio + visible 

mouth movements, which is similar to assessing lip-reading ability, and no-audio + visible 

mouth movements + gesture, assessing people’s ability to grasp the semantic 

information conveyed by gestures in the presence of visible speech.  

We created 28 experimental lists (each list was tested twice, once for a younger and 

once for an older participant). These lists were created by pseudo-randomizing the order 

of the 220 videos. Each participant saw each of the 220 videos exactly once in either of 

the four audio conditions; across the experiment, each video occurred equally often in 

each audio condition. Per list, the same audio or visual condition could not occur more 

than five times in a row. 

The answer options contained four action verbs: 1) the target verb uttered by the 

actress; 2) a phonological competitor related to the target verb phonologically; 3) a 

semantic competitor related to the gesture (if present in the video); and 4) an unrelated 

foil (see Figure 1, panel B). The semantic competitors were selected on the basis of a 

pretest (reported in Drijvers & Özyürek, 2017) and consist of action verbs that could 

plausibly be accompanied by the iconic gesture, i.e., the meaning of the gesture could 

be mapped to both the target and the competitor. Examples are a “driving” gesture (i.e., 

moving the hands as if holding a steering wheel) with the target “to drive” (rijden) and 

the semantic competitor “to steer” (sturen, see Figure 1, panel B), or a “sawing” gesture 

(i.e., moving hand back and forth as if holding a saw) with the target verb “to saw” 

(zagen) and the semantic competitor “to cut” (snijden). The four answer options were 

presented in random order.  

Due to a technical error in video presentation, one video had to be removed from 

the entire dataset, resulting in 219 trials per participant. 

 

4.2.5. Procedure 
All participants received a written and verbal introduction to the experiment and gave 

their signed informed consent. For the main part of the experiment, participants were 

explicitly instructed to react as accurately and as quickly as possible. 

 
11 Note that although labelled speech-only (mouth blurred) condition, participants may still 

glean some information from the speaker’s upper face in this condition, which may help identify 

SiN (Davis & Kim, 2006). 
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First, hearing acuity was tested as described in section 4.2.2. Subsequently, 

participants performed the main experiment, seated in a dimly lit sound proof both and 

supplied with headphones. Videos were presented full screen on a 1650 x 1080 monitor 

using Presentation software (Neurobehavioral Systems, Inc.) with the participant at 

approximately 70 cm distance from the monitor. All trials started with a fixation cross of 

500 ms, after which the video was played. Then the four answer options were displayed 

on the screen in writing, numbered a) through d). Participants chose their answer by 

pushing one of four accordingly numbered buttons on a button box (see Figure 1, panel 

B for a schematic representation of the trial structure). After every 80 trials, participants 

could take self-timed breaks. Depending on the participant, this main part of the 

experiment took approximately 30 to 40 minutes. Afterwards, participants performed 

the cognitive tests as described above, and filled in a brief self-rating scale to assess their 

personal attitudes towards gesture production and comprehension (adapted from ‘Brief 

Assessment of Gesture’ (BAG) tool, Nagels et al., 2015) as well as a short questionnaire 

assessing how they made use of the gestures in the current experiment. Older adults 

agreed significantly less than younger adults with the statement “I like talking to people 

who gesture a lot while they talk” (W = 584, Bonferroni-adjusted p = .01), but did not 

significantly differ on any other item. In total, the experimental session lasted between 

50 and 75 minutes, depending on the participant. 

 

4.2.6. Statistical methods 
We performed three sets of analyses: one for response accuracies, one for the relative 

benefits of visible speech, of gestures, and of both combined, and one for the proportion 

of semantic and phonological errors in the visible speech + gesture condition. In line with 

previous literature on the benefit of visible speech on speech comprehension (e.g., 

Smayda et al., 2017; Stevenson et al., 2015), we focus our analyses on response 

accuracies rather than response latencies. However, we report the analyses of the 

response latencies in Appendix K. 

We conducted all analyses in the statistical software R (version 3.3.3, R Development 

Core Team, 2017), fitting (generalized) linear mixed effects models using the functions 

glmer and lmer from the package lme4 (Bates et al., 2017).  

Analyses were conducted in two steps: first, we evaluated only the experimental 

predictor variables, their interactions, and the mean-centered pure-tone averages (PTA) 

as a covariate, applying a backwards model-stripping procedure to arrive at the best-

fitting models. We did this by removing interaction terms and predictor variables 

stepwise based on p-values, using likelihood-ratio tests for model comparisons.  
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In a second step, we used these best-fitting models as a basis to which we added the 

mean-centered cognitive variables as covariates in order to test whether additional 

variation could be explained by differences in cognitive functioning.  

All models contained by-participant random intercepts, but no by-item random 

intercepts, as not all items (i.e., verbs) occurred in all visual modalities. Also, we did not 

include by-participant random slopes for noise or visual conditions, as this led to 

convergence failures throughout.  

Only the fixed effect estimates, standard errors of the estimates, and estimates of 

significance of the most parsimonious models are reported. Reported p-values were 

obtained via the package lmerTest (Kuznetsova et al., 2017). We used the function glht 

from the package multcomp (Hothorn et al., 2017) in combination with custom-built 

contrasts to explore individual contrasts where desired, correcting for multiple 

comparisons. 

 

Response accuracies 

We analyzed response accuracies as a binary outcome, scoring 0 for incorrect responses 

and 1 for correct responses. 

 

Relative benefit 

Additionally, we computed each participant’s relative benefit scores based on the 

average response accuracies for each multimodal condition, using the formula (A – 

B)/(100 – B) (Sumby & Pollack, 1954; Drijvers & Özyürek, 2017). This relative benefit 

allows for a direct comparison of how much older and younger adults benefitted from 

the different types of visual information. Additionally, it adjusts for the maximum gain 

possible and corrects for possible floor effects (see Sumby & Pollack, 1954; see also Ross 

et al., 2007, for a critical discussion of different benefit scores). The visible speech 

benefit was thus computed as (visible speech – speech-only)/(100 – speech-only), the 

gestural benefit was computed as (visible speech+gesture – visible speech)/(100 – visible 

speech), and the double benefit was computed as (visible speech+gesture – speech-

only)/(100 – speech-only).  

In fitting the models predicting the relative benefit, we excluded data from “clear” 

trials, as performance for both age groups was near ceiling and participants often scored 

at perfect accuracy in the speech-only (mouth blurred) and visible speech conditions, 

which placed a zero in the denominator of the relative benefit formula.  
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Proportion of semantic and phonological errors 

We computed the proportion of semantic and phonological errors out of all errors made 

in the visible speech + gestures condition. Rather than using raw error counts or 

proportion of errors out of all answers, these proportions of errors out of errors account 

for the possibility that one age group made more errors than the other across the board. 

Note that we excluded error proportion data for “clear” trials, as performance was 

frequently at perfect accuracy. 

 

4.3. Results 
We first present the analyses of the response accuracies, followed by the analyses of the 

relative benefit of visible speech, gestures, and both combined, and the analyses of error 

proportions.  

 

4.3.1. Response accuracies  
Figure 2 represents the response accuracies in the audiovisual trials (i.e., with video and 

sound) and visual-only trials (i.e. with only video, no sound).  

 
Figure 2. Response accuracy in percent per age group and condition. Error bars represent SE. The dotted 

line separates the audiovisual trials (left) from the visual-only trials (right). 

*** p < .001, ** p < .01, * p < .05 
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Visual inspection of the data suggested that older adults did not perform better than 

chance in the speech-only, SNR-24 trials. A Wilcoxon signed rank test confirmed this  

(V = 97, p = 0.48). Since this concerns only one condition, we decided to conduct our 

analyses as planned. First, we compared response accuracies in the audiovisual trials 

based on age group and visual modality. In a second set of analyses, we followed up on 

the significant interaction of age by visual modality, analyzing audiovisual and visual-only 

trials separately per visual modality.  

 

Audiovisual trials  
 

Table 1. Model predicting response accuracy in multimodal trials, age group = young and visual modality = 

visible speech are on the intercept. N = 56. 

 Response accuracy 

 β SE z p 

Intercept .97 .07 13.49 < .001 

Age groupold -.40 .10 -4.07 < .001 

Visual modalitySpeech-only (mouth blurred) -.83 .07 -11.32 < .001 

Visual modalityVisible speech + gesture 1.17 .10 12.15 < .001 

Age groupold : Visual modalitySpeech-only (mouth blurred) .25 .10 2.42 .02 

Age groupold : Visual modalityVisible speech + gesture -.32 .13 -2.55 .01 

 

An initial model predicting response accuracies in the audiovisual trials based on age 

group, visual modality, and noise failed to converge. As our main research question and 

predictions related to the factors age group and visual modality, we decided to include 

only these two factors in this first part of the analyses, collapsing across noise levels. The 

younger adults’ performance in the visible speech condition was used as a baseline level 

(intercept), to which we compared the older adults and other visual modality conditions. 

The best-fitting model (summarized in Table 1) shows significant effects for age and 

visual modality, such that younger adults outperformed older adults, while more visual 

articulators lead to higher accuracies. The significant interaction of the two factors 

indicates that the age-related performance difference was larger in the visible speech 

condition than in the speech-only condition, and again larger in the visible speech + 

gesture condition.12 

 
12 An alternative approach to addressing the convergence failure of the full model would have 

been to exclude the clear speech condition from the analysis, as both age groups performed near 
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Pairwise comparisons revealed that younger adults’ response accuracy was not 

higher than older adults’ in the speech-only (mouth blurred) condition (β = -.16, SE = .10, 

z = -1.65, p = .45), but it was significantly higher in the visible speech condition (β = -.40, 

SE = .10, z = -4.07, p < .001) and in the visible speech + gesture condition (β = -.73,  

SE = .12, z = -6.04, p < .001). Furthermore, both age groups scored significantly higher in 

the visible speech condition than in the speech-only (mouth blurred) condition  

(YAs: β = .83, SE = .07, z = 11.32, p < .001; OAs: β = .59, SE = .07, z = 8.28, p < .001). 

Likewise, both age groups scored higher in visible speech + gesture condition than in the 

visible speech condition (YAs: β = 1.17, SE = .10, z = 12.15, p < .001; OAs: β = .85,  

SE = .08, z = 10.63, p < .001).  

In summary, although both age groups performed better the more visual articulators 

were present, the age-related performance difference also increased as more visual 

information was present. Note that hearing acuity did not improve the model fit.  

 

Cognitive abilities in the audiovisual trials. Including the cognitive abilities yielded a 

significant effect of verbal WM, such that better WM was associated with higher 

accuracies (β = .11, SE = .04, z = 2.74, p = .006). The effect size of age group was reduced 

but remained significant (β = .32, SE = .10, z = -3.32, p < .001). Remaining effects or 

interactions were not affected. 

 

Audiovisual and visual-only trials  

To follow up on the significant interaction of age by visual modality and in order to be 

able to incorporate noise as a predictor in the analyses, we analyzed the audiovisual and, 

where applicable, visual-only trials separately per modality. Including the visual-only 

trials allowed us to investigate possible age differences in these conditions, and to draw 

direct comparisons between performance in visual-only and audiovisual trials.  

 

 

ceiling in this condition and variation was low. Analyzing this subset of the data yielded significant 

main effects for age group and visual modality and a significant interaction between age group 

and visual modality, nearly identical to those reported in the main body of the paper. Additionally, 

there was a main effect for noise, but no interactions between noise and the other predictors 

(either 2-way or 3-way).  

We nevertheless decided to report the analysis of the full dataset in the body of the paper, 

because including the clear speech condition is theoretically relevant and necessary in order to 

exclude the possibility that older adults perform worse than younger adults under optimal 

listening conditions, particularly in subsequent analyses.  
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Speech-only (mouth blurred) trials. Within the speech-only (mouth blurred) trials, 

performance was best predicted by hearing acuity and noise, such that participants with 

better hearing acuity performed significantly better, while louder noise levels lead to 

worse performance (see Table 2). There was no significant effect for age group on 

response accuracy and no interaction with noise, indicating that younger and older 

adults’ performance did not differ significantly at any noise level (note though that the 

comparison between the two age groups at SNR-24 should be treated cautiously as the 

older adults’ chance level performance in this condition may be masking lower actual 

performance). 

Cognitive abilities in the speech-only (mouth blurred) trials. Verbal WM contributed 

significantly to the model fit (β = .13, SE = .05, z = 2.67, p = .008), reducing the size of the 

effect of hearing acuity (β = -.12, SE = .05, z = -2.42, p = .02).  

 

Visible speech trials. Within the visible speech trials, older adults generally performed 

worse than younger adults, and both age groups performed worse at louder noise levels. 

The significant interaction of age group by noise indicates that the age-related 

performance difference was not equally large at all noise levels (Table 2). Pairwise 

comparisons revealed that younger and older adults differed from each other in their 

performance at SNRs -18 (β = -.57, SE = .18, z = -3.13, p = .02) and -24 (β = -.56, SE = .18, 

z = -3.10, p = .02), but not in clear speech or in visual-only trials (both p’s > .5). Comparing 

the performance at the individual noise levels for the two age groups separately, we 

found that younger adults performed significantly better in SNR -18 than in SNR -24 and 

in visual-only trials (β = -.37, SE = .13, z = -2.93, p = .03, and β = -.51, SE = .12, z = -4.08, 

p < .001 respectively). There was no difference between SNR -24 and visual-only trials  

(p > .1). The older adults performed significantly better in SNR -18 than in SNR -24  

(β = -.36, SE = .12, z = -2.9, p = .03), but there were no differences between SNR -18 and 

visual-only trials, or between SNR -24 and visual-only trials (both p’s > .5). In summary, 

both age groups performed equally well in clear speech and visual-only trials, however, 

when background noise was added to the speech signal, younger adults significantly 

outperformed older adults. This was not related to differences in hearing acuity. 

Additionally, only for the younger adults, performance at the less severe noise level was 

better than in visual-only trials. 

Cognitive abilities in the visible speech trials.  Including verbal WM and inhibitory 

control improved the model fit (β = .14, SE = .07, z = 1.89, p = .059 and β = .18, SE = 08, 

z = 2.22, p = .03, respectively). This reduced the effect of age (β = -.29, SE = .19, z = -1.49, 

p > .1), but did not affect other effects or interactions. 
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Visible speech + gesture trials. Within visible speech + gesture trials, again, younger 

adults outperformed older adults, and louder noises lead to worse performance overall. 

As for visible speech, there was a significant interaction age group by noise (see Table 

2). Pairwise comparisons revealed that younger and older adults differed from each 

other in their performance at SNRs -18 (β = -.99, SE = .20, z = -4.93, p < .001) and -24  

(β = -.68, SE = .20, z = -3.45, p = .005), but not in clear speech or in visual-only trials (both 

p’s > .5). Comparing the performance at the individual noise levels for the two age 

groups separately, we found that younger adults performed significantly better at SNR  

-18 than in visual-only trials (β = -.46, SE = .16, z = -2.78, p = .047), but there was no 

difference between SNRs -18 and -24 and between SNR -24 and visual-only  

(both p’s > .5). For older adults, there were no significant differences between SNRs -18 

and -24, between SNR -18 and visual-only, or between SNR -24 and visual-only  

(all p’s > .5). Thus, as for visible speech, both age groups performed equally well in clear 

speech and in visual-only trials, but older adults performed significantly worse once 

background noise was added to the speech signal. Again, this was not related to hearing 

acuity. Additionally, only the younger adults performed better at the less severe noise 

level as compared to the visual-only trials. 

Cognitive abilities in the visible speech + gesture trials.  Including verbal WM 

significantly improved the model fit (β = .29, SE = .07, z = 4.12, p < .001). This reduced 

the effect size of age group without compromising its significant contribution as an 

explanatory variable (β = -.79, SE = .19, z = -4.14, p < .001). Other effects or interactions 

were not affected. 

 

4.3.2. Relative benefit 
The relative benefit indicates how much participants’ performance improves due to the 

presence of visible speech compared to speech-only (visible speech benefit), visible 

speech + gesture compared to visible speech (gestural benefit), or visible speech + 

gesture compared to speech-only (double benefit). The best-fitting model predicting the 

influence of age, noise, and benefit type on the size of the relative benefit is summarized 

in Table 3. The main effect of age shows that overall, older adults received a smaller 

benefit from visual information than younger adults. There was a significant interaction 

of benefit type by noise, but no interactions between age group and noise, or between 

age group and benefit type, suggesting that the pattern of enhancement was 

comparable for the two age groups (see also Figure 3; note that we might be 

underestimating the size of the true benefits older adults received at SNR -24 due to 

their chance performance in the speech-only condition).  
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We followed the significant interaction between benefit type and noise up by paired 

comparisons, in order to test whether the size of the individual benefit types changes 

from one noise level to the next. The visible speech benefit did not change from one 

noise level to the other (p > .10). The gestural benefit increased from SNR -18 to  

SNR -24; this approached significance (β = .11, SE = .04, z = 2.67, p = .057). The double 

benefit (i.e. the benefit of visible speech + gesture compared to speech-only [mouth 

blurred]) did not significantly change from one noise level to the other (both p’s > .1).  

 
Table 3. Model predicting the size of the relative visual benefit, age group = young, benefit type = gestural 

benefit, and noise = SNR -18 are on the intercept. N = 56. 

 Benefit size 

 β SE t p 

Intercept .51 .04 14.28 < .001 

Age groupold -.14 .03 -4.50 < .001 

Benefit typeVisible speech -.07 .04 -1.53 .13 

Benefit typeDouble .24 .04 5.68 < .001 

NoiseSNR -24 .11 .04 2.67 .008 

Benefit typeVisible speech : NoiseSNR -24 -.20 .06 -3.23 .001 

Benefit typeDouble : NoiseSNR -24 -.11 .06 -1.80 .07 

 

 

 

 
Figure 3. Relative benefit per age group, noise level, and benefit type. The black line represents the median; 

the two hinges represent the 1st and 3rd quartile; the whiskers capture the largest and smallest observation 

but extend no further than 1.5 * IQR (data points outside 1.5 * IQR are represented by dots). 
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Subsequently, we compared the size of the individual benefits per noise level, in 

order to test whether the benefit of visible speech and gesture combined exceeds that 

of either articulator individually. At SNR -18, the size of the gestural benefit did not differ 

significantly from that of the visible speech benefit (p > .1). The double benefit was larger 

than both the gestural benefit (β = .24, SE = .04, z = 5.68, p < .001) and the visible speech 

benefit (β = .31, SE = .04, z = 7.21, p < .001). At SNR -24, the gestural benefit was larger 

than the benefit of visible speech (β = .26, SE = .04, z = 6.10, p < .001), and the double 

benefit was again larger than the gestural benefit (β = .13, SE = .04, z = 3.13, p = .01) and 

the visible speech benefit (β = .39, SE = .04, z = 9.29, p < .001).  

Overall then, younger adults benefitted more from visual information than older 

adults. At the same time, both age groups received a larger benefit from both visual 

articulators combined than from each articulator individually at both noise levels. Note 

that neither hearing acuity nor cognitive abilities significantly contributed to the model 

fit. 

 

4.3.3. Proportion of semantic and phonological errors  

in visible speech + gesture trials 
The best models predicting the proportion of semantic errors and of phonological errors 

in the visible speech + gesture trials both contained age group as the only significant 

predictor. Across all noise levels in this visual condition, older adults made a significantly 

higher proportion of semantic errors than younger adults (β = 10.45, SE = 5.03, t = 2.08, 

p = .043) and a significantly lower proportion of phonological errors (β = -9.29, SE = 3.95, 

t = -2.35, p = .02). For an overview of all answer types per age group and condition see 

Appendix L.  

 

4.4. Discussion 
The present study provides novel evidence that younger and older adults benefit from 

visible speech and iconic co-speech gestures to varying degrees when comprehending 

speech-in-noise (SiN). This variation is partly accounted for by individual differences in 

verbal WM and inhibitory control, but could not be attributed to age-related differences 

in hearing acuity. Furthermore, the difference could also not be attributed to differences 

in the ability to interpret visual information (i.e., how well listeners understood gestures 

in the absence of speech). The individual results are discussed in more detail below. 

Both younger and older adults benefitted from the presence of iconic co-speech 

gestures in addition to visible speech. For both age groups, response accuracies in the 
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visible speech + gesture condition were higher than in the visible speech condition, and 

the relative benefit of both visual articulators combined was larger than the relative 

benefit of either only visible speech or only gestural information. Hence, younger and 

older adults were able to perceive and interpret the semantic information contained in 

co-speech gestures and to integrate it with the phonological information contained in 

visible speech.  

Our results are in line with and extend Drijvers and Özyürek’s (2017) and Drijvers et 

al.’s (2018) findings on younger adults’ comprehension of a degraded speech signal to 

multitalker babble noise. At the same time, the present study is the first to show that 

older adults’ speech comprehension under adverse listening conditions, too, can benefit 

from the presence of iconic gestures. Earlier work on older adults’ SiN comprehension 

had mainly focused on the benefit of visible speech without taking gestures into account 

(e.g. Sommers et al., 2005; Stevenson et al., 2015; Tye-Murray et al., 2010; 2016). While 

these studies consistently report a benefit from visual speech, they do not allow for any 

conclusions with respect to the role of co-speech gestures, which are ubiquitous in 

everyday talk. We extend this body of work by showing that iconic co-speech gestures 

can provide an additional benefit on top of the benefit provided by visible speech.  

In the light of our findings, it is important to note that work by Thompson (1995) and 

Thompson and Guzman (1999) suggested that older adults could not benefit from co-

speech gestures in addition to visible speech under other highly challenging listening 

conditions, like speeded speech or dichotic shadowing. We suggest that the difference 

in findings between these previous studies and the present one is due to differences in 

task demands. The results of the present study show that in circumstances in which the 

effort of speech processing is comparatively low (single action verbs rather than 

sentences, no production component), older adults are able to make use of gestures in 

addition to visible speech in order to improve their comprehension of SiN. In the 

communication with older adults then, it might be useful to consider that the benefit 

from visual cues is potentially enhanced if the linguistic content is simplified  

or shortened.  

Yet, the relative benefit that older adults received from visible speech, gestures, or 

both articulators combined was significantly smaller than the benefit that younger adults 

experienced. Although older adults’ chance performance in the more severe noise 

condition might mean that we underestimate their true ability to benefit from visual 

articulators at this noise level, the effects for the less severe noise level were reliable. 

Generally, our findings are in line with previous studies reporting a smaller benefit of 

visible speech for older adults under less favorable listening conditions (Stevenson et al., 
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2015; Tye-Murray et al., 2010). However, unlike reported in many previous studies on 

SiN, we did not find significant age-related performance differences in either of the 

unimodal conditions, i.e. the speech-only (mouth blurred) word recognition, or the 

visible speech and visible speech + gesture interpretation abilities (visual-only trials). 

Additionally, differences in hearing acuity did not predict performance in multimodal 

conditions or the size of the relative visual benefit. Therefore, in the present study, it 

seems unlikely that the age-related differences in response accuracies and in the relative 

visual benefit originated in age-related changes in hearing acuity, visual acuity, visual 

motion detection, or visual speech recognition. Yet, we would like to emphasize that 

based on our results, we do not make any claims as to whether visual-only speech 

recognition does or does not decrease in aging. It is possible that our design (using single 

action verbs, a cued recall task, and a small number of competitors) made the task 

relatively easier for older adults and therefore overestimates their true lip-reading 

ability. However, we feel confident to say that the age-related differences in the 

audiovisual conditions cannot be attributed to differences in visual-only speech 

recognition as it was assessed here. 

Rather, age-related differences in the comprehension of SiN in the visible speech and 

visible speech + gesture conditions could at least in part be attributed to individual 

differences in verbal WM. In addition to that, individual differences in inhibitory control 

also predicted comprehension in the visible speech condition. This is in line with previous 

research on cognitive factors in SiN comprehension and visible speech (e.g. Baum & 

Stevenson, 2017; Rudner et al., 2016; Jesse and Janse, 2012; Tun et al., 2002). Our 

findings thus support the notion that due to the increased processing demands of the 

speech signal embedded in background talk, added WM and inhibitory resources are 

required for successful comprehension. Older adults were more strongly affected by the 

background noise than younger adults, presumably due to their relative decline in WM 

capacity and inhibitory control.  

We therefore suggest that our findings reflect age-related changes in the processing 

of the auditory and visual streams of information during SiN comprehension. Younger 

adults used the visual information to enhance auditory comprehension where possible, 

resulting in higher response accuracies at the less severe noise level as compared to the 

visual-only trials. When the auditory signal was no longer at least minimally reliable at 

the more severe noise level, performance did not differ from the visual-only trials. This 

indicates that in more severe noise, visual information was the only valuable source of 

information (see also Drijvers & Özyürek, 2017).  
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For the older adults, on the other hand, performance in the audiovisual trials was not 

better than in the visual-only conditions. Potentially due to older adults’ limited verbal 

WM resources, which were additionally challenged by the increased processing 

demands of SiN, it was not possible to simultaneously attend to, comprehend, or 

integrate all sources of information (see also Cocks et al., 2011). Unlike in previous 

studies where older adults focused on the auditory signal (Cocks et al., 2011; Thompson, 

1995; Thompson & Guzman, 1999), in the present study, they appeared to focus on the 

visual signal, presumably due to the greater reliability of the visual as opposed to the 

auditory signal.  

Our interpretation is further supported by the trend for older adults to perform 

worse in audiovisual trials with background noise than in visual-only trials, that we did 

not observe for the younger adults. Myerson et al. (2016) similarly report cross-modal 

interference, such that unrelated background babble hinders younger and older adults’ 

ability to lip read (note however that Myerson et al. found no age difference in babble 

interference, but only in lip reading ability). They suggest that either the monitoring of 

the speech stream left fewer resources for the processing of visual stimuli, or that the 

(attempted) integration of visual and auditory speech streams led to interference in the 

interpretation of the visible speech signal. This suggests that older adults may have spent 

more WM and inhibitory resources trying to comprehend, integrate, or suppress the 

background babble, subsequently lacking those resources for visual processing. 

Although in principle, it is also conceivable that due to age-related hearing deficits, 

older adults received insufficient information from the auditory signal at both noise 

levels, making visual enhancement of the auditory signal impossible, we deem this an 

unlikely explanation. As we found no significant age-related performance difference in 

speech-only (mouth blurred) trials, and hearing acuity did not affect response accuracies 

in multimodal trials, we feel confident to assume that age-related hearing deficits cannot 

explain why younger adults were able to benefit from visible speech and gesture beyond 

the simple effect of visual information, but older adults were not. 

In addition to age-related differences in hearing acuity, visible speech and gesture 

interpretation, and cognitive functioning, we also tested the possibility that older adults 

might pay more attention to visible speech than younger adults (Thompson & Malloy, 

2004), to the potential detriment of gesture perception. However, we found that when 

co-speech gestures were available, older adults made more semantic (i.e. gesture-

based) and fewer phonological (i.e. visible speech-based) errors than younger adults. 

This suggests that older adults actually focused more on gestural semantic information 

than on articulatory phonological information. In the present task, gestures presented a 
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very reliable signal, and they may have been visually more accessible to older adults than 

visible speech due to the larger size of the manual as compared to the mouth 

movements.  

Yet, it is important to note that older adults did not focus exclusively on the 

information contained in gestures, as the benefit of visible speech and gestures 

combined was larger than the individual benefit of either articulator, also for the older 

adults. Thus, multimodality enhances communication, despite age-related changes in 

cognitive abilities.  

We are aware that the two noise levels employed in the present study may be 

considered relatively severe and potentially do not reflect the level of noise 

accompanying speech in most every-day contexts. The chance performance of older 

adults at the more severe noise level additionally limited our ability to draw strong 

conclusions about the true size of their visual benefit in this condition. Yet, the finding 

that older adults can benefit from visual information even under these conditions is 

novel and noteworthy in itself. Future research using less severe noise levels may show 

whether under these conditions, older adults’ ability to benefit from visible speech and 

gestures becomes more comparable to that of younger adults. Furthermore, we could 

only establish a gestural benefit for single words presented in isolation. Future research 

employing more complex linguistic material may show whether the beneficial effects of 

co-speech gestures also extend to longer stretches of speech.  

 

4.5. Conclusion 
The present study provides novel insights into how aging affects the benefit from visible 

speech and from additional co-speech gestures during the comprehension of speech in 

multitalker babble noise. We demonstrated that when processing single words in SiN, 

older adults could benefit from seeing iconic gestures in addition to visible speech, albeit 

to a lesser extent than younger adults. Age-related performance differences were 

absent in unimodal conditions (speech-only or visual-only) and only emerged in 

multimodal conditions. Potentially, age-related working memory limitations prevented 

older adults from perceiving, processing, or integrating the multiple sources of 

information in the same way as younger adults did, thus leading to a smaller visual 

benefit. Yet, our findings highlight the importance of exploiting the full multimodal 

repertoire of language in the communication with older adults, who are often faced with 

speech comprehension difficulties, be it due to age-related hearing loss, cognitive 

changes, or background noise.  
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In this thesis, I have studied the effects of aging and age-associated changes in cognitive 

functioning on multimodal utterances in language production and comprehension. My 

aim was to gain a better understanding of the multimodal communicative competences 

of a growing aging population in different communicative contexts. As laid out in the 

introductory chapter, previous research on older adults’ use of the spoken and gestural 

modalities suggested systematic and significant age-related differences in language 

production and comprehension, such as differences in the ability to adapt verbal 

utterances to common ground shared with an addressee, differences in the ability to 

understand speech in noisy surroundings, differences in the frequency of 

representational co-speech gesture production, and differences in the ability to 

integrate information conveyed by co-speech gesture with information conveyed by 

speech in order to improve comprehension. However, a number of questions remained 

unanswered and were the focus of the present thesis: Are older adults’ co-speech 

gesture production and comprehension affected by the context in which language is 

produced and perceived and if so, how? More specifically, how does the presence or 

absence of common ground with an addressee, or even the mere presence of a genuine 

addressee affect older adults’ multimodal language production? How does background 

noise affect the ability to benefit from co-speech gestures during language 

comprehension? Finally, how do age-related changes in cognitive functioning affect the 

production and the comprehension of multimodal utterances?  

Apart from placing a focus on co-speech gestures and looking beyond spoken 

language production and comprehension, the novelty of the approach used in this thesis 

was that it brings together contextual and cognitive factors in trying to understand age-

related changes in multimodal language use. In addition, it also shows that aging 

provides a valuable testing ground to understand factors underlying multimodal 

language use more generally. 

In the remainder of this chapter, I will first summarize the core findings of this thesis. 

I will then discuss these findings with respect to my initial hypotheses and consider how 

they broaden our understanding of older adults’ communicative competences, 

comprising speech and co-speech gesture production and comprehension, more 

generally. I will also relate the findings to existing accounts of co-speech gesture 

production and comprehension. This chapter (and this thesis) end with some concluding 

remarks and suggestions for future research. 
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5.1. Summary of core findings 
In Chapters 2 and 3 of this thesis, I investigated how older adults use co-speech gestures 

in interaction with others. Specifically, I investigated whether aging and cognitive factors 

modulate the adaptation of speech and co-speech gestures based on knowledge shared 

with an addressee, or common ground (Clark, 1996). I found no overall age-related 

differences in co-speech gesture frequency and rate. However, how older adults 

adapted their speech and co-speech gestures according to an addressee’s knowledge 

state – and whether they behaved like younger adults or not – depended on the type of 

communicative task they had to perform.  

In the narrative (or story telling) task reported in Chapter 2, only the younger, but 

not the older participants, provided longer and more informative narrations and 

gestured at a higher rate when relating unknown as opposed to mutually shared story 

content. Older adults showed no evidence of common ground-based recipient design 

either in their speech or in their gestures, and even produced fewer rather than more 

gestures in relation to speech when relating novel story content in this task. At the same 

time, both younger and older adults’ gesture production was sensitive to addressee 

feedback. Age-related differences in cognitive abilities (verbal and visual working 

memory [WM], inhibitory control, semantic fluency) did not predict the differences in 

common ground-based recipient design. This suggests that other factors, such as 

differences in communicative goals, may have driven the older adults’ communicative 

behavior.  

This interpretation is supported by the findings of the second, spatial task reported 

in Chapter 3. Contrary to my expectations and unlike in the narrative task, I found no 

age-related differences in verbal and gestural adaptations to common ground. Rather, 

the two modalities were clearly affected by personal common ground induced per trial 

and by incremental common ground accumulating across trials for participants of both 

age groups. Rather than by age as such, the extent of common ground-based recipient 

design in this second task was modulated by individual differences in cognitive abilities, 

in particular verbal and visual WM and semantic fluency. Differences in inhibitory control 

did not affect the behavioral measures. From these findings, I concluded that under 

certain conditions, older adults have the capacity to engage in multimodal common 

ground-based recipient design: Older (and younger) adults’ multimodal language use is 

determined by an interplay of cognitive factors, such as task demands and individual 

cognitive abilities, and contextual factors, such as the communicative setting and the 

speaker’s communicative intention. 
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Whereas the two studies presented in the first part of this thesis investigated the role 

of aging and cognitive abilities on communicative co-speech gesture production, the 

study reported in Chapter 4 of this thesis addressed the impact of these two factors on 

speech and co-speech gesture comprehension. In particular, I tested whether older 

adults’ speech comprehension could benefit from seeing iconic gestures in addition to 

visible speech under adverse listening conditions. I found that both age groups 

benefitted from gestures in addition to visible speech when perceiving speech-in-noise 

(SiN), i.e. they were better at understanding SiN when gestures were available as 

compared to when they were not. However, older adults benefitted significantly less 

than younger adults. This was, at least in part, predicted by individual differences in 

verbal WM. The ability to comprehend visible speech in noise (without gestures) was 

furthermore affected by inhibitory control. Differences in visual WM, however, did not 

affect the comprehension of multimodal utterances. From this, I concluded that it may 

be cognitively costly to perceive and process speech and gestures at the same time, at 

least under adverse listening conditions: Even though gestures may help 

comprehension, this does not come for free. Sufficient sensory and cognitive abilities 

are fundamental for speech and gesture perception, processing, and integration. 

 

5.2. General discussion of findings  

and theoretical implications 
As the summary of findings presented above shows, the major contribution of the 

present work is that it provides novel insights into the multimodal communicative 

behavior of a growing aging population and the factors that guide it. Unlike what 

previous research had suggested, co-speech gestures continue to play an important 

communicative role in older adults’ language use and do not seem to decrease with age. 

By looking beyond the spoken modality, and by employing varying communicative 

contexts that entailed different communicative demands and challenges, I could show 

that older adults’ behavior is guided by an interplay of cognitive and contextual factors. 

This has implications for general accounts of language use in older adults: language 

production and comprehension remain multimodal, as well as strongly context-

dependent, and this needs to be considered in future investigations of older adults’ 

communicative behavior, their communicative competences and practices.  

In addition, the present thesis also contributes to existing knowledge about gesture 

production and comprehension more generally. By explicitly testing the influence of 

aging, cognitive abilities, and communicative context, I could show that all of these 
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factors are at work to shape gesture production and comprehension. The novel 

contribution to the field is thus to further bridge the gap of communicative gesture 

research on the one hand, and cognitive gesture research on the other. 

 

5.2.1. Age-related changes in multimodal language production  
The main research questions that guided the studies on multimodal language production 

(Chapters 2 and 3) were: Do previous findings on age-related differences in gesture 

production generalize to a more communicative context? How is older adults’ co-speech 

gesture production affected by the communicative needs of an addressee? How do  

age-related cognitive changes affect communicative gesture production? 

I hypothesized that there would be age-related differences in common ground-based 

recipient design, such that older adults would show less evidence of speech and gestural 

adaptations than younger adults, potentially modulated by cognitive factors. 

Additionally, I considered two alternative outcomes that cognitive aging might have on 

co-speech gesture production itself: Older adults might rely relatively more on gestures 

in order to compensate for potential age-related cognitive limitations, as gestures are 

assumed to provide the speaker with a cognitive benefit (see introductory chapter, 

section 1.2.2.). Alternatively, I hypothesized that older adults may rely relatively less on 

gestures and more on speech in interaction with others, due to cognitive limitations 

which impede the production of communicative gestures. As summarized in section 5.1. 

above, I found that older adults’ multimodal language use was determined by an 

interplay of contextual factors, such as the communicative context and the speaker’s 

communicative intention, and cognitive factors, such as task demands and individual 

cognitive abilities. I will discuss the relevance of each of the two factors for our findings 

in turn. 

 

The role of contextual factors in multimodal language production 

Effects of common ground. As expected, the communicative context in which speech 

and gestures are produced has a major impact on younger and older adults’ 

communicative behavior. First, let us consider the effects of the specific requirements 

of the communicative situation, in particular mutually shared knowledge between 

speaker and addressee or common ground. As summarized in section 5.1., in the 

narrative task, older adults showed no evidence of common ground-based recipient 

design in either speech or gesture. However, in the spatial task, they adapted both 

modalities to the same extent as younger adults. Only the findings for the narrative task 

were thus in line with earlier findings that older adults are less efficient in common 
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ground-based adaptations than younger adults in the spoken modality (Horton & 

Spieler, 2007; Hupet, Chartraine, & Nef, 1993; Lysander & Horton, 2012). Importantly, I 

could show that this lack of recipient design extends to the gestural modality, too. Since 

there were no significant effects of cognitive factors on common ground-based 

adaptations of speech and gesture in this task, I speculated that age-related differences 

in task goals may have contributed to older adults’ apparent lack of recipient design. 

While the younger adults presumably focused mainly on information transfer, i.e. 

providing the addressee with information she did not yet have, older adults may have 

interpreted it as a task where it mattered to be a ‘good story teller’, in the sense of 

providing an easy-to-follow narrative and being clear and exhaustive in terms of  

story events. 

This interpretation seems to be supported by the unexpected findings from the 

spatial task. Since the same group of participants took part in both experiments, it shows 

that this group of older adults clearly had the capacity and the motivation to engage in 

common ground-based recipient design in speech and also in gestures. Consequently, 

there must be factors other than, or in addition to, age-related cognitive differences or 

cognitive factors more generally (discussed below), that determine whether older adults 

adapt their multimodal language use according to an addressee’s knowledge state or 

not. Particularly interesting in this context is that the task goal of the spatial task may 

have been more straight-forward than that of the narrative task, i.e., to provide the 

addressee with sufficient information in order to enable her/him to assemble the 

wooden structure accurately. Distinguishing between known and novel information may 

have been more relevant to the older adults in the spatial than in the narrative task (for 

the role of the relevance that speakers attribute to the known/novel distinction for 

recipient design see also Galati & Brennan, 2014). Previous research similarly suggests 

that communicative intent and perceived relevance of a given task are important 

determinants of older adults’ addressee-based adaptations (e.g., Adams, Smith, 

Pasupathi, & Vitolo, 2002). These findings highlight the importance of adopting different 

settings when investigating older adults’ interactive language use, as the findings from 

one task may not generalize to another task (or to real life interactions, for that matter). 

 

Effects of communicative setting. Next, let us turn to the effects that the 

communicative context in general, and the presence of a genuine, naïve addressee in 

particular, may have had on older adults’ multimodal language production. There were 

no overall age-related differences in terms of spoken utterance length or information 

content in both the narrative and the spatial task. Older adults produced the same 
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amount of words and semantic detail as younger adults. Furthermore, in both tasks, 

older adults also gestured as frequently as younger adults and expressed the same 

amount of information in their gestures. This clearly shows that healthy older adults use 

co-speech gestures alongside speech in their communication with others, for example 

to illustrate certain aspects of the story events they were talking about, or to convey 

relevant spatial information. Thus, older adults can exploit gestures as a communicative 

strategy and appear to be aware of their communicative value. This is not in line with 

earlier findings of an overall age-related difference in co-speech gesture production in 

visuo-spatial and other tasks (Arslan & Göksun, 2020; Cohen & Borsoi, 1996; Feyereisen 

& Havard, 1999; Theocharopoulou, Cocks, Pring, & Dipper, 2015). Where this previous 

research had suggested that older adults use fewer co-speech gestures and focus on the 

spoken message instead, the present results show that at least in more socially situated 

settings, older adults use co-speech gestures like younger adults do. 

 I would like to propose that this absence of age-related differences is primarily due 

to the communicative context employed here, in which older adults communicated with 

a genuine addressee rather than a video camera or an experimenter (see also Arslan & 

Göksun, 2020). Previous research with younger adults indicates that the presence of a 

visible, attentive addressee increases the relative frequency of representational 

gestures (e.g. Bavelas, Gerwing, Sutton, & Provost, 2008; Jacobs & Garnham, 2007; 

Kuhlen, Galati, & Brennan, 2012). Hence, older adults, too, might be more motivated to 

use gestures under such conditions, or they might put more effort into producing them 

(and potentially invest more cognitive resources, but see also the next sections for a 

more detailed discussion of cognitive effects). Thus, when trying to assess older adults’ 

communicative abilities and their multimodal communication in particular, the 

communicative context in which language is produced is an important aspect to take 

into consideration. 

 

The role of cognitive factors in multimodal language production 

General effects of cognitive factors on gesture production. In addition to the 

contextual factors described above, cognitive factors also affected the use of speech and 

co speech gestures. First, however, let us consider the absence of a general effect of 

cognitive factors or (cognitive) aging on older adults’ multimodal language production. 

For one thing, we found no evidence that aging or cognitive factors influenced gesture 

production as such (cf. Hostetter & Alibali, 2018; Kita, Alibali, & Chu, 2017). That is, in 

spite of measurable cognitive differences, older adults gestured neither more (so as to 

compensate for limited abilities) nor less (due to limited abilities, e.g., Arslan & Göksun, 
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2020) than younger adults (with the exception of the common ground condition in the 

narrative task). Similarly, there was no evidence for an age-related difference in the use 

of mental imagery during language production (Cohen & Borsoi, 1996), or an age-related 

shift in the speech-gesture system that leads to a stronger reliance on the spoken 

modality (c.f., Feyereisen & Havard, 1999; Theocharopoulou et al., 2015). However, it 

should also be pointed out that this absence of an overall effect of (cognitive) aging on 

gesture production went hand-in-hand with an overall absence of age-related 

differences in speech as measured by word count and semantic content. Hence, the 

present results might also indicate that in the tasks used here, older adults’ cognitive 

resources were not so seriously taxed as to warrant either an increase or a decrease in 

gesticulation. It is possible that in tasks which pose more difficulty in terms of 

conceptualization, we would see a stronger influence of cognitive factors. Additionally, 

it is also possible that due to the addressee-oriented nature of the tasks used here, most 

gestures were produced with the intention to convey relevant meaning to the 

addressee, and that this masked the more cognitive, speaker-oriented potential of 

gesture production (see also Galati & Brennan, 2014). Finally, also due to the relatively 

small sample size employed in the studies, the absence of cognitive effects on gesture 

production need to be interpreted with caution. Although at this point, the present 

findings do not support the idea of a direct relationship between individual differences 

in cognitive abilities and gesture production, I do not want to suggest that this 

relationship does not exist. 

 

Effects of individual differences in cognitive abilities on recipient design. In spite of 

the absence of a general effect of cognitive factors on gesture production, I did find 

direct effects of individual differences in cognitive abilities on the communicative 

adaptation of speech and co-speech gestures. As stated above, in the narrative task, 

there were no effects of cognitive abilities on speech and gesture production, in spite of 

significant age-related differences in multimodal recipient design. In the spatial task, 

however, individual differences in verbal and visual WM as well as semantic fluency 

influenced the extent of common ground-based adaptions in speech and also in gesture. 

Higher cognitive abilities allowed for more pronounced adaptations in both modalities. 

This suggests that the communicative adaptation of speech and of co-speech gestures 

may be cognitively costly (see also Horton & Gerrig, 2005; Mol, Krahmer, Maes, & 

Swerts, 2009) and presents a valuable contribution to previous research on interactive 

language use. Interestingly, while higher WM abilities led to more pronounced 

adaptations in speech and co-speech gesture across both age groups, the lower WM 
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capacity of older relative to younger people did not predict their behavior on an age 

group level. Thus, there appears to be no simple, one-to-one relationship between 

communicative speech and gesture production and aging or age-related cognitive 

changes. Note that in neither of the two tasks we found an effect of individual 

differences in inhibitory control on verbal or gestural recipient design. However, as also 

stated in the discussion in chapter 2, it is possible that the particular task that we used 

to assess inhibitory control did not tap into the actual processes involved in multimodal 

recipient design as investigated here, or that inhibitory control plays a more prominent 

role in recipient design based on visual common ground (as e.g. in Long, Horton, Rohde, 

& Sorace, 2018, or Wardlow, 2013) as opposed to recipient design based on 

conversational common ground, as used in the present studies. 

 

Effects of task demands on recipient design. Finally, let us consider the way in which 

the different tasks may have affected cognitive demands and thereby participants’ 

communicative behavior. Importantly, the second, spatial task differed from the first, 

narrative task in two main ways that may have affected the associated cognitive load. 

The first and major difference was the spatial nature of the second task. Presumably, 

this task relied more strongly on visuo-spatial WM, including motor memory, than the 

narrative task. The sensory-motor experience in particular may have decreased the 

memory demands that older adults were faced with (e.g., Engelkamp, 1998). Also, the 

vocabulary to be used during the spatial descriptions was more restricted than in the 

narrative task, consisting mainly of geometric shape and size attributes and spatial 

prepositions, which may have decreased the demands of language/utterance planning. 

Finally, co-speech gestures played a much more prominent role during the spatial 

descriptions than during the narrations. This potentially gave speakers the opportunity 

to “off-load” some of the information onto visual space, thereby freeing up resources 

which then became available for other cognitive operations (see Goldin-Meadow, 

Nusbaum, Kelly, & Wagner, 2001; Wagner Cook, Yip, & Goldin-Meadow, 2012).  

The second difference, relating more to the specific task design, was that the 

distinction between known and novel information was simpler and perhaps more salient 

in the spatial task than in the narrative task and may therefore also have been easier to 

encode and remember. Recall that in the spatial task, the addressee either saw the full 

model or not, whereas in the narrative task, the addressee always knew part of the story 

and the speaker had to keep track of which information was shared and which was not. 

Taken together with the presumed differences in task goals (see above), these task-

related differences may have contributed to making the spatial task less cognitively 
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demanding overall than the narrative task. This, in turn, may have affected older adults’ 

ability to engage in verbal and gestural recipient design, assuming that such 

communicative behavior is dependent on cognitive resources (see previous section). 

Yet, I want to emphasize again that ultimately it is the interplay of the various contextual 

and cognitive factors discussed above, which determines older and younger adults’ 

multimodal language use in interaction with others. 

 

Implications for theoretical accounts of co-speech gesture production 

My results have some implications for current accounts of co-speech gesture 

production. As discussed above, I demonstrated that the production of speech and 

crucially also of co-speech gestures is modulated by the specific requirements of the 

communicative context: in terms of the addressee’s knowledge status, the speaker’s 

communicative goal, and the type of information that needs to be communicated. 

Additionally, speakers’ multimodal language production was sensitive to the verbal and 

non-verbal feedback that addressees gave. Our findings are thus in line with and support 

accounts of gestures as being communicatively intended and tightly coordinated with 

speech, both at the level of message conceptualization and at the level of utterance 

planning (e.g., Hostetter & Alibali, 2018; Kita & Özyürek, 2003; McNeill, 1992; 2005). 

Crucially, this was also true for older adults, such that like younger adults, older adults 

used gestures communicatively, and like younger adults, they coordinate speech and 

gesture use very carefully so as to fulfill communicative requirements. However, where 

previous accounts of co-speech gesture production have mainly focused either on the 

communicative aspects of gesture production (How are gesture and speech organized? 

How do we proceed from an initial communicative intention to a multimodal utterance? 

– de Ruiter, 2000; Kita & Özyürek, 2003), or on the cognitive aspects of gesture 

production (How do gestures facilitate speech production? What are the mechanisms 

by which this facilitation is achieved? Which cognitive mechanisms give rise to gestures 

in the first place? – Hostetter & Alibali, 2008; 2018; Kita et al., 2017; Krauss, Chen, & 

Gottesman, 2000), the unique contribution of my thesis for the literature is that in 

addition to being affected by the speaker’s communicative intention and the 

addressee’s communicative needs, how gestures are used for communication is 

modulated by the speaker’s cognitive abilities. The present findings illustrate that the 

practice of investigating either the communicative or the cognitive functions of gestures 

can necessarily only yield an incomplete picture of gesture use in social interaction. 

Although previous research (e.g., Galati & Brennan, 2014; Hoetjes, Koolen, Goudbeek, 

Krahmer, & Swerts, 2015; Masson-Carro, Goudbeek, & Krahmer, 2016) had similarly 
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addressed the simultaneous influence of communicative and cognitive demands on  

co-speech gesture production by varying the external cognitive load that was placed on 

participants in communicative settings, the present studies go beyond this work by 

explicitly testing how individual differences in cognitive abilities, i.e. internal cognitive 

load, affect communicative behavior, as well as by connecting this to cognitive change 

as part of the aging process.  

For models and theories that emphasize the communicative, addressee-oriented 

aspect of gesture production (such as e.g. the Interface Hypothesis, Kita & Özyürek, 

2003), this means that the role of cognitive abilities may need to be acknowledged at 

least in some detail, such that e.g. verbal WM resources are required for overall 

utterance planning, the coordination and execution of the multimodal message, as well 

as constant updating of local and global discourse aspects related to personal or 

incremental common ground. Visual WM may be needed for gesture planning and 

execution as well as the coordination of the gestural with the spoken message content. 

Clearly, more research is needed in order to establish which abilities support which 

processes in communicative speech and co-speech gesture production. Yet, even at this 

early stage, the present results suggest that multimodal language use requires cognitive 

resources and that taking individuals’ cognitive abilities into account can improve our 

understanding of their communicative behavior.  

For models and theories that emphasize the cognitive, speaker-oriented aspect of 

gesture production (e.g., Kita et al., 2017; Krauss et al., 2000), I recognize that their focus 

may be on different aspects or instances of language use. Still, the present findings 

suggest that even though gestures may have functions that facilitate the speaking 

process and may thus potentially compensate for cognitive limitations, in other contexts, 

sufficient cognitive resources may be a prerequisite in order to produce communicative 

gestures appropriately. That is, while theories like the Gesture as simulated action (GSA) 

framework (Hostetter & Alibali, 2008; 2018) or the Gesture-for-Conceptualization 

Hypothesis (Kita et al., 2017) assume that higher extrinsic or intrinsic cognitive load lead 

to an increase in gesticulation, they should also to be able to account for situations in 

which this is not the case and higher cognitive load has either no effects on gesture 

production, or even reverse effects. For example, while gesturing in principle may help 

structuring complex spatio-motoric information for utterance production, leading to an 

increase in gesture frequency in some settings, in other settings, the presence of an 

addressee and the associated communicative pressures or motivation may lead to a 

speaker’s choice to distribute information differently across the two modalities, e.g. by 

putting more information into the verbal modality, in order to achieve her/his 
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communicative goals. Additionally, sufficient cognitive resources may be a necessary 

prerequisite in order to be able to use gestures to manage high cognitive load in the first 

place (see also Özer & Göksun, 2020). Ideally, future models of speech – co-speech 

gesture production should acknowledge the role of both the speaker’s communicative 

intent and speaker-internal (and -external) cognitive factors for gesture generation and 

execution, resulting in an integrative account of multimodal language production. 

 

5.2.2. Age-related changes in multimodal language comprehension 
Let us now turn to the age-related changes in multimodal language comprehension. The 

main research questions that guided the study reported in Chapter 4 were: How is older 

adults’ ability to comprehend and benefit from co-speech gestures affected when the 

speech signal is embedded in noise? Are older adults able to integrate the semantic 

information conveyed by gestures with the phonological information conveyed by visible 

speech to maximally enhance their speech comprehension? How do age-related 

changes in cognitive functioning affect the comprehension of communicative co-speech 

gestures?  

I hypothesized that (cognitive) aging could affect gesture comprehension and the 

ability to benefit from iconic co-speech gestures in either of two distinct ways. Older 

adults might rely relatively more on gestures than younger adults in order to 

compensate for age-related sensory and/or cognitive decline, hence older adults might 

receive a larger benefit from the additional visual information relative to younger adults. 

Alternatively, due to age-related cognitive limitations, which may affect the ability to 

perceive, process and/or integrate co-speech gestures, older adults may rely relatively 

less on co-speech gestures during language comprehension, and therefore receive a 

smaller benefit relative to younger adults. As summarized in section 5.1. above, I found 

that older adults indeed receive a smaller benefit from co-speech gestures than younger 

adults, which is partly attributable to cognitive differences. Yet, I also found that older 

adults strongly relied on co-speech gestures as a valuable source of information. In the 

following, I will discuss the influence of contextual factors, such as the presence of 

background noise and of visible speech, and of cognitive factors, such as individual 

differences in cognitive abilities, on our findings. 

 

The role of contextual factors in multimodal language comprehension 

The context in which speech and gestures are perceived greatly influences younger and 

older adults’ ability to receive a communicative benefit from co-speech gestures. As 

expected, older adults’ speech comprehension was more strongly affected than younger 
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adults’ when speech was embedded in background noise, even when visible speech was 

available (e.g., Stevenson, Nelms, Baum, Zurkovsky, Barense, Newhouse, & Wallace, 

2015; Tye-Murray, Sommers, Spehar, Myerson, & Hale, 2010). Yet, under these adverse 

listening conditions, older adults were aware of and exploited the communicative 

potential of co-speech gestures. They focused on the information expressed in  

co-speech gestures and used this information to arrive at an interpretation of the 

speaker’s utterance. Importantly, they were also able to integrate the gestural, semantic 

information with the phonological information they derived from the articulatory lip 

movements, suggesting that they were able to make use of these two distinct visual 

communicative signals in order to obtain a larger benefit.  

Earlier research had suggested that older adults do not integrate gestures with 

speech, even under ideal listening conditions (Cocks, Morgan, & Kita, 2011). 

Furthermore, older adults could not benefit from co-speech gestures in addition to 

visible speech under highly challenging listening conditions, like speeded speech or 

dichotic shadowing, focusing on the auditory signal instead (Thompson, 1995; 

Thompson & Guzman, 1999). The differences in findings between those previous and 

the present study may in part be attributable to the context in which speech and 

gestures were perceived. For example, in Cocks et al. (2011), the speech signal was 

always clear. Since it appeared that they could glean all relevant information from the 

auditory signal, older adults may have been less motivated to rely on the gestural signal. 

Relatedly, as suggested in the introduction, adverse listening conditions may boost the 

reliance on gestures, also in younger adults (Obermeier, Dolk, & Gunter, 2012). In view 

of the above, it is also not surprising that older adults relied more strongly on speech in 

Cocks et al. (2011), and more strongly on gestures in the present study: while speech 

was always reliable in the previous study, gestures may have been the more reliable 

source of information in the present study. Finally, in Cocks et al. (2011), visible speech 

was not available as the speaker’s face was covered. Therefore, it is unclear whether 

older adults really perceived speech and co-speech gestures as one integrated message, 

and this may have also affected their gesture processing and integration (see e.g. Kelly, 

Ward, Creigh, & Bartolotti, 2007). 

In the case of Thompson’s (1995) and Thompson and Guzman’s (1999) studies, it is 

possible that the context in which co-speech gestures and visible speech were presented 

was too challenging for older adults. When the effort of speech processing is 

comparatively low, as in the present study (single action verbs rather than sentences, no 

production component), older adults are able to make use of gestures in addition to 

visible speech in order to improve their comprehension of SiN. However, when the 
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processing effort is high, as in speeded speech (Thompson, 1995) or dichotic shadowing 

(Thompson & Guzman, 1999), this may become a context in which older adults indeed 

experience “overload” (see also next section). In summary, my results suggest that 

whether older adults can and do integrate and comprehend co-speech gestures along 

with the accompanying speech is highly context-dependent, in fact more so than for 

younger adults, potentially due to age-related changes in cognitive capacities which 

force older adults to distribute their (more limited) capacities differently. 

 

The role of cognitive factors in multimodal language comprehension 

As already hinted at above, not only contextual, but also cognitive factors clearly 

affected older adults’ ability to benefit from co-speech gestures in addition to visible 

speech. 13  As shortly summarized above, older adults’ greater difficulties at 

understanding SiN and their smaller benefit from visual information relative to younger 

adults were partly attributable to differences in verbal WM. Differences in inhibitory 

control additionally had an effect on the comprehension of visible speech (without 

gestures). In this sense, the present findings are in line with earlier proposals that due 

to limited cognitive capacities, older adults have more difficulties with processing and 

comprehending SiN (Sommers & Phelps, 2016) and crucially also with the processing 

and/or integration of information conveyed in the gestural modality (Cocks et al., 2011; 

Thompson; 1995; Thompson and Guzman, 1999). It appears that even though gestures 

can provide very valuable visual cues (in addition to visible speech) that serve to improve 

speech comprehension, they also present an additional signal that needs to be 

perceived, processed, and integrated with speech. Sufficient verbal WM capacity and 

potentially other cognitive resources are necessary in order to simultaneously attend to 

and perceive the individual signals, to process them, and to integrate them into one 

comprehensive message representation (see Özer & Göksun, 2020, for a similar 

argument). Hence, perceivers with limited verbal WM capacity, due to aging or 

otherwise, may be less efficient at co-speech gesture interpretation and integration (see 

also Wu & Coulson’s 2014 verbal resources hypothesis).  

Although a number of questions remain unanswered with respect to the exact 

mechanisms underlying the age-related differences we observed in co-speech gesture 

comprehension (do older adults have difficulties perceiving and processing the auditory 

and visual signals simultaneously? Or do the difficulties arise at the level of speech-

 
13 Note that the contextual factors mentioned in the previous section obviously also have 

implications for cognitive processes. 
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gesture integration?), our results still suggest that focusing on co-speech gestures can 

present a useful strategy for older adults when speech comprehension is difficult. Our 

findings furthermore highlight the importance of exploiting the full multimodal 

repertoire of language in the communication with older adults.  

 

Implications for theoretical accounts of co-speech gesture comprehension 

My results have some implications for current accounts of co-speech gesture 

comprehension. Previously, it has been claimed that perceiving gestures aids speech 

comprehension, e.g. by providing additional visual information that can disambiguate a 

degraded speech signal (e.g., Drijvers & Özyürek, 2017; Obermeier et al., 2012). Our 

findings are very much in line with this view: for younger and for older adults, gestures 

add to the comprehension of the speech signal in non-trivial ways when this signal is 

degraded. Importantly, this benefit of co-speech gestures was additive to the benefit 

derived from visible speech, showing that during the comprehension of SiN, multiple 

sources of visual information are exploited to obtain an accurate understanding of the 

speaker’s message. The novel contribution of the present research was to show that in 

addition to other modulating factors identified previously, such as the perceived 

intentionality underlying the coupling of speech and gesture (Kelly et al., 2007), the 

temporal synchrony of speech – gesture onset (Habets, Kita, Shao, Özyürek, & Hagoort, 

2011), the presence of background noise (Obermeier et al., 2012), or addressee status 

(Holler, Kokal, Toni, Hagoort, Kelly, & Özyürek, 2015; Holler, Schubotz, Kelly, Hagoort, 

Schuetze, & Özyürek, 2014), the comprehension of communicative co-speech gestures 

is additionally constrained by aging and verbal WM: Even though older adults did benefit 

from gestural information, they did not benefit as much as younger adults, which could 

partly be attributed to individual differences in verbal WM. This supports the idea that 

speech – co-speech gesture perception, processing, integration, and comprehension is 

indeed dependent on cognitive resources. Verbal WM capacity presumably is relevant 

for processing, storing and updating verbal information and integrating it with visual 

information, held in visual WM (see also Coulson & Wu, 2019; Wu & Coulson, 2014).  

At the same time, contextual factors may modulate the involvement of the individual 

abilities, such that, for example, the presence of visible speech may make the processing 

of speech easier due to the additional articulatory information that is provided, thereby 

“freeing up” more resources for gesture processing and integration. Certainly, more 

research is needed to establish which cognitive abilities support which processes during 

speech and co-speech gesture comprehension, under which circumstances, and how 

the different visual signals (such as articulatory lip movements and manual gestures) 
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interact during these processes. Yet, even at this early stage, the present results suggest 

that current accounts of co-speech gestures comprehension need to be extended to 

cover the impact of speaker-internal constraints in interaction with contextual factors in 

order to describe the comprehension of co-speech gestures more accurately. 

 

5.2.3. Age-related changes in spoken language production  

and comprehension 
Before moving on to the overall conclusion, let us shortly turn to the issue of age-related 

changes in spoken language production and comprehension, and the following 

questions: What did we find out about older adults’ spoken language use? What can we 

conclude based on these findings? And importantly, was it useful to also consider the 

gestural modality, and if so, why? I will argue that apart from the fact that gestures 

constitute an integral part of face-to-face language and should therefore always be 

considered in the investigation of such language use, including gestures in the present 

studies also provided us with new insights into older adults’ communicative behavior 

that would have been missed had I only considered the spoken modality. 

 

Age-related changes in spoken language production: Contextual and cognitive effects 

As far as spoken language production in aging is concerned, the findings presented here 

were only partly in line with earlier investigations of verbal common ground-based 

recipient design in older adults (e.g., Horton & Spieler, 2007; Hupet et al., 1993; Lysander 

& Horton, 2012; Saryazdi, Bannon, & Chambers, 2019). These previous studies 

suggested that older adults would be less efficient than younger adults in adapting their 

verbal utterances either to incremental common ground (Horton & Spieler, 2007; Hupet 

et al., 1993; Lysander & Horton, 2012) or personal common ground based on visual 

scenes (Saryazdi et al., 2019). The narrative task apparently corroborated these findings, 

as older adults did not adapt their spoken language use to the personal common ground 

established at the outset of the interactions, either in terms of narration length or in 

terms of information conveyed. In the spatial task, however, older adults adapted both 

instruction length and information content to personal and incremental common 

ground to the same extent as younger adults. The reduction of instruction length across 

trials was additionally predicted by individual differences in verbal WM, such that 

participants with higher WM produced longer instructions on earlier as compared to 

later trials, while participants with lower WM produced relatively shorter instructions on 

all trials. I interpreted these findings such that older adults generally are able to adapt 
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their verbal utterances according to personal and incremental common ground shared 

with an addressee; however, whether they do so or not depends on a number of factors: 

the nature of the task (e.g. narrative vs. spatial), the manner in which common ground 

is manipulated (i.e., whether the distinction between mutually shared and privileged 

knowledge is relatively easy or not), the speaker’s task goals, and individual differences 

in verbal WM. It is possible that the process of incrementally building up common 

ground by establishing mutual reference to a limited set of objects during a referential 

communication task (as used by Horton & Spieler, 2007; Hupet et al., 1993; Lysander & 

Horton, 2012) is more difficult for older adults than the common ground manipulation 

employed in the present thesis. Hence, as already proposed in the introduction, an 

interplay of contextual and cognitive factors determines older adults’ interactive spoken 

language use. 

I would like to argue that it was useful to consider the gestural modality in addition 

to speech for several reasons. For one thing, we saw that co-speech gestures continue 

to be an important communicative strategy during older adults’ language production. 

Like younger adults, older adults used co-speech gestures to communicate relevant 

information to their addressee, and like younger adults, older adults were able to adapt 

the use of co-speech gestures according to the communicative situation, at least in the 

spatial task. The spatial task also showed that older adults were as skillful as younger 

adults in distributing information across the two modalities, such that on earlier trials, 

they provided more information encoded in speech and in gesture, while on later trials, 

as common ground incrementally accrued, they tended to provide information either in 

speech or in gesture. This suggests that like younger adults, older adults seek to design 

their messages in the most efficient way, even if this means omitting certain pieces of 

information from speech altogether and expressing it only in gesture. Additionally, in 

spite of older adults’ overall absence of common ground-based recipient design in the 

narrative task, older adults’ gesture rate was sensitive to addressee feedback, such that 

more verbal and non-verbal feedback from the addressee was associated with higher 

gesture rates. Although addressee feedback similarly predicted a reduction in narrative 

events, i.e., a speech-based measure, this effect was mainly driven by the younger 

adults. The gesture-based findings therefore suggest an actual engagement of older 

speakers with their addressees, also in the narrative task, which would have gone 

unnoticed, had we only considered the verbal part of the utterances. Finally, if we 

assume that co-speech gestures originate from visual and motor imagery, the present 

findings suggest that older adults rely on these types of mental imagery to the same 
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extent as younger adults during interactive language production – this, too, might have 

gone unnoticed if only the spoken modality had been considered.  

 

Age-related changes in spoken language comprehension: Contextual and cognitive 

effects 

For speech comprehension, I basically replicated the pattern reported in earlier 

investigations of SiN comprehension and the benefit of visible speech in aging (e.g., 

Stevenson et al., 2015; Tye-Murray et al., 2010): while both age groups’ speech 

comprehension benefits from the presence of visible speech, older adults benefit less.  

I could additionally show that performance in the speech-only and in the visible speech 

condition were predicted by verbal WM and inhibitory control, both abilities have been 

proposed to be involved in the comprehension of SiN (e.g., Baum & Stevenson, 2017; 

Rudner, Mishra, Stenfelt, Lunner, & Rönnberg, 2016; Jesse and Janse, 2012; Tun, O’Kane, 

& Wingfield, 2002). One interesting difference between the present and previous 

findings is that older and younger adults’ performance did not differ significantly in the 

speech-only condition (cf. Stevenson et al., 2015; Tye-Murray et al., 2010). However, as 

argued in Chapter 4, this finding may be specific to the present task and is additionally 

limited in its interpretability by the fact that older adults performed at chance at the 

worse noise level. Yet, as for speech production, we saw that older adults’ speech 

comprehension is affected by an interplay of contextual and cognitive factors. 

Considering the gestural modality in addition to speech provided me with valuable 

additional insights into older adults’ ability to comprehend language. As stated in the 

Introduction, the communicative value of co-speech gestures does not only depend on 

the speaker’s communicative intention, but crucially also on the listener’s ability to 

perceive, process, interpret, and integrate the meaning conveyed in these gestures with 

the meaning conveyed in speech. The present results show that while older adults may 

have difficulties with one or more of these component processes, gestures still present 

a valuable source of information in addition to visible speech and may improve older 

adults’ speech comprehension significantly. In fact, older adults may rely considerably 

on the gestural modality for language comprehension, depending on input quality.  

If background noise is severe and speech-only comprehension is at chance level, the 

presence of iconic co-speech gestures in addition to visible speech could boost 

comprehension accuracy to over 70 % in the present setting. If we keep in mind that 

every-day, face-to-face language use more often than not is accompanied by co-speech 

gestures, this also means that older adults’ comprehension of such language might be 

much better than could be expected based solely on laboratory investigations of 
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unimodal speech comprehension. In other words, the way in which language 

comprehension in aging has been investigated in the past may greatly underestimate 

older adults’ true potential to understand interactive language. 

 

5.3. Conclusion and outlook 

5.3.1. Conclusion 
In this thesis, I presented novel evidence for the contextual and cognitive factors that 

modulate interactive language use and showed that these factors continue to play an 

important role in normal human aging. By looking beyond the spoken modality, new 

insights could be gained into how older adults produce and comprehend language in 

interaction. We saw that the gestural modality remains an important communicative 

strategy, in spite of measurable age-related cognitive differences. Not to consider the 

gestural modality would mean to obtain an incomplete understanding of older adults’ 

interactive language use, and hence co-speech gestures should be incorporated into 

general accounts of language use in aging. At the same time, we also saw that 

interactive, multimodal language use is determined by an interaction of contextual and 

cognitive factors, and future research may greatly benefit from taking both types of 

factors into account more systematically. 

It is worth stating that the research presented in this thesis was initially inspired by 

the opposing effects that normal human aging may hypothetically have on co-speech 

gesture production and comprehension. Based on previous research on younger and 

older adults’ co-speech gesture use and on age-related cognitive changes, relative to 

younger adults, older adults may either rely more on co-speech gestures in order to 

compensate for cognitive and/or perceptual deficits during language production and 

comprehension, alternatively, they may rely less on co-speech gestures due to cognitive 

and/or perceptual deficits which negatively affect the gesture production and 

comprehension processes. I propose that this dichotomy is misguided and that any 

hypothesis on co-speech gesture production or comprehension in older (but also in 

younger) adults must consider the influence and interaction of contextual and of 

cognitive factors at all times.  

Previous research on the cognitive effects of gesticulation in younger adults and on 

gesture production in aging may have underestimated or neglected the role of 

communicative context. Focusing on the cognitively beneficial effects of co-speech 

gestures in contexts which do not involve interaction with a genuine addressee may 

overestimate the relevance of the speaker-oriented, cognitive function that co-speech 
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gestures have in daily interactions.  Moreover, we saw that in the case of older adults, 

an interactive setting appears to be essential for older adults to use co-speech gestures 

with the same communicative efficiency as younger adults. Earlier, less interactive 

research had suggested systematic, age-related differences in older adults’ gesture 

production. Obviously, it is still conceivable that age-related cognitive changes affect 

gesture production in one direction or another, however, in the present studies, the 

communicative context really proved to be the key factor modulating older adults’ 

multimodal utterance production. 

For co-speech gesture comprehension, previous research with younger adults on the 

beneficial effects of gestures on language comprehension may have underestimated the 

role of cognitive abilities involved in this process. The present results suggest that in 

order to benefit from gestures, sufficient cognitive resources are needed, seemingly 

supporting the hypothesis that older adults rely less on gestures. However, my findings 

also suggest that whether older adults focus more on the spoken or more on the gestural 

modality may depend on how reliable the individual signals are: If gestures provide the 

more dependable signal, older adults might actually rely more on gestures than on 

speech. These considerations show once more that considering either cognitive or 

contextual factors in isolation will not yield the full picture of older adults’ interactive 

language use – just like looking at either speech or gesture in isolation would not. 

I would like to conclude this research endeavor by stating that normal human aging 

does not influence communicative behavior in any one predictable way – rather, I found 

an intricate interplay of the summary variable “age”, individual differences in cognitive 

abilities, the specifics of the communicative situation, the affordances of the spoken and 

the gestural modality, and certainly many other factors yet to be identified. In the final 

paragraphs of this chapter, I will propose some directions for future research and 

implications for practice.  

 

5.3.2. Suggestions for future research and implications for practice 
In the studies investigating co-speech gesture production, I found no evidence for the 

cognitively beneficial functions ascribed to gesticulation. However, I did not 

systematically assess or manipulate the cognitive load that we presented our 

participants with. Future research might investigate whether in situations that are 

known to be cognitively demanding, communicative or other, gesticulation could be 

beneficial for older adults. For example, when faced with the task of having to memorize 

and to give more or less complex directions, it could be tested whether producing 

appropriate gestures improves older adults’ memory, and whether more complex 
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directions are accompanied by an increase in gesture frequency. If this were the case, it 

would provide evidence for speaker-directed, cognitive functions of gestures in aging 

and might additionally offer strategies for older adults to cope with certain types of 

memory deficits. Obviously, individual cognitive abilities should still be assessed 

independent of the gesture elicitation task. 

Also, I found some evidence that cognitive factors influence the communicative 

adaptation of gestures. However, as these effects were only present in one of two tasks, 

and my explanation is still tentative, it is necessary to replicate these findings with a 

larger number of participants, and potentially also a variety of tasks. 

Finally, I did not systematically compare qualitative features of the gestures produced 

by younger and older adults, such as gesture size or precision. Future research might 

investigate whether there are certain age-related differences with respect to these 

features, which may in turn affect the communicative value of the gestures. 

In the study investigating gesture comprehension, one question that remained was 

whether older adults benefit less from iconic co-speech gestures than younger adults 

because of difficulties in simultaneous auditory and visual processing, or because of 

deficits in speech-gesture integration. This might be addressed in a more classic 

mismatch paradigm (e.g., Kelly, Özyürek, & Maris, 2010) in which an observed gesture 

either matches or mismatches the accompanying speech semantically, and participants’ 

EEGs are recorded in order to detect potential age-related differences in the time course 

of speech and gesture processing and integration. 

Furthermore, it would be interesting to test whether younger adults under high 

cognitive load (e.g., induced by a secondary task) behave like older adults, that is 

whether in younger adults, the processing and/or integration of speech and gesture is 

modulated by the availability of cognitive resources. If this were the case, it would 

support the interpretation of older adults’ performance differences being due to 

cognitive limitations. 

Finally, I would like to emphasize that co-speech gestures are only one of several 

visual communicative signals that accompany our speech in face-to-face interactions. 

Future research on older adults’ face-to-face language use should ideally consider not 

only speech and co-speech gestures, but also other (and potentially subtler) signals, such 

as eye-gaze, body posture, or facial expressions, and may also reveal further insights by 

delving deeper into interactive processes during communication. 

 

In addition to these suggestions for future research aimed at understanding healthy 

older adults’ multimodal language production and comprehension in different contexts, 
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the research presented in this thesis also has important implications for future 

investigations of gesture production and comprehension in age-related pathologies, 

such as aphasia, Parkinson’s disease, or dementia (e.g., Akhavan, Göksun, & Nozari, 

2018; Cleary, Poliakoff, Galpin, Dick, & Holler, 2011; Rousseaux, Rénier, Anicet, Pasquier, 

& Mackowiak-Cordoliani, 2012). As I hope to have convincingly shown, the context in 

which language is produced and perceived in interaction with cognitive functions is of 

great importance in the investigation of older adults’ communicative abilities. The 

typical setting in clinical research involves older adults being given isolated gesture 

production and/or comprehension tasks, or interacting with a speech therapist or 

experimenter. The setting for the control group is similarly restricted. However, as the 

present research shows, the presence of a genuine, naïve addressee may be key in 

encouraging older adults to communicate with the same flexibility as younger adults. 

Testing older adults in less communicative situations may therefore put them at a 

systematic disadvantage relative to younger adults, and thus underestimate their true 

abilities to produce and comprehend gestures. It is therefore essential to consider 

developing new, more communicative assessment paradigms, involving for example the 

participation of a genuine addressee or other more contextualized, communicative 

tasks, in order to gain a more accurate understanding of older adults’ abilities, also in 

age-related pathologies.  
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Appendix A  

Example comic strip 

 
Artwork by cartoon artist e.o. plauen (Erich Ohser). Works by e.o. plauen are in the public 

domain. 
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Appendix B 

Example narrative script 

 

1.1 

 

There are a man and a child/a father and a son. 

1.2 A bull’s eye is hanging in a tree. 

1.3 The father has a gun. 

1.4 The father and the son stand at a short distance from the tree. 

1.5 The father is aiming at the bull’s eye. 

1.6 The boy is watching. 
  

2.1 The father shoots. 

2.2 The bullet doesn’t go straight. 

2.3 The bullet hits the ground. 

2.4 It lands in between the tree and the father. 

2.5 The boy is watching. 
  

3.1 The boy has an idea. 

3.2 He takes the bull’s eye out of the tree. 

3.3 He puts it on the ground, where the bullet had landed earlier. 

3.4 The father looks confused. 
  

4.1 The father shoots another time. 

4.2 The bullet is not going straight again. 

4.3 This time it hits the bull’s eye exactly in the middle. 

4.4 The boy jumps in the air. 
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Appendix C 

Gesture frequency and gesture rate per narrative event 

In addition to the analyses of gesture rate per 100 words and of the proportion of 

multimodal events reported in the main paper, here we also report analyses of simple 

gesture frequency (i.e., the number of gestures produced per narration) and of gesture 

rate per narrative event (i.e., dividing the number of gestures a given participant 

produced during each trial by the number of narrative events mentioned for this trial, 

see Galati & Brennan, 2014), for each condition within each trial separately. 

Means and standard deviations per age group and condition for these additional 

gesture-based measures are reported in Table C1. 

 
Table C1. Means (and SD) for gesture frequency and gesture rate per narrative event for each age group 

and condition. CG = common ground condition, no-CG = no common ground condition. 

 Younger Older 

 CG No-CG CG No-CG 

Gesture frequency 2.02 (1.39) 4.78 (2.39) 3.01 (2.09) 2.74 (2.18) 

Gestures/narr. event .56 (.42) .81 (.34) .60 (.43) .51 (.43) 

 

To investigate the influence of age and the common ground manipulation on gesture 

frequency and gesture rate per narrative event, we fitted linear mixed-effect models in 

R as described in the methods section of the main paper.  

Table C2 summarizes the results for the models predicting the two dependent 

measures based on age and common ground manipulation.  

 
Table C2. Linear mixed-effects models for the effects of age and common ground manipulation on gesture 

frequency and gesture rate per narrative event. Age group = young and Condition = CGa are on the intercept. 

N = 32.b 

 Gesture frequency Gestures/narrative event 

 β SE t p β SE t p 

Intercept 2.02 .50 4.07 < .001 .48 .12 3.94 < .001 

Age groupold .99 .50 1.62 .12 .13 .14 .94 .35 

Conditionno-CG
a 2.76 .36 7.65 < .001 .33 .06 5.10 < .001 

Age groupold : Conditionno-CG -3.03 .51 -5.94 < .001 -.42 .09 -4.61 < .001 

a CG = common ground; no-CG = no common ground. 
b Both models contain random intercepts for participants and items. The model predicting 

gestures/narrative event includes by-participant random slopes for common ground manipulation. 
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The absence of a main effect for age group indicates that there was no age-related 

difference for the two measures in the CG condition. The significant main effect for 

common ground manipulation indicates that for the younger adults, gesture frequency 

and gesture rate were higher in the no-CG as opposed to the CG condition. The 

significant interactions between age group and common ground manipulation indicate 

that the increase in gesture frequency and rate was only significantly present in the 

younger but not the older adults.  

Individual contrasts confirm this analysis, with younger adults producing significantly 

more gestures and gesturing at a significantly higher rate in the no-CG as opposed to the 

CG condition (β = 2.76, SE = .37, t = 7.41, p < .001 and β = .33, SE = .06, t  = -5.10,  

p < .001, respectively), whereas this difference was not significant for older adults  

(p > .05). Comparisons further showed that younger and older adults did not differ in 

the rate at which they gestured in the CG condition for both measures (both p’s > .05). 

However, there was a significant age-related difference in the no-CG condition (for 

gesture frequency, β = 2.04, SE = .81, t = 2.52, p = .02; for gestures/narrative event,  

β = .29, SE = .14, t = 2.09, p = .04), such that younger adults produced significantly more 

gestures and gestured at a significantly higher rate than older adults.  
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Appendix D 

Cognitive test battery 

Here, we provide a more detailed description of the different tasks we used to assess 

the individual cognitive abilities, including details on task administration and scoring 

procedure. With the exception of the Operation span task, which was computer-based, 

all other tasks used to measure cognitive skills were pen-and-paper versions. 

 

Verbal working memory (Verbal WM) 

The Operation span task (O-span) is a standard measure of verbal working memory 

(Turner & Engle, 1989). The Dutch version of the task used here, as well as the scoring 

procedure, are based on Shao, Roelofs, and Meyer (2012). Participants were required to 

evaluate the accuracy of 60 simple mathematical operations while remembering 

unrelated words for later serial recall. The O-span score was calculated as the sum of 

words that were recalled in the proper order on trials with correct responses to the 

mathematical problem, the highest possible score being 60. Due to time-out, O-span 

data could not be collected from one older male participant.  

 

Visual working memory (Visual WM)  

To assess the visuo-spatial component of visual WM, participants performed the Visual 

Patterns Test (VPT, Della Sala, Gray, Baddeley, & Wilson, 1997). Participants were briefly 

presented with visual patterns of increasing complexity, and had to reproduce these 

patterns. The VPT score is the highest level of complexity at which at least one of three 

patterns is recalled correctly. Due to time-out, VPT data could not be collected from two 

older female participants and one older male participant.  

To assess the visuo-sequential component of visual WM, participants performed the 

Corsi Block-Tapping Task (CBT, Corsi, 1972). The task was administered based on the 

protocol proposed by Kessels, van Zandvoort, Postma, Kappelle, & de Haan (2000). In 

this test, participants were asked to imitate the experimenter in tapping nine black cubes 

mounted on a black board in sequences of increasing length, going in steps of two 

sequences per level. The final score for each participant was calculated as the length of 

the last correctly repeated sequence multiplied by the number of correctly repeated 

sequences (i.e. the number of correct trials). 
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Inhibitory control 

Participants performed the Trail Making Test part A and B (TMT A and TMT B) 

(Parkington & Leiter, 1949) in order to assess their inhibitory control. In part A, 

participants used a pencil to connect a series of 25 encircled numbers in numerical 

order. In part B, participants connected 25 encircled numbers and letters in numerical 

and alphabetical order, alternating between numbers and letters, requiring the 

continuous shifting of attention between numbers and letters. The difference between 

the time to complete part A and part B (TMT B-A) is seen as a measure of 

inhibition/interference control (isolating the switching component of part B by 

subtracting the visual search and speed component of part A, see Sanchez-Cubillo, 

Perianez, Adrover-Roig, Rodriguez-Sanchez, Rios-Lago, Tirapu, & Barcelo, 2009).  

 

Semantic fluency 

The animal naming task is a standard measure of semantic fluency (Isaacs & Kennie, 

1973). Participants were asked to generate as many unique animal names as possible 

within 60 seconds. Every unique response is given a point, with repetitions receiving no 

point. 
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Appendix E 

Full model summaries additional analyses 

 

Table E1. Linear mixed-effects models for the effects of age and common ground manipulation on explicit 

references to common ground and addressee feedback. Age group = young and Condition = CGa are on the 

intercept. N = 32.b 

 Explicit reference to common ground Addressee feedback 

 β SE t p β SE t p 

Intercept .74 .07 9.96 < .001 .07 .01 10.93 < .001 

Age groupold -.41 .10 -3.87 < .001 -.02 .01 -1.99 .06 

Conditionno-CG
a -.67 .07 -9.84 < .001 -.02 .01 -2.96 .004 

Age groupold : Conditionno-CG .51 .10 5.33 < .001 - - - - 

a CG = common ground; no-CG = no common ground. 
b Both models contain random intercepts for participants and items, but no by-participant random slopes 

for common ground manipulation. 

 

 

 

Table E2. Linear mixed-effects models for the effects of age, common ground manipulation, and addressee 

feedback on narrative event count and gesture rate per 100 words. Age group = young and Condition = CGa 

are on the intercept. N = 32.b 

 Narrative events Gesture rate per 100 words 

 β SE t p β SE t p 

Intercept 6.43 .85 7.55 .009 3.11 1.97 1.58 .17 

Addressee feedback -10.63 4.15 -2.56 .01 36.16 9.90 3.65 < .001 

Age groupold - - - - 1.59 1.48 1.07 .29 

Conditionno-CG
a - - - - 3.01 .87 3.48 < .001 

Age groupold : Conditionno-CG - - - - -4.42 1.19 -3.73 < .001 

a CG = common ground; no-CG = no common ground. 
b Both models contain random intercepts for participants and items. The model predicting narrative event 

count includes by-participant random slopes for the common ground manipulation. 
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Appendix F 

Correlations between cognitive predictors and dependent measures 

Tables F1 and F2 list the correlations between dependent variables and cognitive 

predictors (z-scored) for younger and older adults respectively. Note that we multiplied 

the inhibitory control task’s scores with -1, so that higher scores would represent better 

performance. In the younger adults, none of the cognitive measures were significantly 

correlated with the dependent variables. In the older adults, verbal WM was positively 

correlated with word and narrative event count, such that the higher the verbal WM, 

the larger the number of words and narrative events.  

 

 
Table F1. Spearman’s rank correlation rho for the dependent measures and cognitive predictors (z-scored). 

Younger adults. 

 
Words Narrative events 

Gestures/ 

100 words 

% Multimodal 

events 

Verbal WM -0.01 -0.04 0.12 0.1 

Visuo-sequential WM .01 .1 .26 .18 

Visuo-spatial WM -.27 .02 -.15 -.36 

Executive control 0.06 0.16 0.15 0.15 

Semantic fluency 0.26 0.38 0.23 0.28 

*** = p < .001, ** = p < .01, * = p < .05 

 

 

 

Table F2. Spearman’s rank correlation rho for the dependent measures and cognitive predictors (z-scored). 

Older adults. 

 
Words Narrative events 

Gestures/ 

100 words 

% Multimodal 

events 

Verbal WM 0.58* 0.59* -0.31 -0.08 

Visuo-sequential WM .37 .22 .15 .26 

Visuo-spatial WM .47 .48 -.31 -.27 

Executive control 0.25 0.3 -0.33 -0.39 

Semantic fluency 0.01 -0.18 0.24 0.33 

*** = p < 0.001, ** = p < 0.01, * = p < 0.05 
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Appendix G 

Sums of semantic features normalized by word and gesture count  

In the main manuscript, we report the effects of common ground on the number of 

words and gestures, as well as on the total sum of semantic features encoded in speech 

and in gesture. These measures are frequently used when the effects of common ground 

on verbal and gestural behavior are investigated (e.g., Clark & Wilkes-Gibbs, 1986; 

Fussell & Krauss, 1992; Galati & Brennan, 2010; 2014; Holler & Wilkin, 2009; Schubotz 

et al., 2019). However, even though a reduction in verbal description length and 

semantic features in the presence of common ground can be seen as an indicator of 

more efficient language use, these measures actually give little insight into how 

efficiently speakers truly use their words and gestures in order to communicate 

information. That is, these raw counts do not indicate whether the reduction in e.g. word 

count is proportional to the reduction in semantic features encoded verbally. If the 

presence of common ground indeed means that communication becomes more 

efficient, we might actually expect a disproportionate reduction, such that speakers 

encode relatively more information per word or gesture, as compared to the absence of 

common ground. 

Therefore, here we additionally report the analyses of the semantic features encoded 

in speech and the semantic features encoded in gestures normalized by word and 

gesture count respectively. That is, we divided the total sum of features encoded in 

speech by the number of words, and the total sum of features encoded in gesture by 

the number of gestures. These normalized measures provide an index of the information 

density, i.e. how efficiently speakers used their words and their gestures in order to 

convey information.  

 

Analyses and Results 

The statistical analyses were conducted in the same fashion as described in the main 

manuscript.  

 

Sum of semantic features in speech divided by word count. The sum of features 

contained in speech divided by the number of words (verbal information density) was 

predicted by personal common ground condition, such that there was a lower 

information density in no-CG trials (β = -.02, SE = .01, t(154.80) = -3.15, p =.002). 

Additionally, incremental common ground had a significant effect, such that information 

density was higher on later trials (β = .01, SE = .002, t(154.80) = 5.35, p < .001). There 
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was no effect for age (β = -.003, SE = .02, t(31.78) = -.16, p = .87). There were no effects 

for cognitive predictors. 

 

Sum of semantic features in gesture divided by gesture count. The sum of features 

contained in gesture divided by the number of gestures (gestural information density) 

was not predicted by any of the experimental predictors, age (β = -.08, SE = .11,  

t(32) = -.71, p = .49), personal common ground condition (β = .002, SE = .05, t(160) = .04, 

p = .97), or incremental common ground (β = .02, SE = .01, t(160) = 1.40, p = .16). There 

were no effects for cognitive predictors. 

 

Discussion 

The purpose of the additional analyses reported here was to investigate whether 

common ground not only affects the number of words or gestures used, or the amount 

of information expressed in the two modalities, but also the efficiency with which speech 

and gestures are used to express information. The number of semantic features 

expressed in speech and in gesture divided by the number of words and gestures 

respectively is a relational measure that gives an indication of how much information 

speakers actually express per word or gesture, i.e., how high the information density is.  

We observed that the information density in speech was larger in the CG as 

compared to the no-CG condition, and increased across the experiment. This is 

interesting with respect to the findings reported in the main manuscript, where we 

observed fewer words in the CG compared to the no-CG condition, increasingly fewer 

words across trials, and increasingly less information across trials. The findings 

presented here thus suggest that participants did not only use fewer words in the CG 

condition, but they also used these words more efficiently, since they expressed more 

information per word relative to the no-CG condition. Similarly, even though both 

number of words and the total sum of information expressed verbally decreased across 

the experiment, the information density increased. Again, this indicates that participants 

used their fewer words more efficiently. Therefore, the present findings suggest that the 

presence of common ground does not only allow for a reduction in spoken utterance 

length and in the amount of information expressed, but also for a truly more efficient 

spoken language use. To the best of our knowledge, we are the first to have applied this 

relational measure and to have obtained this novel insight into the effects of common 

ground on spoken interaction. However, it must be noted that the reduction in utterance 

length was to some extent attributable to an omission of all but content words, which 

prescriptively speaking resulted in “ungrammatical” utterances. In the present task, this 
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was possible, as an instruction like “long ones, short ones, arc, triangles” would still be 

comprehensible to the addressee. Therefore, it is unclear whether we would have 

obtained similar results in other settings that require the formulation of complete 

utterances. 

The absence of any effect for common ground on information density in gestures 

suggests that regardless of personal common ground condition or accumulating 

incremental common ground, the amount information expressed per gesture remained 

constant. This is likely due to the holistic nature of gestures as compared to words. It is 

perfectly possible to speak of “the small triangle sitting on its base” on one trial 

(encoding size, shape, and orientation), and of “the triangle” on another trial (encoding 

only shape). However, it would be much harder if not impossible to alter one gesture, 

for example tracing a triangle shape (encoding size, shape, and orientation), to a gesture 

encoding only shape information without simultaneously also providing information 

with respect to the other two features. 
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Appendix H 

Means and SDs for each dependent measure by age group and trial number 

 

Younger adults 

 Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 

Number of words 
62.06 

(27.77) 

54.44 

(25.42) 

46.31 

(18.28) 

34.63 

(10.52) 

43.94 

(14.65) 

37.94 

(14.08) 

Number of gestures 
10.31 

(6.69) 

8.56 

(4.35) 

7.13 

(5.15) 

5.19 

(3.04) 

6.81 

(4.18) 

5.25 

(3.57) 

Gestures/100 words 
17.92 

(11.18) 

16.40 

(7.21) 

15.25 

(7.53) 

15.87 

(9.63) 

16.04 

(9.43) 

15.38 

(12.06) 

Speech info total 
7.69 

(1.70) 

7.56 

(1.59) 

7.94 

(1.73) 

6.56 

(1.93) 

7.13 

(1.78) 

7.63 

(1.50) 

Gesture info total 
5.50 

(2.03) 

5.59 

(2.20) 

4.50 

(2.73) 

4.19 

(2.69) 

4.88 

(2.76) 

4.25 

(3.11) 

% Speech unique info 
37.18 

(23.83) 

38.26 

(23.40) 

48.85 

(30.73) 

46.65 

(32.35) 

44.96 

(30.03) 

50.21 

(36.54) 

% Gesture unique info 
14.11 

(12.24) 

16.64 

(14.57) 

10.50 

(13.03) 

19.17 

(14.21) 

18.70 

(14.28) 

11.81 

(12.97) 

% Info speech&gesture 
48.72 

(17.68) 

45.10 

(19.95) 

40.66 

(25.18) 

34.18 

(25.06) 

36.33 

(22.84) 

37.98 

(30.47) 

 

Older adults 

 
Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 

Number of words 
53.88 

(39.16) 

52.25 

(25.43) 

47.06 

(26.99) 

31.94 

(18.29) 

45.25 

(28.34) 

35.81 

(20.23) 

Number of gestures 
10.38 

(11.91) 

7.75 

(5.85) 

8.19 

(6.91) 

5.38 

(4.92) 

6.69 

(5.02) 

6.75 

(5.39) 

Gestures/100 words 
19.62 

(10.66) 

18.41 

(11.99) 

18.09 

(12.61) 

18.55 

(14.27) 

18.21 

(12.47) 

20.61 

(15.08) 

Speech info total 
6.94 

(1.88) 

6.94 

(2.24) 

7.00 

(2.53) 

5.81 

(2.20) 

6.19 

(2.01) 

6.25 

(2.29) 

Gesture info total 
4.91 

(2.94) 

4.88 

(3.38) 

4.94 

(3.23) 

4.31 

(3.43) 

4.50 

(3.19) 

4.06 

(2.73) 

% Speech unique info 
40.54 

(30.73) 

44.31 

(35.85) 

42.37 

(37.62) 

48.7 

(40.52) 

47.53 

(34.51) 

48.05 

(33.25) 

% Gesture unique info 
12.35 

(16.41) 

19.10 

(17.83) 

14.61 

(20.45) 

21.76 

(21.96) 

24.34 

(20.41) 

20.61 

(19.13) 

% Info speech&gesture 
47.11 

(26.88) 

36.60 

(26.88) 

43.03 

(28.71) 

29.54 

(25.57) 

28.13 

(20.10) 

31.34 

(22.73) 
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Appendix I 

Full model summaries of analyses reported in sections 3.3.2 and 3.3.3 

All models contain random intercepts for participants and items. 

 

Table I1. Linear mixed-effects model for the effects of age, personal common ground, and incremental 

common ground (trial number) on word count. Age group = young and personal common ground condition 

= CGa are on the intercept. N = 32. 

 Word count 

 β SE t p 

Intercept 56.70 5.65 10.03 <.001 

Age groupold -2.90 6.49 -.34 .74 

Conditionno-CG
a 8.73 2.06 4.23 <.001 

Trial Number -4.15 .60 -6.87 <.001 

a CG = common ground; no-CG = no common ground. 

 

Table I2. Linear mixed-effects models for the effects of age, personal common ground, and incremental 

common ground (trial number) on gesture count and gesture rate. Age group = young and personal common 

ground condition = CGa are on the intercept. N = 32. 

 Gesture count Gesture rate 

 β SE t p β SE t p 

Intercept 9.34 1.35 6.92 <.001 17.00 2.56 6.64 <.001 

Age groupold .31 1.60 .20 .85 2.77 3.27 .85 .40 

Conditionno-CG
a 1.40 .58 2.42 .02 -.88 .97 -.91 .37 

Trial Number -.81 .17 -4.80 <.001 -.12 .28 -.42 .68 

a CG = common ground; no-CG = no common ground. 

 

Table I3. Linear mixed-effects models for the effects of age, personal common ground, and incremental 

common ground (trial number) on the total number of semantic features encoded in speech and the total 

number of semantic features encoded in gesture. Age group = young and personal common ground 

condition = CGa are on the intercept. N = 32 

 Number of features in Speech Number of features in Gesture 

 β SE t p β SE t p 

Intercept 7.81 .45 17.54 <.001 5.39 .68 7.95 <.001 

Age groupold -.90 .56 -1.60 .12 -.22 .90 -.24 .81 

Conditionno-CG
a .21 .18 1.17 .25 .33 .20 1.75 .08 

Trial number -.14 .05 -2.70 .008 -.21 .06 -3.75 <.001 

a CG = common ground; no-CG = no common ground. 
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Table I4. Linear mixed-effects models for the effects of age, personal common ground, and incremental 

common ground (trial number) on the percentage of semantic features encoded uniquely in speech and the 

percentage of semantic features encoded uniquely in gesture. Age group = young and personal common 

ground condition = CGa are on the intercept. N = 32. 

 % features speech unique % features gesture unique 

 β SE t p β SE t p 

Intercept 38.76 7.60 5.10 <.001 11.58 3.82 3.03 <.001 

Age groupold .90 10.13 .09 .93 3.64 4.69 .78 .44 

Conditionno-CG
a -2.48 2.20 -1.13 .26 .41 1.56 .26 .79 

Trial number 1.95 .64 3.04 .003 .96 .46 2.12 .04 

a CG = common ground; no-CG = no common ground. 

 

 

Table I5. Linear mixed-effects model for the effects of age, personal common ground, and incremental 

common ground (trial number) on the percentage of semantic features encoded twice, in speech and in 

gesture. Age group = young and personal common ground condition = CGa are on the intercept. N = 32. 

 

 % features speech and gesture 

 β SE t p 

Intercept 49.67 5.67 8.75 <.001 

Age groupold -4.54 7.13 -.64 .53 

Conditionno-CG
a 2.07 2.04 1.01 .31 

Trial number -2.92 .60 -4.88 <.001 

a CG = common ground; no-CG = no common ground. 
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Appendix J 

Pretest 

10 younger adults (4 female), aged 22 to 30, and 10 older adults (9 female), aged 62 to 

78, participated in the pretest. None of the participants from the pretest participated in 

the main experiment. 

The task participants performed was identical to the task in the main experiment. 

Videos were presented with audio in either clear speech, or embedded in 8-talker babble 

at SNRs -6, -12, -18, or -24 dB. There were two multimodal conditions (speech + visible 

speech, speech + visible speech + gesture). For a detailed description of the materials, 

see section 4.2.4 of the main paper. 

We performed logistic regression analyses for both age groups separately using the 

function glmer from the package lme4 in the statistical software R, as described in the 

main paper, section 4.2.6. The contrasts between individual noise levels reported below 

were obtained using the package lsmeans (Lenth, 2017). 

 

 
Figure J2. Response accuracies in percent per noise level and visual modality. Error bars represent SE. 

 

Both younger and older adults performed at or above 85% accuracy in the visible 

speech condition in SNRs -6 and -12, with no significant performance difference 

between the visible speech and the visible speech + gesture conditions (younger adults: 

SNR -6, β = .48, SE = .5, z = .97, p = .33; SNR -12, β = -.58, SE = .42, z = -1.4, p = .16; older 

adults: SNR -6, β = 7.2e-01, SE = .62, z = 1.16, p = .25; SNR -12, β = -1.11e-01, SE = .33,  

z = -.33, p = .74; see also Figure J1). For the younger adults, as performance decreased 

in the visible speech condition, the added value of gestures became significant at SNRs 
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-18 (β = -1.05, SE = .3, z = -3.53, p < .001) and -24 (β = -1.5, SE = .26, z = -5.69, p < .0001). 

For older adults, performance similarly decreased with increasing noise in the visible 

speech condition, however, the difference between visible speech and visible speech + 

gesture remained non-significant at SNR -18 (β = -3.64e-01, SE = .25, z = -1.47, p = .14) 

and became significant only at SNR -24 (β = -1.07e, SE = .24, z = -4.45, p < .0001).  
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Appendix K 

Response latencies 

We evaluated the effects of age group, visual modality, and noise on the log transformed 

response latencies of the correct trials by fitting a linear mixed effects model, using the 

function lmer from the package lme4 in the statistical software R, as described in the 

main paper, section 4.2.6. The best-fitting model contained a significant three-way 

interaction of the predictors (the likelihood-ratio test was significant at p < .001 for 

comparing models with and without the three-way interaction term). In order to explore 

this three-way interaction further, we analyzed the response latencies of older and 

younger adults separately. 

For the younger adults, more visual articulators led to shorter response latencies, 

and more severe noise led to longer response latencies (see Table K1, also Figure K1). 

The (non-)significant interactions of noise by modality indicate that the differences in 

response latencies between the three modalities were significantly larger at SNR -18 

than at clear but did not differ between SNRs -18 and -24.  

For the older adults, we found significant main effects of noise and of modality, but 

no interaction of the two predictors (see Table K1, also Figure K1). As for the younger 

adults, more severe noise led to longer response latencies. Response latencies were 

shorter in the visible speech + gesture trials than in the visible speech trials, but there 

was no difference between visible speech and speech-only trials. 

 

 
Figure K1. Log transformed response latencies per noise level and visual modality. Error bars represent SE. 

  



APPENDICES CHAPTER 4 

 177 

 

 

  T
a

b
le

 K
1

. M
o

d
els p

red
ictin

g lo
g tran

sfo
rm

ed
 resp

o
n

se laten
cies fo

r yo
u

n
ger an

d
 o

ld
er ad

u
lts sep

arately. N
o

ise = SN
R

 -18 an
d

 m
o

d
ality 

= visib
le sp

eech
 are o

n
 th

e in
tercep

t. 

 
Yo

u
n

ger ad
u

lts 
O

ld
er ad

u
lts 

 
β

 
SE 

t 
p

 
β

 
SE 

t 
p

 

Intercep
t 

7.44
 

.05
 

152.64
 

<.001
 

7.92
 

.04
 

207.62
 

< .001
 

N
oise

clear  
-.48 

.03 
-16.95

 
< .001

 
-.49 

.02 
-28.05

 
< .001

 

N
o

ise
SN

R
 -24  

.13
 

.03
 

3.86
 

< .001
 

.05
 

.02
 

2.39
 

.02
 

V
isual m

odality
Speech

-only (m
outh

 blurred)  
.11

 
.04

 
3.04

 
.002

 
.02

 
.02

 
.90

 
.37

 

V
isu

al m
odality

V
isible sp

eech
 + gestu

re  
-.21 

.03 
-7.20

 
< .001

 
-.04 

.02 
-2.29

 
.02 

N
o

ise
clear  : V

isual m
o

dality
Speech

-o
nly (m

outh blurred)  
-.16

 
.04

 
-3.57

 
< .001

 
- 

- 
- 

- 

N
o

ise
SN

R
 -24  : V

isual m
odality

Speech
-o

nly (m
outh

 b
lurred

)  
.02

 
.05

 
-.44

 
.66

 
- 

- 
- 

- 

N
oise

clear   : V
isu

al m
odality

V
isible speech +

 g
estu

re  
.15 

.04 
4.02

 
< .001

 
- 

- 
- 

- 

N
o

ise
SN

R
 -24 : V

isual m
odality

V
isible sp

eech
 + gesture  

-.04
 

.04
 

-.84
 

.40
 

- 
- 

- 
- 

1 A
 h

yp
h

en
 in

d
icates a n

o
n

-sign
ifican

t p
red

icto
r th

at w
as elim

in
ated

 in
 th

e m
od

el-co
m

p
ariso

n
 p

ro
cess. 

 



APPENDICES CHAPTER 4 

 178 

 
A

p
p

e
n

d
ix

 L
 

A
ve

ra
ge

 r
es

p
o

n
se

s 
p

er
 a

n
sw

er
 t

yp
e 

in
 p

er
ce

n
t 

(S
D

) 
p

er
 a

ge
 g

ro
u

p
 a

n
d

 c
o

n
d

it
io

n.
 

  

 

Y
o

u
n

g
 

O
ld

 

M
o

d
a
li
ty

 
N

o
is

e
 

Ta
rg

et
 

Se
m

an
ti

c 

co
m

pe
ti

to
r 

Ph
on

ol
o

gi
ca

l 

co
m

pe
ti

to
r 

U
n

re
la

te
d

 

fo
il 

Ta
rg

et
 

Se
m

an
ti

c 

co
m

pe
ti

to
r 

P
h

on
ol

o
gi

ca
l 

co
m

pe
ti

to
r 

U
n

re
la

te
d

 f
oi

l 

Sp
ee

ch
-o

nl
y 

(m
ou

th
 

bl
u

rr
ed

) 

cl
ea

r 
95

.0
0 

(4
.7

1)
 

0.
36

 (
1.

31
) 

1.
43

 (
3.

56
) 

3.
21

 (
2.

44
) 

93
.9

3 
(5

.3
3)

 
0.

00
 (

0.
00

) 
2.

32
 (

4.
19

) 
3.

75
 (

2.
59

) 

SN
R

-1
8

 
35

.5
4 

(1
2

.7
9)

 
20

.3
6 

(8
.6

0)
 

24
.4

6 
(8

.8
5)

 
19

.6
4 

(9
.7

1)
 

29
.1

1 
(1

0.
55

) 
24

.6
4 

(9
.7

1)
 

25
.5

4 
(9

.9
4)

 
20

.7
1 

(9
.8

8)
 

SN
R

-2
4

 
29

.2
9 

(9
.7

9)
 

25
.1

8 
(1

0.
93

) 
22

.1
4 

(7
.3

8)
 

23
.3

9 
(1

0.
37

) 
25

.1
8 

(8
.2

2)
 

23
.3

9 
(1

0.
98

) 
27

.6
8 

(1
0.

14
) 

23
.7

5 
(1

0.
15

) 

V
is

ib
le

 

sp
ee

ch
 

cl
ea

r 
97

.5
0 

(5
.5

3)
 

0.
18

 (
0.

94
) 

2.
14

 (
5.

52
) 

0.
18

 (
0.

94
) 

97
.5

0 
(3

.1
9)

 
0.

36
 (

1.
31

) 
2.

14
 (

2.
86

) 
0.

00
 (

0.
00

) 

SN
R

-1
8

 
63

.7
5 

(1
6

.5
9)

 
7.

32
 (

8.
33

) 
21

.7
9 

(1
2.

56
) 

6.
79

 (
6.

27
) 

50
.7

1 
(1

8.
79

) 
15

.8
9 

(8
.5

0)
 

21
.0

7 
(9

.1
6)

 
11

.7
9 

(1
0.

65
) 

SN
R

-2
4

 
55

.3
6 

(1
4

.8
4)

 
12

.8
6 

(1
1.

50
) 

23
.3

9 
(7

.9
4)

 
8.

39
 (

6.
95

) 
42

.3
2 

(1
7.

87
) 

18
.0

4 
(9

.4
6)

 
23

.3
9 

(1
1.

39
) 

15
.8

9 
(1

2.
25

) 

vi
su

al
-o

nl
y 

51
.9

6 
(1

5
.0

5)
 

10
.1

8 
(8

.5
5)

 
24

.1
1 

(9
.8

2)
 

13
.7

5 
(1

0.
24

) 
48

.9
3 

(1
2.

20
) 

14
.4

6 
(8

.2
0)

 
23

.2
1 

(9
.7

4)
 

13
.3

9 
(1

2.
70

) 

V
is

ib
le

 

sp
ee

ch
 

+ 
ge

st
ur

e 

cl
ea

r 
98

.7
5 

(2
.9

3)
 

0.
36

 (
1.

31
) 

0.
89

 (
2.

38
) 

0.
00

 (
0.

00
) 

97
.8

5 
(3

.4
6)

 
0.

89
 (

1.
95

) 
0.

90
 (

1.
97

) 
0.

36
 (

1.
31

) 

SN
R

-1
8

 
86

.0
9 

(8
.6

2)
 

8.
33

 (
7.

16
) 

3.
41

 (
3.

07
) 

2.
17

 (
3.

20
) 

70
.7

7 
(1

3.
09

) 
21

.6
7 

(9
.3

2)
 

4.
14

 (
5.

80
) 

3.
42

 (
4.

35
) 

SN
R

-2
4

 
82

.9
1 

(1
0

.4
6)

 
10

.3
3 

(6
.5

1)
 

3.
27

 (
4.

42
) 

3.
49

 (
4.

28
) 

72
.0

0 
(1

1.
71

) 
20

.2
3 

(9
.2

0)
 

3.
05

 (
4.

16
) 

4.
72

 (
4.

96
) 

vi
su

al
-o

nl
y 

80
.0

1 
(1

8
.4

0)
 

11
.9

0 
(8

.0
8)

 
4.

30
 (

6.
77

) 
3.

79
 (

6.
90

) 
75

.6
1 

(1
2.

61
) 

16
.5

9 
(8

.4
7)

 
3.

26
 (

4.
20

) 
4.

54
 (

5.
06

) 

 



 

 

 

 

 

 

Nederlandse samenvatting 
  



NEDERLANDSE SAMENVATTING 

 180 

Menselijke communicatie is multimodaal: naast taal gebruiken we bijvoorbeeld ook 

gebaren, onze houding en onze blik. Met name betekenisvolle gebaren vormen een 

integraal onderdeel van ons taalsysteem, met vele belangrijke cognitieve en 

communicatieve functies: functies voor de spreker, en functies voor degene tot wie 

gesproken wordt, de geadresseerde. Zulke gebaren kunnen de spreker helpen bij het 

structureren van haar gedachten wanneer zij haar uitspraken formuleert. Daarnaast 

kunnen uitbeeldende gebaren, ook wel ‘iconische gebaren’ genoemd, gebruikt worden, 

om dat wat gezegd wordt beter te illustreren voor een geadresseerde. Ook kunnen 

gebaren helpen te begrijpen wat er gezegd wordt als dit bemoeilijkt wordt door 

bijvoorbeeld lawaaierige situaties.  

Maar hoe veranderen de alledaagse communicatieve interacties naarmate we ouder 

worden? Zijn er leeftijdsgebonden verschillen in hoe we multimodaal taalgebruik 

hanteren? Hoe succesvol zijn oudere volwassenen in het communiceren met en 

begrijpen van anderen? Er zijn redenen om aan te nemen dat oudere volwassenen 

betekenisvolle gebaren anders gebruiken dan jongere volwassenen. Deels omdat hun 

gesproken taalproductie en -begrip verschilt van die van jongere volwassenen, en deels 

omdat ouder worden vaak gepaard gaat met veranderingen in de cognitie en het 

waarnemingsvermogen. Gezien de positieve functies die bij jongere volwassenen aan 

betekenisvolle gebaren worden toegeschreven, zou men kunnen denken dat oudere 

volwassenen veel baat zouden kunnen hebben bij het maken en zien van deze gebaren. 

Iconische gebaren zouden oudere volwassenen bijvoorbeeld kunnen helpen bij het 

overwinnen van moeilijkheden om de juiste woorden te vinden tijdens de taalproductie, 

of ze zouden belangrijke visuele informatie kunnen verschaffen wanneer taalbegrip 

moeilijk is door achtergrondlawaai en leeftijdsgebonden gehoorverlies. Toch kan het 

maken en begrijpen van iconische gebaren naast spraak ook cognitief veeleisend zijn, 

wat zou kunnen betekenen dat oudere volwassenen zich toch meer concentreren op 

spraak en geen baat hebben bij het maken of zien van extra gebaren.  

Het doel van het in dit proefschrift gepresenteerde onderzoek was om te 

achterhalen, of en hoe het multimodale taalgebruik van oudere volwassenen verschilt 

van dat van jongere volwassenen en daarnaast, wat de rol is van de specifieke 

communicatieve context en van (leeftijdsgebonden) verschillen wat betreft cognitie en 

waarnemingsvermogen. 

In hoofdstukken 2 en 3 van dit proefschrift heb ik onderzocht, hoe oudere 

volwassenen iconische gebaren gebruiken in interactie met anderen. Specifiek 

onderzocht ik de effecten van veroudering en van cognitieve factoren op het vermogen 

om spraak en iconische gebaren aan te passen op basis van wederzijds gedeelde kennis 
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met een geadresseerde. In beide studies werkten deelnemers samen in duo’s, waarbij 

de ene deelnemer als spreker optrad en de andere als geadresseerde. Deze duo’s 

bestonden uit óf jongere óf oudere volwassenen. De studie die in hoofdstuk 2 wordt 

gepresenteerd, was een narratieve taak – hier zagen beide deelnemers samen de ene 

helft van een aantal korte stripverhalen, daarna kreeg alleen de spreker de volledige 

verhalen te zien. Hun taak was vervolgens om het volledige verhaal aan hun 

gesprekspartner te vertellen. Uit onderzoek met jongere volwassenen weten we, dat in 

dergelijke situaties, waarin de hoeveelheid wederzijds gedeelde kennis tussen spreker 

en geadresseerde wordt gemanipuleerd, sprekers geneigd zijn minder te spreken en 

minder iconische gebaren te maken, wanneer de inhoud van het verhaal al bekend is bij 

de geadresseerde, en meer te spreken en te gebaren wanneer de inhoud van het verhaal 

nieuw is voor de geadresseerde. Sprekers passen dus hun taalgebruik aan de behoefte 

van hun gesprekspartner aan. Dit is precies wat we vonden bij de jongere volwassenen: 

ze spraken minder en ze maakten minder gebaren wanneer ze vertelden over het 

onderdeel van het verhaal dat ze samen met hun gesprekspartner hadden gezien, en ze 

spraken meer en maakten meer gebaren wanneer ze vertelden over het onderdeel dat 

onbekend was voor hun gesprekspartner. Oudere volwassenen, daarentegen, 

vertoonden geen dergelijke aanpassingen. Hoewel zij gemiddeld even veel gebaren 

maakten als jongere volwassenen, spraken ze in beide situaties even veel en maakten 

daarbij tevens evenveel gebaren, ongeacht of hun gesprekspartner al bekend was met 

de inhoud van het verhaal of niet. Hoewel dit gedrag niet geassocieerd werd met 

(leeftijdsgebonden) cognitieve verschillen, moest ik op basis van deze studie 

concluderen dat oudere volwassenen er minder goed in zijn, hun multimodaal 

taalgebruik aan te passen dan jongere volwassenen. 

De studie die in hoofdstuk 3 van dit proefschrift wordt gepresenteerd, betreft een 

ruimtelijke taak. Opnieuw manipuleerde ik de hoeveelheid gedeelde kennis tussen 

spreker en geadresseerde, alleen gebruikte ik deze keer eenvoudige lijntekeningen van 

kleine kastelen en houten bouwstenen waaruit deze kastelen konden worden 

samengesteld. Bij de helft van de proeven zagen beide deelnemers aan het begin kort 

de lijntekening, bij de andere helft van de proeven zag alleen de spreker deze. De spreker 

zou vervolgens achter een scherm het kasteel bouwen en daarna de geadresseerde 

instructies geven vanuit haar of zijn herinnering. Deze keer vond ik dat zowel jongere als 

oudere volwassenen hun spraak en hun iconische gebaren aanpasten, afhankelijk van of 

hun geadresseerde het kasteel al had gezien of niet. Beschrijvingen van beide 

leeftijdsgroepen waren korter en bevatten minder gebaren voor bekende kastelen, en 

langer en bevatten meer gebaren voor nieuwe kastelen. Bovendien werden de 
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beschrijvingen na verloop van tijd, naarmate zowel de spreker als de geadresseerde 

meer vertrouwd raakten met het materiaal, over het algemeen korter en minder 

informatief. Verschillen in de aanpassingen konden niet toegeschreven worden aan de 

leeftijdsgroep, maar gedeeltelijk wel aan verschillen in de cognitieve vaardigheden van 

de deelnemers. Op basis van de resultaten van deze twee studies concludeerde ik dat of 

oudere volwassenen hun multimodale taalgebruik in dezelfde mate aanpassen als 

jongere volwassenen of niet, waarschijnlijk afhangt van een samenspel tussen a) de 

specifieke communicatieve context, d.w.z. een narratieve of ruimtelijke taak, b) de 

communicatieve of taakdoelen, en c) de bijbehorende cognitieve eisen. 

In hoofdstuk 4 van dit proefschrift onderzocht ik de effecten van veroudering, 

cognitieve vaardigheden en waarnemingsvermogen op het begrijpen van spraak in 

rumoer en de rol die lipbewegingen en iconische gebaren hierbij spelen. Meer specifiek 

wilde ik weten, of oudere volwassenen naast lipbewegingen baat kunnen hebben bij het 

zien van iconische gebaren, wanneer ze spraak proberen te verstaan dat belast is door 

achtergrondlawaai. Onderzoek bij jongere volwassenen toont aan dat de visuele 

semantische informatie van gebaren het taalbegrip verbetert, net zoals de visuele 

fonologische informatie van lipbewegingen dat doet bij oudere volwassenen. Het naast 

spraak zien en begrijpen van gebaren kan echter ook cognitieve inspanning vergen. 

Hierdoor hebben oudere volwassenen wellicht minder baat bij deze extra visuele 

informatie dan jongere volwassenen. In het onderzoek waarover in dit hoofdstuk wordt 

bericht, bekeken jongere en oudere volwassenen korte filmpjes waarin een vrouw te 

zien was die een werkwoord uitsprak. Soms waren haar lippen te zien en soms niet; soms 

maakte ze een iconische handbeweging en soms niet. Het geluid in de filmpjes was óf 

volledig duidelijk, óf er was sprake van achtergrondlawaai, met name meerstemmig 

gebrabbel. De resultaten toonden aan dat beide leeftijdsgroepen significant voordeel 

hadden van iconische gebaren wanneer er sprake was van achtergrondlawaai – oudere 

volwassenen hadden echter een kleiner voordeel dan jongere volwassenen. Dit werd in 

ieder geval gedeeltelijk beïnvloed door een verschil in werkgeheugen. Dit suggereert 

dat, hoewel oudere volwassenen kunnen profiteren van multimodale communicatie, er 

voldoende cognitieve capaciteiten nodig zijn om dit te doen.  

Het laatste hoofdstuk van dit proefschrift presenteert een samenvatting en discussie 

van de hiervoor genoemde studies, waarbij de nadruk ligt op de belangrijkste bijdrage 

van dit proefschrift: de combinatie van contextuele en cognitieve factoren in het 

onderzoek naar het multimodale taalgebruik van oudere volwassenen. Samenvattend 

kan gesteld worden dat normale veroudering bij mensen het communicatief gedrag niet 

op één voorspelbare manier beïnvloedt – ik vond eerder een ingewikkeld samenspel van 
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de samenvattende variabele "leeftijd", verschillen in cognitieve capaciteiten, de 

specifieke kenmerken van de communicatieve situatie, de mogelijkheden van de 

gesproken en de visuele modaliteit (in dit geval gebaren), en met zekerheid nog vele 

andere nog nader te identificeren factoren. 
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