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ABSTRACT

The purpose of this work is to propose a military planning tool capable of providing logistical bases and 
patrol packages to most effectively support border surveillance. Presently, military patrols are employed along 
geographical borders to combat transnational crimes; acts such as drug trafficking, smuggling of goods and illegal 
natural resources exploitation. The patrols make temporary stops within specific time windows at specific places 
characterised by a high incidence of crime (hotspots). These hotspots have different criticalities within given time 
windows. To optimise the results, the proposed model allows additional stops in more critical hotspots. It achieves 
this using a mathematical optimisation model. Considering that there are not adequate logistical-military capacities 
(logistical bases and patrols) at all needed locations, developing a border surveillance plan that optimises resource 
use is imperative. The model was run using black hole-based optimisation and a real patrol mission’s database to 
ensure timely solutions. The solutions were then evaluated in terms of quality (number of bases and patrols, coverage 
efforts, and travel time) and computational processing time. Next, they were compared with solutions using the 
traditional method, thereby demonstrating the model’s robustness in providing timely surveillance schemes that 
ensure high coverage with minimum resources.

Keywords: Military patrol; Logistical base; Maximal covering patrol routing problem; Black hole-based 
optimisation
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1.  InTROduCTIOn
In response to the growing challenges of homeland 

security, Brazil has mobilized and supported its military forces 
along its geographic borders, in order to combat transborder 
and transnational crimes, such as drug trafficking, smuggling 
of electronic products, traffic of people and wildlife, illegal 
immigration, unlawful extraction of natural resources, and 
clandestine mining activities1-2. Military forces are employed 
at borders to conduct surveillance, enforcement, roadblocks/
checkpoints, and other crime suppression operations3-4. These 
searches are performed within specific time windows in places 
called hotspots, characterized by a high incidence of crime, 
each of them having different criticalities – probabilities of 
detecting criminal activities within a given time window.

Military bases in the border segments provide the logistical 
support to garrisons involved in those constabulary operations5. 
A problem, however, is that there is not a logistical-military 
capacity in all needed locations, and so the establishment 
of temporary bases has become imperative. This requires 
developing a border surveillance plan that can define: 
(i)  A minimum number of patrols to visit all hotspot
(ii) A minimum number of logistical bases on which these 

patrols should be allocated
(iii)  The allocation of all patrols assigned to the surveillance 

operation

(iv)  Each patrol’s start and end surveillance times 
(v)  Each patrol’s route to reach the designed hotspot and 
(vi) Arrival and departure times of each patrol at each 

hotspot.
This paper proposes a military planning tool capable 

of providing logistical bases and patrol packages to most 
effectively support border surveillance. There are two main 
reasons this work is needed: 
(i)  The current institutional and cultural changes in the 

Brazilian defence area have required the optimal use of 
military resources and 

(ii)  There is a verified lack of academic studies capable of 
guiding surveillance plans that balance operational and 
logistical requirements.

2.  LITeRATuRe RevIew
Empirical research concerning patrolling problems 

started in the 1970s and dealt mainly with rapid police 
response to crimes6. The approaches included graph7 and 
queuing theory8, heuristics9, and simulation10; all focused on 
maximizing the routing effectiveness. In 2012, the concept of 
“Maximum Covering and Patrol Routing Problem” (MCPRP) 
was proposed6. With this approach, patrol moves are integrated 
with temporary stops at specific highways points (hotspots) to 
optimise surveillance missions and to reduce crash occurrences. 
The MCPRP is a classification of “Team Orienteering Problem 
with Time Window” (TOPTW), which is a variant of the 
“Selective Traveling Salesman Problem.”11 The aim of this 
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approach is to maximize the total fixed “gain” with multi-point 
visits executed within predefined time windows. The main 
difference between MCPRP and TOPTW is the lack of a fixed 
“profit” associated with each hotspot in TOPTW, with focus 
instead upon the total time each patrol invests in the hotspots 
visited. The main MCPRP characteristics are: 
(i)  The objective function to maximize the coverage or total 

patrolling time by visiting all hotspots; 
(ii)  All patrols are identical and travel at constant speeds; iii) 

patrols are not compelled to stay at the hotspots during 
all the time windows; 

(iv)  There is no difference between hotspots; 
(v)  Bases have unlimited capacity; 
(vi)  Patrols start the mission from the same base and at the 

same time; 
(vii)  Meeting of many patrols on the same hotspot does not 

increase the surveillance value; and 
(viii)  Patrols must return to the same source base. 

using real and randomly-generated data, the model was 
solved using Tabu/local Search-based heuristics. This provided 
recommendations for patrols coverage and routes options.

There were only two works found concerning MCPRP 
improvements/modifications. The first one introduced a model 
entitled “Improved Formulation for Patrol Routing Problem” 
(IPRP) and added new conditions based on real surveillance 
engagements: 
(i)  Patrols started from different geographical points 
(ii)  Delayed starts were allowed and 
(iii)  Mandatory patrols rest stops. 

This model also was run using Tabu/local heuristics, 
and these results were compared with MCPRP solutions12. 
The second modelled the MCPRP as a “Multi-commodity 
Minimum Cost Network Flow Problem” (MCMCNFP), 
minimizing the total cost of patrolling. In this modification, 
patrols travelled along a limited capacity network, taking into 
account visit scheduling13. 

The proposed model, implemented using commercial off-
the-shelf software CPlEX 12, was different from MCPRP and 
IPRP in the following respects: 
(i)  Different start and end locations of patrols were allowed; 

and 
(ii)  It considered possibilities of overlapping shifts for 

patrols. 
Current mathematical models deal with patrolling 

problems, connecting routing, and temporary stops restricted 
by time windows, but do not consider the minimal number of 
resources required. A border military surveillance operations 
plan should consider the distinctive character of each hotspot 
and should compel patrols to satisfy the hotspot default time 
windows. 

3.  MeThOdOLOgy
3.1 Objective Function

Aiming to optimise border surveillance operations, 
minimizing the number of logistical bases and constabulary 
patrols to be involved and maximizing the total coverage effort 
on the hotspots, the objective function chosen to represent this 
goal is expressed as follows:

X Y Z

X Y ZMin
Max Max Max

 
+ − 

 
                                      (1)

The variables X and Y represent, respectively, the 
minimum number of bases and patrols, covering the so-called 
“logistical dimension” of problem. Z represents the total 
weighted covering time at hotspots, reflecting the “operational 
dimension” of the problem. In order to guarantee the sum of 
different goals, each of the parcels is normalized, divided by 
the maximum value allowed for each one.

3.1.1 Indexes
The following indexes are used in the modelling:

(a) i: geographical point indicator (where i=0, logistical base; 
and 0i ≠ , hotspot).

(b) k: patrol indicator.

3.1.2 Problem Parameters
The parameters, in the form of problem input, which 

characterize the surveillance, are:
(a) h: number of hotspots to be inspected by patrols.
(b) b: number of logistical bases available.
(c) p: maximal number of patrols.
(d) TIi: predefined surveillance start time to visit point ( 0)i i ≠ .
(e) TFi: predefined surveillance end time to visit point ( 0)i i ≠ .
(f) TF: limit time for completing surveillance missions 

(operation day). 
(g) C: logistical base capacity.
(h) tprep: patrol preparation time to start and end inspection at 

the hotspots.

3.1.3 Decision Variables
The decision variables are called Pki, which include the all 

the geographical points (base and hotspots) used by each patrol 
to conduct the surveillance mission. k indicates the patrol index 
and i indicates location index, where i=0 is used exclusively 
to represent the source base index, whereas the rest represents 
the hotspots indexes. All the variables are properly ordered 
and form the “patrol-vector k”, below. Each vector has h+1 
positions, which may be different for each solution S.

   ( )s
kP = Pk0 Pk1 Pk2 Pkh (2)

 
3.1.4 Result Variables

The set of result variables is used to organize and 
consolidate data, regarding the use of bases, the use of patrols, 
and the patrols’ routes. It is divided into four basic categories: 
i) routing variables; ii) patrol employment variable; iii) 
scheduling variables; and iv) synthesis variables.

3.1.4.1 Routing Variables
This variable, called Rki, stores the points which each patrol 

effectively used during its surveillance mission, including the 
source base (Rk0). It differentiates from Pki by including only 
viable routes, only itineraries those which respect surveillance 
time windows.
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3.1.4.2 Patrol Employment Variable
This binary variable, Statuspk, marks the patrols k 

effectively employed in the surveillance mission, here called 
“active patrols.” The least efficient patrols are discarded. 

3.1.4.3 Scheduling Variables
These variables aim to record the schedules for each patrol 

arrival and departure time for each hotspot visited. They are TIki 
and TFki, respectively, the start and end surveillance times. The 
difference between these variables indicates the time in which 
the patrol stays at the hotspot, inspecting it.

3.1.4.4 Synthesis Variables
These variables guide planners regarding the number of 

resources for surveillance operations. 
(a) X: the number of “active patrols”, calculated from the sum 

of all patrols used in the mission (with Statuspk =1).
(b) Y: the number of logistical bases used, calculated from the 

sum of Rk0 (only of the patrols with Statuspk =1).
(c) Z: the sum of the all inspection times(TFi -TIi), for each 

hotspot visited, multiplied by their respective criticality 
(considering only “active patrols”).

3.2 Proposed Algorithm
The algorithm developed to optimise the resources 

involved in the border surveillance mission (bases, patrols, and 
time) is defined through four stages.

Step 1: Initialisation: This involves all the processes of 
reading the data for calculating and generating initial solutions 
by the metaheuristics:
(a) Routine 1: parameters problem reading

( )( , , , , , )s
F prep kT b h p t P , predefined for each surveillance 

scenario. Before starting, the metaheuristic built patrol-
vectors ( )s

kP , containing values of Pki.
(b) Routine 2: repeated points in Pki, except Pk0, are replaced 

by hotspots not visited yet.

Step 2: viability: This phase creates solutions in which the 
number of visits respects both time windows and criticalities. 
It is composed of two routines:
(a) Routine 3: viability check of the itineraries in ( )s

kP , 
verifying all Pki  connections, based on the adjacency 
matrix. With this routine, the Rki are generated, for all k, 
which are sets of points whose visits meet time windows.

(b) Routine 4: based on viable routes, this routine calculates 
the arrival and departure times for each hotspot. This 
involves a deterministic procedure, in which additional 
stops at the most critical hotspot are always guaranteed. 
If a next hotspot to be inspected is more critical, then the 
patrol departs for it as soon as it has fulfilled the time 
window (added to tprep). Otherwise, the patrol stays at a 
hotspot until it needs to leave for the next one, so that it 
arrives on time, considering tprep.

Step 3: Optimality: this phase is designed to reduce the 
number of patrols to the minimum necessary for surveillance.

Routine 5: all patrols are organized in ascending order 

according to the number of hotspots visited. If the hotspot in 
a given patrols first position was already visited, the patrol is 
discarded and receives Statuspk =0. Otherwise, the patrol is 
maintained and called an “active patrol.” 

Step 4: Finalisation: divided into two routines, uses 
the data generated by the previous steps, and covers the final 
calculations of the algorithm.
(a) Routine 6: solutions where hotspots were not covered and/

or the capacity of source logistical bases was exceeded 
are penalised as bad solutions.

(b) Routine 7: the objective function is calculated, considering 
“active patrols” only.
▪ XMax : the maximum number of logistical bases, 

defined as b.
▪ YMax  : the maximum number of patrols, defined as 

p=h.
▪  ZMax  : the maximum surveillance weighted time, 

considering the “active patrols” concentrated at the 
most critical hotspots.

The X value is obtained by summing the number of 
variables Rk0 of “active patrols.” Then, the Y value is calculated 
using “active patrols,” summing all Statuspk with values equal 
to 1. Finally, Z is the sum of stop times for each hotspot visited 
by “active patrols” (TFi -TIi), multiplied by the respective 
criticalities. Figure 1 summarises the main algorithm steps and 
routines.

Figure 1. Main algorithm routines.

4.  ReSuLTS 
4.1 experimental Results

The mathematical model was implemented in C++ 
language, and it was used linked with the lOF-MH (lEV 
Optimization Framework – Metaheuristics), version 1.0, 
developed by the Institute for Advanced Studies (IEAv). 
Among all the metaheuristics algorithms available in the LOF-
MH, the Black Hole-based Optimization (BHO) was selected 
because it is a recently-developed tool (2013)14-15, waiting to be 
explored, and its small number of control parameters makes it 
user-friendly. 

In terms of BHO parameters, the experiments covered 
five different real instances (10, 20, 30, 40, and 50 hotspots 
at the Brazilian border, including real surveillance schedules). 
It was used 20, 40, and 80 starts; with 100, 1,000, and 10,000 
iterations. This was repeated 100 times. Values for cover time 
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(CT) and transit time (TT), both in hours, were also calculated. 
The first one represents the total time the patrols have spent 
inspecting the hotspots within time windows; while the second 
one represents the time that all patrols spent traveling between 
points (bases and hotspots). 

For all non-penalised solutions (80 starts and 10,000 
iterations, using BHO), Table 1 contains the best and worst 
results for the instances tested, including Objective Function  
(O.F.), X , Y, Z, CT, and TT values. The last column shows the 
average processing time, in seconds.

Solutions’ quality provided by the model is verified 
by comparing the results with the reference values for each 
instance, which correspond to the minimal number of 
synchronous inspections, based on the surveillance schedule 
for each scenario. Table 2 presents the reference values used to 
evaluate the quality of solutions found.

4.2 Logistical-Operational Military Planning Tool
In order to illustrate the value of this modeling to help 

military planners quantify and allocate resources for border 
inspections, the best result obtained from 50 hotspots was 
used. In this context, 11 real logistical bases at the Brazilian 
border, numbered from 0 to 10, are available to be used for 
surveillance missions, each with the capacity to support up 
to 10 patrols. For all the hotspots, the preparation time was 
considered to be 05 minutes.

The Surveillance Routing and Scheduling Description 
(examples in Fig. 2 and Fig. 3) presents in graphic form the 
routes of patrols employed and their respective source bases. 
yellow boxes depict geographical points, both logistical bases 
and hotspots, whereas the patrols are indicated as numbered 
red arrows. The functions of logistical bases as start and end 
mission loci are represented by different boxes.

Furthermore, this figure also describes the routes followed 
by each patrol, including the arrival and departure times for 
each hotspot. It facilitates the visualization of patrol allocation 
between the bases, the identification of the most visited hotspots, 
and the identification of hotspots where a confluence of patrols 
occurs. This information can guide the planner to deactivate a 
logistical base that was little-used and can suggest eliminating 
some patrols from visiting already-crowded hotspots. Based on 
this information, the military planner can adjust the surveillance 
schedule to suit the logistical-operational needs.

Figure 2. Surveillance routing and scheduling description  
(Base 3).

Table 1. Main Results in the Tested Instances.

# O.F. Result X Y Z CT(h) TT(h) CT/TT Processing time (s)

10
0.163274 Best 1 6 11.1 96.77 56.74 1.70

23.369
0.229919 Worst 3 6 10.1 57.10 77.84 0.73

20
0.280281 Best 3 14 31.85 183.41 157.86 1.16

69.420
0.375469 Worst 6 14 28.75 137.33 124.32 1.10

30
0.285588 Best 4 19 47.95 243.99 163.93 1.78

200.672
0.384685 Worst 7 19 39.55 206.99 172.67 1.19

40
0.334977 Best 5 27 64.60 282.16 301.02 0.93

244.074
0.434742 Worst 8 28 66.15 274.41 353.06 0.77

50
0.414428 Best 8 33 85.53 403.23 330.01 1.22

393.210
0.519381 Worst 11 35 89.37 402.76 361.99 1.11

Table 2. Reference values (Solution Quality).

hotspots Resources expected 
value

Obtained 
value

10 y: Number of patrols 6 6
20 y: Number of patrols 14 14

30 y: Number of patrols 18 19

40 y: Number of patrols 27 27
50 y: Number of patrols 31 33

Figure 3. Surveillance routing and scheduling description  
(Base 10).
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4.3 Traditional Method Solution Comparison
The results provided by the model were compared 

with the solution generated by the currently-used method. 
The model employs the data obtained from Operation 
Agata, performed at the northern border of Brazil, in the 
Roraima region. It consists of 20 hotspots, 11 logistical 
bases, and a programming table. The patrol preparation 
time is 5 minutes for all patrols.

Currently, the process of defining the number of 
military patrols considers only the number of hotspots 
and their spatial distribution within the area of operations. 
The region of operation is divided into military zones 
(garrisons or logistical bases), and the hotspots are then 
distributed according to proximity to each base. Patrols 
of a given garrison do not inspect hotspots in another  
military zone.

The surveillance operation data, provided by a 
Brazilian government agency, generated by the traditional 
planning method are: X=06 (the number of logistical 
bases used); Y=17 (the number of patrols allocated); 
Z=27.60 (the total weighted inspection time invested 
by patrols); CT=102.89 (the time the patrols invested in 
hotspots); TT=74.30 (the total time spent by patrols to 
move between bases and hotspots);  CT /TT=1.3847 (the 
ratio between cover time and transit time). It took about 20  
minutes to produce.

Table 3 presents the data related to the patrols 
distribution among logistical bases, each patrol’s start and 
end surveillance times, the hotspots inspected, and arrival 
and departure times of each patrol at each hotspot.

From Table 3 and Fig. 4 (next), it is possible to 
verify that many logistical bases (06 installations) were 
employed in the surveillance operation because military 
areas of responsibility were respected. Besides that, most 
patrols (14 units) visited only one hotspot, the others (03 
units) inspected two, and no hotspot was visited by more 
than one patrol. The geographical distribution of hotspots 
(yellow color) among the logistical bases (blue color) used 
is shown in Fig. 4, confirming the covering option using 
patrols allocated near hotspots.

For this real scenario, employing BHO (80 stars 
and 10,000 iterations) as the search tool, the optimisation 
model was run, 100 times, and provided 43 different non- 
penalised solutions. This is depicted in Table 4, ordered 
according to the objective function, including the frequency 
of each solution.

All solutions provided (one generated every 69 seconds) 
by the model suggested the use of 14 military patrols, fewer 
than defined by the current method. The number of logistical 
bases ranged from 03 to 06 installations; and the maximum 
and minimum weighted surveillance times were, respectively, 
31.35 and 28.35 hours. The values of cover time (CT), transit 
time (TT), the ratio between them (CT/TT), and the frequency 
of each solution, can also be seen in the table. The best solutions 
are shown in Table 5.

Solutions 1 and 17 are favourable. Solution 1 proposes 
a package with only 03 logistical bases, half the number 
suggested by the traditional method. It also reduces the number 

Figure 4. hotspots distribution among logistical bases (current 
method solution).

Table 3. 20-hotspot Scenario (Surveillance scheduling and routing 
description)

Base 
number

Patrol 
number

Start 
mission

Inspection data end 
missionhotspot Arrival departure

0 0 06:15h 15 09:55h 20:05h 00:45h
1 08:00h 21 11:55h 21:05h 01:00h*

1 2 01:35h 12 01:55h 05:05h 05:25h
3 04:50h 13 04:55h 09:05h 09:15h

2 4 10:55h 24 13:55h 17:05h 20:05h
5 13:30h 27 16:55h 20:05h 23:35h
6 16:15h 29 19:55h 23:05h 02:45h*

3 7 00:45h 11 00:55h 06:00h 20:25h
14 09:55h 16:05h

8 13:30h 25 13:55h 17:05h 23:15h
30 17:10h 23:05h

9 12:25h 26 15:55h 21:05h 02:00h*
4 10 09:25h 16 10:55h 20:05 21:15h

11 07:30h 17 10:55h 16:05h 19:30h
5 12 10:30h 18 10:55h 16:05h 16:25h

13 10:40h 19 10:55h 16:05h 16:20h
14 10:50h 20 10:55h 16:05h 16:10h
15 10:45h 22 11:55h 21:05h 22:15h
16 10:50h 23 12:55h 16:05h 23:40h

28 18:50h 22:05h

*Note: Arrivals at the source bases the next day.

Table 5. 20-hotspot scenario (Best solutions)

decision 
criterion

Resources
CT(h) TT(h) CT/TT Solution 

numberX Y Z
Min X 3 14 31.85 171.22 157.86 1.0846 1
Min y 3 14 31.85 171.22 157.86 1.0846 1
Max Z 3 14 31.85 171.22 157.86 1.0846 1
Max CT 3 14 31.85 171.22 157.86 1.0846 1
Min TT 5 14 31.35 165.46 69.70 2.3739 17
Max CT/TT 5 14 31.35 165.46 69.70 2.3739 17
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Table 4. 20-hotspot Scenario (Modelling solutions)

hotspot 
number

Objective 
function

Resources
CT(h) TT(h) CT/TT Freq.

X Y Z

1 0.280281 3 14 31.85 171.22 157.86 1.0846 1%

2 0.311274 4 14 31.35 159.72 100.63 1.5872 1%

3 0.311412 4 14 31.25 165.22 149.88 1.1024 1%

4 0.311550 4 14 31.15 167.35 108.31 1.5451 1%

5 0.311826 4 14 30.95 158.98 162.86 0.9762 1%

6 0.312102 4 14 30.75 156.17 100.01 1.5615 3%

7 0.312654 4 14 30.35 160.16 136.61 1.1724 2%

8 0.312793 4 14 30.25 148.50 112.04 1.3254 1%

9 0.313069 4 14 30.05 157.82 109.73 1.4383 1%

10 0.313207 4 14 29.95 140.04 116.19 1.2053 2%

11 0.313483 4 14 29.75 143.92 142.30 1.0114 1%

12 0.313759 4 14 29.55 150.63 97.22 1.5494 2%

13 0.314035 4 14 29.35 140.53 84.03 1.6724 1%

14 0.314311 4 14 29.15 138.82 94.85 1.4636 1%

15 0.314587 4 14 28.95 132.61 111.18 1.1928 4%

16 0.315415 4 14 28.35 132.60 121.89 1.0879 2%

17 0.341577 5 14 31.35 165.46 69.70 2.3739 2%

18 0.341853 5 14 31.15 164.93 101.01 1.6328 1%

19 0.341991 5 14 31.05 157.01 110.17 1.4252 1%

20 0.342129 5 14 30.95 166.29 112.91 1.4728 1%

21 0.342267 5 14 30.85 163.81 79.11 2.0707 1%

22 0.342681 5 14 30.55 153.17 121.27 1.2631 1%

23 0.342819 5 14 30.45 146.88 152.70 0.9619 1%

24 0.342958 5 14 30.35 159.85 99.63 1.6044 7%

25 0.343234 5 14 30.15 152.09 116.57 1.3047 1%

26 0.343510 5 14 29.95 153.79 93.67 1.6418 2%

27 0.343648 5 14 29.85 143.59 123.78 1.1600 1%

28 0.343786 5 14 29.75 154.52 99.23 1.5572 5%

29 0.344062 5 14 29.55 145.18 123.28 1.1776 2%

30 0.344200 5 14 29.45 142.11 91.56 1.5521 1%

31 0.344338 5 14 29.35 140.28 89.45 1.5683 5%

32 0.344614 5 14 29.15 141.77 120.95 1.1721 4%

33 0.344752 5 14 29.05 137.49 112.23 1.2251 2%

34 0.344890 5 14 28.95 128.48 118.48 1.0844 1%

35 0.345166 5 14 28.75 124.30 110.96 1.1202 6%

36 0.345718 5 14 28.35 124.09 96.23 1.2895 3%

37 0.373537 6 14 30.15 149.75 93.96 1.5938 3%

38 0.373813 6 14 29.95 148.21 158.21 0.9368 1%

39 0.374089 6 14 29.75 143.93 127.24 1.1312 2%

40 0.374641 6 14 29.35 135.15 147.75 0.9147 1%

41 0.374917 6 14 29.15 140.59 139.59 1.0072 2%

42 0.375193 6 14 28.95 139.43 95.15 1.4654 2%

43 0.375469 6 14 28.75 130.75 124.32 1.0517 2%
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5.  COnCLuSIOn
In order to deal with the growing challenges of 

homeland security in the context of border security, an 
algorithm was elaborated that, connected to a metaheuristic 
tool (black hole-based optimisation), provided solutions for 
real instances in a satisfactory time. That algorithm can assist 
military planners in optimizing the number of logistical bases 
and patrols employed in surveillance inspections, balancing 
operational and logistics requirements. The algorithm 
was structured in 04 phases (initialisation, viability, 
optimality, and finalisation) and focused on the patrol-
vectors manipulation. Through the arrangement of patrol-
vectors and the less-efficient patrols exclusion, it is possible 
to generate a lean military package with a high level of 
weighted coverage, serving all hotspots with time windows. 
graphical descriptions of routing and programming of 
patrols were used to help visualize the generated solutions. 
The data used in the surveillance operation configuration 
provided information regarding total transit and coverage 
times, which can guide the decision maker. Lastly, the 
efficiency of the model was evaluated compared to the 
current planning technique; presenting a set of better, more 
effective solutions. 
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the range in which the solution is to be found, considering that 
there is no objective function value for the traditional results. 
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