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Detecting abnormal trajectories is an important task in research and industrial applications, which has at-

tracted considerable attention in recent decades. This work studies the existing trajectory outlier detection

algorithms in different industrial domains and applications, including maritime, smart urban transportation,

video surveillance, and climate change domains. First, we review several algorithms for trajectory outlier

detection. Second, different taxonomies are proposed regarding application-, output-, and algorithm-based

levels. Third, evaluation of 10 trajectory outlier detection algorithms is performed on small, large, and big

trajectory databases. Finally, future challenges and open issues with regard to trajectory outliers are derived

and discussed. This survey offers a general overview of existing trajectory outlier detection algorithms in

industrial informatics applications. As a result, mature solutions may be further developed by data mining

and machine learning communities.
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1 INTRODUCTION

Machine learning offers emergent solutions to many industrial systems, such as transporta-
tion [93], manufacturing [118], video surveillance [78], climate change [49], and networking [107].
Anomaly detection is one of the main machine learning techniques intensively applied in
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industrial informatics [28, 126, 139]. An anomaly is defined as an abnormal observation that ap-
pears to be inconsistent with the rest of the data [105]. Anomaly detection techniques have been
dealt with different data representation, including points [56], trajectories [142], time series [12],
and spatio-temporal information [38, 67].

There is a considerable number of existing published studies and surveys on trajectory outlier
detection, especially in different industrial applications including maritime, smart urban trans-
portation, video surveillance, and networking domains. After several decades of theoretical de-
velopment, a significant number of new technologies and applications have appeared that analyze
the trajectories in video surveillance domains and applications. This article presents a comprehen-
sive and systematical survey of trajectory analysis in the video surveillance field. Here we attempt
to find a clearer way to present the concepts and practical aspects of video surveillance for the
trajectory analysis research community. The main contributions of this work are as follows:

• This survey gives a general overview of existing trajectory outlier detection algorithms in
industrial informatics applications.

• We provide a comprehensive review and discussion of several algorithms for trajectory
outlier detection.

• We introduce different taxonomies regarding to application-, output-, and algorithm-based
levels.

• We discuss arising challenges and open issues in trajectory outlier detection.
• We explore future research lines that may be further developed by the data mining and

machine learning community.

1.1 Review Works

This section reviews the relevant survey papers in the area and defines the new contributions of
this work. Schubert et al. [111] offered a unified notion of locality in the existing outlier detection
techniques based on neighborhood computation. They helped design more sophisticated advanced
methods handled with specified industrial applications. Chalapathy and Chawla [25] reviewed the
existing deep learning algorithms for anomaly detection such as the one-class neural network,
deep hybrid models, supervised deep anomaly detection, semi-supervised anomaly detection, and
unsupervised deep anomaly detection. Fernandes et al. [48] reviewed the existing anomaly detec-
tion algorithms under four dimensions: network traffic anomalies, network data types, intrusion
detection systems categories, and detection methods and systems. Zheng [142] provided differ-
ent representation of trajectories including sequences, matrices, graphs, and tensors, and different
preprocessing tasks such as noise filtering, map matching, and compression. It divided solutions
to trajectory outlier detection on anomalous trajectories and sub-trajectories, finding noise points
in the whole set of trajectories, and the identification of anomalous events in trajectories. Feng
and Zhu [47] proposed a general framework of trajectory data mining embedded on several lay-
ers including preprocessing, data management, query processing, trajectory data mining tasks,
and privacy protection. Their framework with different levels of abstraction helped in better un-
derstanding of the existing solutions regarding trajectory mining. Gupta et al. [54] provided an
interesting survey that discussed the techniques for the detection of temporal outliers. Their sur-
vey organized a discussion about different types of data, presented various outlier definitions, and
discussed various applications for which temporal outlier techniques have been successfully em-
ployed (environmental sensor networks, trajectory, biological, astronomy, and web data).

Zheng et al. [143] presented a general urban computing framework, which was composed of
four steps: urban sensing, urban data management, data analytics, and service providing. In the
first step, urban sensing aims to capture people’s mobility using GPS sensors or their mobile phone
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signals. In the second step, urban data management employs powerful indexing structures to store
the spatio-temporal information obtained in the first step. In the third step, data analytics are able
to identify and extract useful patterns, such as clusters and outliers, benefiting from the index-
ing structures. In the fourth step, the service providing goal is to interpret the obtained informa-
tion and send it to the city planner authority for dispersing and diagnosing anomalies. Bhowmick
and Narvekar [18] classified the existing trajectory outlier detection approaches according to the
method used in the processing step: distance-, density-, and motifs-based outliers. Djenouri and
Zimek [43] sketched some existing urban traffic flow outlier detection algorithms by analyzing
locality notion proposed in the work of Schubert et al. [111], whereas other works [14, 39] re-
view existing urban traffic outlier detection methods, including different representations such as
flow values, segment flow values, and trajectory and sub-trajectory outliers. The presented solu-
tions were limited to the intelligent transportation community. Another work providing intensive
comprehensive study of existing data mining and machine learning solutions for intelligent trans-
portation analysis was that of Alsrehin et al. [6]. Meng et al. [91] analyzed the existing trajectory
outlier detection regarding two dimensions. The first dimension is the key features used to retrieve
the trajectory outliers, such as speed, direction, position, and time. The second dimension is the
distance used to measure the divergence among trajectories. Habeeb et al. [55] addressed the issue
of detecting anomalies in real time and reviewed the existing real-time big data processing tech-
nologies related to anomaly detection, such as Spark, Hadoop, Storm, and Hafka. Xiao et al. [130]
reviewed existing pattern mining techniques for trajectory anomaly detection and forecasting on
maritime traffic data. The study affirms the importance of proposing advanced data mining tech-
niques to deal with maritime traffic research challenges. Atluri et al. [9] discussed different types of
pattern and motifs to solve trajectory outliers on both spatial and temporal dimensions. Chandola
et al. [27] provided a comprehensive and structured overview of the existing solutions to solve
the sequence anomaly detection problem and consider trajectories as a case study of their study.
Ahmed et al. [4] presented an in-depth survey of various pattern mining–based anomaly detection
techniques and compared them using synthetic financial data. Gogoi et al. [53] presented a survey
of well-known pattern mining–based outlier detection and compared them in both supervised and
unsupervised environments.

Unsupervised learning is a methodology that can be utilized for outlier detection. It can
thus be easily organized into three categories [26] as the research issues in recent decades: the
reconstruction-based model [22, 146], clustering-based analysis model [11, 63, 151], and one-class
classification-based model [32, 116, 127]. In reconstruction-based models, they conduct anomaly
analysis from a single aspect; the performance is very limited, and it always produces the recon-
struction error. Furthermore, the limitations of traditional clustering-based models include it being
hard to handle the multi- or high- dimensional data for outlier detection. Dimensionality reduction
was presented to solve this limitation [26], but this method does not require the guidance from the
subsequent clustering analysis; the major information for clustering may be lost during the reduc-
tion progress. Furthermore, in the one-class classification approaches, a discriminative boundary
surrounding the normal instances is learned for outlier detection. However, when the size of the
dimensions highly increases, this one-class classification model always suffers the limitation of
suboptimal performance.

With the rapid growth of computer vision and multimedia databases (i.e., surveillance data in
video scenes [58, 96]), it is also an important issue to analyze the trajectories of the video surveil-
lance domain. In this surveillance domain application, trajectory can be used in automatic vi-
sual surveillance [2], traffic management [98], suspicious activity detection [129], sports video
analysis [106], video summarization [140], synopsis generation [101], and video-to-text descrip-
tors [102], among others. To analyze the trajectory patterns, clustering, abnormal detection, and
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Table 1. Related Review Papers on Trajectory Outlier Detection

Reference Trajectory Applications Methods

Data

Chalapathy & Chawla [25] No No Deep learning

Schubert et al. [111] No No Local anomaly detection

Fernandes et al. [48] No Network traffic data Statistical, distance, and evolutionary

Zheng [142] Yes Transportation Data mining

Gupta et al. [54] Yes No Temporal data mining

Zheng et al. [143] Yes Urban traffic data Cluster based

Bhowmick & Narvekar [18] Yes No Distance, density, and motifs

Djenouri & Zimek [43] No Urban traffic data Statistical, distance, and pattern

mining

Djenouri et al. [39] Yes Urban traffic data Online and offline processing

Alsrehin et al. [6] No Intelligent

transportation

Data mining and machine learning

Meng et al. [91] Yes No Distance based

Habeeb et al. [55] No No Big data technologies

Xiao et al. [130] Yes Maritime traffic data Pattern mining

Atluri et al. [9] Yes Spatio-temporal data Pattern mining

Chandola et al. [27] Yes No Pattern mining

Ahmed et al. [4] No Financial data Pattern mining

Gogoi et al. [53] Yes Network-based data Pattern mining

Our work Yes Several applications Distance, density, pattern mining,

and other machine learning solutions

summarization have become major research topics in recent decades. It is not a trivial task for
trajectory clustering [21, 61, 137] due to several limitations: noise data may influence the tracking
results, large variation in movement patterns may occur, and the size of the surveillance video is
often very large, and thus many trajectories should be analyzed. Detecting suspicious or abnormal
activity has also been an interesting topic in recent years [121]. The challenge of this topic is to de-
fine abnormality or anomaly since it is very subjective and context dependent. Furthermore, most
parts of surveillance videos are not of much use other than to summarize or shorten the meaning-
ful parts in the videos [90], which is another challenging task in analyzing the trajectories in the
surveillance videos.

Table 1 summarizes some features of the existing survey papers. Compared to the existing sur-
veys, this article investigates comprehensive works with different domains and applications of
trajectory outlier detection. All of the other works were limited to only some applications, such as
urban traffic data, some output such as trajectory outliers, or some algorithms such as distance- or
density-based solutions. The main motivation of this research work is to provide a comprehensive
review and comparative study of trajectory outlier detection proposed in several real-world appli-
cations and with regard to the outputs. This survey organizes the existing solutions into different
taxonomies: applications based (intelligent transportation, video analysis, climate change), output
based (trajectory and sub-trajectory), and algorithm based (distance, density, pattern mining, etc.).

1.2 Basic Concepts

This section introduces fundamental definitions for trajectory outlier detection. A trajectory is an
ordered sequence of location points in space. We will denote by pt a single spatial location point,
where each pt is a tuple of two values—the latitude and the longitude of this location.
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Definition 1.1 (Trajectory Database). We define a trajectory databaseT = {T1,T2, . . . ,Tm }, where
each raw trajectory Ti is a sequence of spatial location points {pti1,pti2, . . . ,ptin }.

As is common in the literature [39], the location points that are similar enough are aggregated
into regions. Let us denote by R a location region in space.

Definition 1.2 (Mapped Trajectory Database). We define a mapped trajectory database Λ =
{Λ1,Λ2, . . . ,Λm }, where each mapped trajectory Λi is a sequence of spatial location regions
{Ri1,Ri2, . . . ,Rin }, obtained by replacing each point ptik in Ti with its region Rik .

We define the dissimilarity between any two trajectories as the distance between them.

Definition 1.3 (Trajectory Dissimilarity). The similarity between two trajectories Λi and Λj , de-
noted d (Λi ,Λj ), is defined by the symmetric difference—that is, the number of all regions in the
two trajectories minus the number of shared regions in the two trajectories. Formally,

d (Λi ,Λj ) = n − {|(Ril ,R jl ) | ∀l ∈ [1 . . .n]}. (1)

Definition 1.4 (kNN). We define kNN of a trajectory Λi , denoted kNN(Λi ), as

kNN(Λi ) = {Λj ∈ Λ \ {Λi } | d (Λi ,Λj ) ≤ kdist (Λi )}, (2)

where kdist (Λi ) = d (Λi ,Λl ) is the k-distance of the trajectory Λi defined such as it exists k trajecto-
ries Λ′ ∈ Λ, it holds that d (Λi ,Λl ) ≥ d (Λi ,Λ

′).

Now we are ready to formally define the trajectory outlier detection problem as follows.

Definition 1.5 (Trajectory Outlier Detection Problem). We define the set of the first p trajectory
outliers using kNN, denoted G+ = {Λ+1 ,Λ+2 , . . . ,Λ+p }, by

G+ = {Λ+i |∀j ∈ Λ \ G+,kNN(Λi ) ≥ kNN(Λj )}. (3)

Moreover, most solutions presented throughout the article are composed of four steps. The first
step is trajectory collection, where trajectories are harvested from different sources, including
environmental sources such as sensors, archive sources such as events log databases, or other data
sources. The trajectories collected are stored in a single database. The second step is preprocessing
the trajectories using machine learning techniques. This step includes (1) trajectory enrichment,
such as adding statistical values like the mean of the trajectory samples and standard deviation; (2)
trajectory cleaning, such as that of textual data (Natural language processing (NLP) techniques [86]
are a typical example of cleaning methods that could be used in this stage); (3) selection of the
appropriate features from all of the trajectories’ data, which depends on the application used in
the mining process (Principal component analysis (PCA) [22] is one of the most used methods
for dimensionality reduction); and (4) normalization of trajectory data, which is needed for some
outlier detection operators, such as similarity and density computation. The third step is anomaly
detection, where outlier detection techniques are used to derive trajectory outliers. The fourth step
is interpretation of the trajectory outliers extracted from the previous step, which largely depends
upon the application used.

Outline. The rest of the article is organized as follows. Section 2 presents trajectory outlier de-
tection algorithms ordered chronologically. In Section 3, we provide our insight on the reviewed
papers and propose three taxonomies of the existing trajectory outlier detection algorithms. Sec-
tion 4 shows the performance evaluation of 10 existing trajectory outlier detections on small, large,
and big databases. Section 5 provides open research issues in the trajectory outlier detection field.
Section 6 presents our conclusions.
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Fig. 1. Number of published papers on trajectory outlier detection from 2008 to 2019.

2 ALGORITHMS

Figure 1 presents the number of published papers on trajectory outlier detection from 2008 to 2019.
We observe from this figure that there has been increasing research interest in this field over the
past 3 years. Therefore, this section presents an overview of trajectory outlier detection algorithms
ordered chronologically.

2008–2013. Lee et al. [71] introduced an angular model for retrieving sub-trajectory outliers.
The authors developed the TRAOD (TRAjectory Outlier Detection) algorithm by investigating the
partition and detect strategy in the mining of sub-trajectory outliers. In the partition step, each tra-
jectory is partitioned into the smallest meaningful units, named t-partitions. In the detection step,
the score of each t-partition is determined, which is based on the sum of densities of the t-partitions

of all trajectories observed during the same time window as this t-partition. The t-partitions whose
scores exceed 1 are considered as outliers. Piciarelli et al. [100] introduced a support vector ma-
chine (SVM) to detect trajectory anomalies. The main principle of this approach is to group the set
of trajectories sharing many features into similar clusters using an SVM approach. A new trajec-
tory is tested for anomaly by comparing it with the cluster model instead of exploring the entire
trajectories. Ying et al. [133] proposed clustering trajectory outlier detection (CTOD). A new sim-
ilarity measure between the t-partitions using minimal bounding boxes (MBBs) is introduced by
incorporating both spatial and temporal dimensions. The DBSCAN (Density-Based Spatial Clus-
tering of Applications with Noise) algorithm [46] is then applied on the t-partitions of the whole
trajectories. The t-partitions of the cluster of the lower density are considered as outliers. Similar to
TRAOD, this approach allows to identify both trajectory and sub-trajectory outliers; however, it is
not straightforward to determine the t-partitions. Ge et al. [51] developed a TOP-EYE algorithm for
identifying direction-based trajectory outliers. The monitoring area is partitioned into grids, each
of which is further divided into eight directions with π

4 of an angle range for each direction. Each

grid is represented by a vector of eight density values; the ith density value is defined by the num-
ber of trajectories passed in this grid and have the direction along the ith direction. The outlying
score of each trajectory is calculated by summing the density values of each direction in each grid
passed by this trajectory. Only trajectories with a score less than a given threshold are considered
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as outliers. The set of grids is the key feature of this approach; however, it is not straightforward
to determine the grids in an accurate way. Masciari [89] exploits the lifting strategy to compress
the whole trajectories on trajectories on a few representative points. Based on these lifted versions
of trajectories, a Fourier transform is defined, and kNN is performed on the lifted trajectories to
identify the trajectory outliers. This approach only takes a spatial dimension and ignores the tem-
poral information of the entire trajectories. Zhang et al. [138] proposed the iBAT (isolation-Based
Anomalous Trajectory) algorithm by exploring the “few and different” properties of anomalous
trajectories. It adopts the iForest (isolation Forest) algorithm [77] by generating a random tree
of trajectories. The set of trajectories is recursively divided until almost all of them are isolated.
A shorter path of trajectories is derived. These trajectories are considered as outliers, since they
are isolated faster than normal trajectories isolated in a longer path. Liu et al. [80] developed the
RTOD (Relative distance-based Trajectory Outlier Detection) algorithm. It introduced the problem
of absolute distance between trajectories, where only points participate in the trajectory similarity.
In this issue, some trajectories have the same points but deviate in terms of segments. Thus, the
trajectories are partitioned into several segments of consecutive points. A similarity between two
different trajectories is based on the Hausdorff distance [30], estimated between their segments.
To reduce the number of comparisons in Hausdorff, only neighbor segments are selected based on
a local correlation matrix of the segments of all trajectories. This approach is fast, yet its accuracy
is reduced by investigating an approximate Hausdorff function. Saleem et al. [108] introduced the
RPAT (Road segment Partitioning towards Anomalous Trajectory detection) algorithm. The tra-
jectories are partitioned into sub-trajectories on the basis of the road segments. The score of each
sub-trajectory is independently processed using some features, including the speed, the flow rate,
and the visited time. The score of each trajectory t is the sum of scores of all sub-trajectories
belong to t . Trajectories with a score greater than a user-specified threshold are anomalous. An
updating procedure is finally established to maintain the average speed, the average flow rate, and
the average visited time of each road segment. This approach allows to identify both trajectory
and sub-trajectory outliers, but it is difficult to determine the key attributes of representing the
trajectories. Chen et al. [29] proposed the iBOAT (isolation-Based Online Anomalous Trajectory)
algorithm to find anomalous taxi sub-trajectories. The points on the mapped new sub-trajectories
that cause the outlierness are identified by using the adaptive working window strategy. The score
of the sub-trajectory t is computed by the number of anomalous grids visited by t. дi is an anoma-
lous grid for the trajectory t, if the number of cell points of other trajectories in дi is less than a
given threshold. A general framework of iBOAT with several optimizations, such as an inverted
mechanism file [152], is presented in the work of Sun et al. [117] to deal with a large number of
trajectories in real time.

2014. Laxhammar and Falkman [70] presented the SHNN-CAD (Sequential Hausdorff Nearest
Neighbours Conformal Anomaly Detector) algorithm. It is designed to identify trajectory outliers
in an online environment. The training trajectories are first determined for each new trajectory t

by selecting its kNN using the Hausdorff distance. Afterward, a conformal anomaly detector [69]
is applied on the selected kNN trajectories to calculate the statistical confidence value of t. A
probabilistic threshold ϵ is employed to discriminate normal or abnormal trajectories, whereas
trajectories with probability lower than ϵ are anomalies. This approach only works for supervised
environments. Yu et al. [136] developed PN-Outlier (Point-Neighbor-based trajectory Outlier), a
neighborhood-based method for deriving sub-trajectory outliers. The point-based neighboring is
determined for each point in each trajectory. The sub-trajectory outliers are ranked according to
the number of neighbor points exceeding a specified value. Lan et al. [68] proposed an algorithm to
identify taxi drive outliers. The taxi trajectories are mapped to the segments of the road network,
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where each road segment is associated with two numbers. The first number denotes the expected
number of taxis passing this road segment at a specified time period, and the second number de-
notes the standard deviation of the number of taxis passing this road segment at the same time
period. For a new traffic scenario, sub-trajectories passed with road segments that highly devi-
ate from the expected value using the deviation value are identified as anomalous. Liu et al. [81]
addressed the problem of incomplete data and proposed a new algorithm, named BT-miner, for
retrieving anomalous trajectories from mobile phone data. Correlation-based clustering and an
adaptive parameter-free detection method called R-scan are first applied to find anomalies on mo-
bile phone data. Both spatial and temporal information have been exploited to generate trajectory
outliers from the anomalous mobile phone time series data.

2015. Zhu et al. [147] proposed TPRO (Time-dependent Popular Routes-based trajectory Out-
lier detection). The temporal anomalies are retrieved based on the most frequent routes on each
timestamp δt . A partitioning strategy is developed to split the trajectories into similar groups. The
edit distance is then calculated during the interval time δt between the representative trajectory
of each group and the top l popular roads of the given city. A threshold θ is used to distinguish
the anomalous groups from the normal groups. This approach considers the temporal anomalous;
however, it requires time-intensive computing in the preprocessing step. Ando et al. [7] developed
the ACE (Anomaly Clustering Ensemble) algorithm. It is an ensemble for anomaly detection from
multi-resolution trajectory features, where a clustering ensemble learning model is involved in dif-
ferent settings of scale and resolution parameters. A meta-feature represented by clusters of two
trajectory (target and auxiliary) databases is extracted. The anomaly score is determined by first
calculating the dissimilarity between the summarized features of both databases, then propagating
the scores of the centroids to each trajectory database separately. This framework has been tested
using two databases, but it could be generalized in a multi-trajectory database environment. Lin
et al. [76] developed the iBDD (isolation-Based Disorientation Detection) algorithm that exploits
the few and different strategy to detect disorientation of an ongoing trajectory from the historical
trajectories. A symbolization procedure is established to filter noise points from all GPS trajecto-
ries. The anomalous degree of the ongoing trajectory t is determined by counting the number of all
historical trajectories that support t ; if this degree is greater than a user threshold, t is considered
as normal, and otherwise it is viewed as a few and different trajectory and is counted as an outlier.
These approaches suffer from the parameter settings, which isolate the normal trajectories from
the abnormal trajectories, and it is not evident to set this user threshold.

2016. Banerjee et al. [10] introduced the problem of finding temporally anomalous sub-
trajectories and proposed two algorithms: Naive solution and MANTRA (Maximal ANomalous
sub-TRAjectories). Naive solution starts by enumerating all possible sub-trajectory candidates.
For each sub-trajectory t , a gap of time between t and the other sub-trajectories regarding the
same spatial information is determined. Maximal anomalous sub-trajectories are those having a
time gap greater a given threshold. This naive solution is time consuming, particularly for a large
number of points per trajectory. To address this issue, the MANTRA algorithm was proposed to
recursively prune the search space into a set of islands. The main features of islands include that
all maximal anomalous sub-trajectories reside only inside them, and thus the rest of the parts
of the trajectory can be efficiently pruned. Lei [72] introduced the MT-MAD (Maritime Trajec-
tory Modeling and Anomaly Detection) framework for the detection of anomalies in maritime
trajectories. It presents three features that cause maritime anomalies, such as spatial, sequential,
and behavioral features. The spatial feature is defined as a density-based feature of anomalies,
where trajectories with a low-density region are considered as anomalous. The sequential feature
is captured when a sequence of a snapshot of trajectories is highly changed, regardless of their
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historical spatial dimensions. The behavioral feature anomalies are defined if the behavior vector
of the given trajectory represented by a speed and direction is dissimilar to those of neighboring
trajectory streams. An aggregation of these three features is combined into a suspicious degree,
where trajectories with a suspicious degree equal to or greater than the user-defined threshold
are considered as anomalous. This approach only considers the spatial features of the trajectories;
however, in real maritime scenario, a temporal dimension is also a key feature of the processed tra-
jectories. Maiorano and Petrosino [85] developed an adapted ROSE (Rough Outlier Set Extraction)
algorithm [5], which uses a rough set approach for finding the top outliers in unlabeled spatio-
temporal data. The trajectories are first divided according to different time frames into several
sub-trajectories. The ROSE algorithm is launched at each point of each sub-trajectory t to decide
whether this point is anomalous or not. The outlier score of t is evaluated by the ratio between
the number of anomalous points of t over the number of all points in t . If the score is greater than
a threshold, t is labeled as an outlier.

2017. Yu et al. [134] developed two approaches—TN-Outlier (Trajectory-Neighbor based trajec-
tory Outlier) and PN-Outlier (Point-Neighbor-based trajectory Outlier)—which are neighborhood-
based methods for deriving sub-trajectory outliers. In PN-Outlier, the point-based neighboring is
determined for each point in each trajectory. The sub-trajectory outliers are ranked according to
the number of neighbor points exceeding a specified value. In TN-Outlier, the trajectory-based
neighboring is determined for each sub-trajectory, where the score of sub-trajectories is deter-
mined by summing the neighborhood values of its points. These approaches allow to retrieve both
trajectory and sub-trajectory outliers; however, both approaches only work for sparse trajecto-
ries with a large number of points shared among them. Luan et al. [83] introduced the LDTRAOD
(Local Density TRAjectory Outlier Detection) algorithm, an improved version of the TRAOD al-
gorithm. The trajectories are partitioned into several t-partitions, and the local outlier factor (LOF)
algorithm is used on each t-partition of each tumbling window. Mao et al. [88] proposed the use of
fragments and developed TF-Outlier (Trajectory Fragment Outlier) for finding sub-trajectory out-
liers, by considering each line segment of two consecutive points as a fragment. The LOF algorithm
is used to determine the fragment outliers, where the local difference density of each segment is
used rather than the local reachability density as the ratio between the number of neighbors of a
current segment over the sum of the number of neighbors of the remaining segments. The local
anomaly factor is then computed as an LOF value by replacing the local reachability density values
with the local difference density values. Wu et al. [128] presented the DB-TOD (Driving Behavior-
based Trajectory Outlier Detection) approach. The set of historical trajectories is first matched
to the road network of the city according to the source and destination points. The probabilistic
learning model described by the maximum entropy inverse reinforcement [149] is then used to
transform the mapped trajectories into historical action trajectories. Thus, each road segment is
regarded as a state, the different road decisions (e.g., turning left, turning right, or moving forward)
are regarded as actions, and the drivers are considered as agents. Afterward, the learning model is
launched to estimate the cost of historical trajectories. For a new sub-trajectory t , the score value
is computed by the ratio of the cost of t and the sum of costs of all historical trajectories. If the
obtained value is greater than a user threshold, then t is labeled as an outlier, and otherwise it is
a normal sub-trajectory.

2018. Wang et al. [123] proposed the use of hierarchical clustering for deriving anomalous tra-
jectories from taxi GPS data. First, all of the trajectories crossing the same source destination
are extracted. Second, an edit distance algorithm is adopted to calculate the similarity between
trajectories. An adaptive hierarchical clustering algorithm is finally performed to distinguish the
anomalous trajectories from the regular one. Employing hierarchical clustering allows to identify
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different levels of trajectory outliers; however, the overall process needs a considerable amount
of memory, particularly for very large number of trajectories. Pulshashi et al. [103] developed
the kAA (k-ahead Artificial Arcs) strategy to improve the accuracy of the TRAOD algorithm [71]
by smoothing the trajectories in identifying outliers. The trajectories are first transformed to the
graph by only considering a single path from the starting point to the ending point. Artificial
arcs are then created to the k nearest points from the current point. A Dijkstra algorithm [92] is
finally applied to calculate the shortest path from the starting and the ending points of each tra-
jectory, where a smoothed trajectory is a sequence of points belonging to the shortest path. The
results on ship trajectory data reveal the improvement of kAA against TRAOD. This is because
kAA recognizes more points compared to the t-partitions of TRAOD. However, the shortest path
calculation needs a lot of time and is memory consuming. Kong et al. [64] proposed the LoTAD
(Long-term Traffic Anomaly Detection) approach. This method consists of the following steps.
The aim of the TS-segments creationstep is to create the TS-segments database from both the bus
trajectory and the bus station line databases. A matrix of bus lines is created, where each element
is a couple denoting the average velocity and average stop time at a given road segment during
the specified time slot. The average velocity of each TS-segment is computed based on the ve-
locity of all trajectories that belong to the same TS-segment and the weight coefficient assigned
to each road segment. The average stop time is calculated based on the number of points in the
trajectory and the stop time in each point. The anomaly index is determined using the Manhattan
distance [95] between each two road segments, where the LOF is applied to find the anomalous
road segments. Afterward, the k-means algorithm [84] is employed to find similar regions, and
the score of each region is obtained by the sum of all LOF values of all road segments belonging
on it, where only the top anomalous regions are returned. These approaches give good results in
terms of accuracy by employing the LOF in the entire process. However, it is not straightforward
to determine the t-partitions and the TS-segments. Zhang et al. [141] presented a stream com-
puting framework for detecting ship trajectory outliers in real time and reminding other ships to
take avoidance measures. First, the F-DBSCAN algorithm is performed on the historical trajectory
database to extract the relevant features of each data ship point and partition the trajectories by
the DBSCAN approach. Second, the outlier detection problem is transformed to the binary clas-
sification problem, where the batch computing model represented by SVMs, decision trees, and
random forest is applied to find anomalies in a streaming way. Zhu et al. [148] presented STN-
Outlier (Sub-trajectory and Trajectory Neighbor-based Outlier), in which a set of relevant features
is extracted from the trajectory database. Thus, two feature extraction strategies have been inves-
tigated: (1) the intra-trajectory feature, which is characterized by the differences between points
of two successive trajectories, and (2) the inter-trajectory feature, which indicates the spatial and
directional differences of two trajectories. These two features are entered in the distance compu-
tation for finding sub-trajectory outliers based on neighborhood computation in a streaming way.
This approach suffers from time-intensive calculation in determining the dissimilarity among the
trajectories. Yu et al. [135] presented TODCSS (Trajectory Outlier Detection based on Common
Slices Sub-sequences). It generates a set of slices by connecting consecutive line segments in each
trajectory having the same direction. A slice is considered as noise if the number of its neigh-
bors is less than the given threshold. A slice neighborhood is derived based on similarity, which is
featured by the number of common segments between slices. This approach finds sub-trajectory
outliers; however, it is difficult to generate the set of slices from the line segments. Ying et al. [132]
proposed the use of the ANPR (Automatic Number-Plate Recognition) system instead of GPS de-
vices to derive trajectory outliers. The approach follows three stages. The first stage is abstraction,
which aims to abstract the regions of interest from a large number of ANPR records. The second
stage is detection, where the goal is to determine the similarity between trajectories using the
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adjusting longest common weighted subsequence. The third stage is classification, which is de-
signed to classify the trajectories into anomalous and normal trajectories according to the simi-
larity measure calculated in the previous stage. The use of ANPR rather than GPS devices allows
high accuracy in trajectory classification and low costs of system maintenance. Qin et al. [104]
considered driving behavior and road network constraints and used Dempster-Shafer evidence
theory by developing the DS-Traj (Dempster-Shafer for Trajectory outliers) algorithm. Features
related to trajectories are first extracted, such as route selection, intersection rate, heading change
rate, slow point rate, and velocity change rate. The probability value is assigned to each feature
using anomalous evidence. The anomalous trajectories are extracted using the Dempster-Shafer
theory [36], where the anomalous decision rules are found. The use of Dempster-Shafer theory
allows to provide fuse evidence without prior knowledge.

2019. Román et al. [109] developed the CaD (Context-aware Distance)-based algorithm to iden-
tify anomalous trajectories from human trajectories. The algorithm starts by selecting the best
sub-trajectories representing each trajectory using the TSA (Trend Segmentation Algorithm) [113].
The selected sub-trajectories are clustered using PAM (Partition Around Medoids) [97] and con-
text aware similarity. The outlier detection is finally performed by computing the kNN score (with
k = 1) by selecting the reference set, the sub-trajectories belonging to the same cluster. This ap-
proach suffers from its accuracy, in which only the 1-NN is applied in finding the trajectory outliers.
Huang and Zhang [60] developed a hybrid kNN and LOF for finding anomalous ship trajectories.
The ship’s candidates are first extracted by using the kNN model. The local reachability distance
is then calculated for each ship candidate to find out anomalies. This algorithm is able to deal with
large ships’ maritime data by reducing the search space to only the k nearest neighbors. These ap-
proaches suffer from the parameter settings by incorporating the DBSCAN, the LOF, the kNN, and
the supervised classification algorithms in finding the trajectory outliers. Oehling and Barry [99]
presented an adapted LOF for airline flights called LoOP-AF (Local Outlier Probability for Airline
Flights). First, the airline flight trajectory data are collected and cleaned by removing flight data
errors. Typical flight data errors are synchronization errors and cycling. A synchronization error
occurs when some parts of the data are not recorded due to temporary recorder failures, electrical
transients, or other issues. Second, LoOP [65] is applied on the extracted trajectories. Third, an ex-
pert validates the abnormal trajectories. It is hard to distinguish between the flight data errors that
were considered as noises and the data trajectory abnormalities. Bouindour et al. [20] developed
a new method for detecting abnormal events in videos data streams, represented by the trajectory
of human behaviors in an open urban space. A modified convolutional neural network [66] is inte-
grated with the feature selection to select the relevant feature maps related to shapes and motions.
This allows detection of abnormal events in non-crowded and crowded scenes. This approach is
able to localize all redundant and rare events during the learning process. Moreover, it is able to
derive new abnormal events during the testing process. Chu et al. [33] introduced the use of an
unsupervised deep feature learning model for abnormal event detection from video stream trajec-
tory data by developing a new approach called SCG-SFL (Sparse Coding Guided Spatiotemporal
Feature Learning). Spatio-temporal features are selected using a deep three-dimensional convolu-
tional network. The machine learning approaches are accurate when the ground truth is provided.
These approaches could not be applied with unlabeled trajectories, where unsupervised learning
should be applied for identifying the abnormal trajectories.

3 TAXONOMIES AND DISCUSSIONS

From this literature review, different ways have been proposed for finding trajectory outliers. In
the following, we provide our insights of the reviewed papers.
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First, some trajectory outlier detection approaches are based on neighborhood computation,
and these approaches use efficient structures for computing the similarity between trajectories.
The accuracy of such approaches is low compared to the other approaches, where the judgment
of anomalies is provided locally based on the neighborhood trajectories. Another issue with such
methods is the way of determining the similarity between trajectories: some methods use adapted
Euclidean metrics, whereas other methods use sophisticated metrics (e.g., angular based). Conse-
quently, a normalization step is needed to fairly compare these methods.

Second, some approaches consider clustering techniques as a preprocessing step to find trajec-
tory outliers. One possible way to do this is to establish the density-based paradigm [110], where
normal trajectories need not belong to any noise clusters. Each trajectory in these noise clusters
could be interpreted as anomalous. Some of existing trajectory outlier detection approaches define
clusters and do not consider trajectories not belonging to any cluster as outliers. These approaches
perform well on trajectories with a low number of data points; however, with high-dimensional
data, they require high computational time processing.

Third, some approaches explore pattern mining techniques to find trajectory outliers. These
approaches first transform the trajectory database into a transactional database, apply the pattern
mining process, and then derive outliers using some interestingness metrics. These approaches
perform well in terms of accuracy, but they are time consuming because they adopted traditional
models [3] for finding relevant patterns in trajectory data. Adopting emerging pattern mining
models [13, 16, 40, 41] may improve the performance of such methods. Proposing specified pattern
mining algorithms with specified interestingness metrics for the trajectory data is another way to
address this issue.

Fourth, approaches based on machine learning techniques such as SVM, ensemble learning,
and granular computing are efficient for some applications, where training trajectory data with
ground truth is provided. However, in almost all cases, it is not possible to have the historical
trajectory data for learning these models. One way to solve this issue is to build labeled trajectory
data manually, which is a computationally costly task. In some cases, such as ship data, an expert
is needed to judge if the labeled trajectory data are well created or not. In addition, the way of
building labeled trajectory data influences the final accuracy of such methods. Thinking about
standard training trajectory data is a critical issue with regard to these methods.

Fifth, an evaluation score of the existing trajectory outlier detection algorithms allows to decide
whether a trajectory is anomalous or not. For many trajectory outlier detection approaches, par-
ticularly when using trajectories with a high number of data points, the outlier score is not really
explainable. The scores of the trajectory outlier detection methods widely vary in terms of their
scale. Thus, considering two approachesA1 andA2 and a given trajectory Λi , we can have this situ-
ation: score(A1, Λi ) >>> score(A2, Λi ). Regarding this scenario, it could be difficult to understand
the meaning of the outlier score of some approaches, and also it will be not straightforward to
compare the existing trajectory outlier detection models. An open research issue of the trajectory
outlier detection is to define standard outlier score metrics for a comparison and evaluation of the
existing outlier models in trajectory data [91]. Proposals in the state of the art include trajectory
distance metrics: Euclidean distance, Hausdorff distance, longest common sub-sequence (LCCS),
dynamic time warping (DTW), and others based on structural distance including comparison of
direction, angle, speed, and density.

We provide three different taxonomies to categorize the existing solutions:

• Algorithm based: This classifies the existing trajectory outlier detection algorithms accord-
ing to the techniques employed in finding outliers. Our extensive research study reveals that
almost all of the solutions for trajectory outlier detection are distance based, density based,
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and pattern mining based. In addition, there are few works based on machine learning solu-
tions. Distance-based approaches are based on neighborhood computation. Density-based
approaches aim to compute the density of each trajectory and consider trajectories with low
density values as outliers, A pattern mining–based approaches explore the different correla-
tions among trajectories to find the outliers. Machine learning–based approaches learn the
outlier detection process from the training trajectories to identify anomalies in the newly
inserted trajectories.

• Application based: This allows different users to understand which algorithm is suitable for
their application. This category includes solutions regarding the application resolved, such
as(1) maritime transportation, to determine outliers from ships trajectory; (2) urban and
flight transportation, to detect outliers from taxi, buses, and flight trajectories; (3) video
surveillance and communication, which derive anomalies from video streams and mobile
networking, such as movement of people and routing communications; and (4) climate
change, which derives outliers from hurricane data.

• Output based: This allows the user to understand the different outputs of the trajectory
outlier detection algorithms and decide which algorithm could be used for their case. It
includes solutions regarding the output of the trajectory outliers (full trajectory or sub-
trajectory). As for the trajectory, it aims to detect anomalies after processing the whole
trajectory database. These algorithms are fast, but they only detect the whole trajectory
and not the specific chunks causing anomalies. As for the sub-trajectory, these algorithms
are capable of finding chunks in trajectories causing anomalies. However, they require a
huge amount of memory and computing resources to find and analyze the sub-trajectories.
Table 2 summarizes the taxonomies proposed in this work.

4 EVALUATION

4.1 Metrics and Datasets

The evaluation is performed using the F-measure and the area under the curve of the receiver
operating characteristic (AUC), which are common measures for the evaluation of outlier detection
methods [44]. The common problem of outlier detection approaches is the missing of the ground
truth in the standard databases. To solve this issue, virtual outlier trajectories are generated from
the test database using probability P. A virtual outlier trajectory is obtained by injecting synthetic
anomalies such as

∀t ∈ T ,∀pi ∈ t
{
pi = pi + p

j
noise P ≥ γ

pi = pi Otherwise,
(4)

where T is the trajectory database and t is a single trajectory. In addition, pnoise is a Gaussian

noise with 0 as mean and σ 2 as variance: pnoise ∼ N (0, σ 2). p j
noise is the jth value returned by

the Gaussian noise pnoise . pi is the ith point of the trajectory t . P is the probability that the noise
observation is injected. γ is the noise injection threshold.

The process starts by varying the noise injection threshold from 0.1 to 0.9, and then we iter-
atively generate noise trajectories for each noise injection value. This strategy allows to create
noise trajectories in different levels of anomalies. This procedure allows us to divide the data into
outlier trajectories and inlier trajectories. The F-measure and AUC are given as follows:

F −measure =
2 × Recall × Precision
Recall + Precision

, (5)

Recall =
|OA
⋂
O |

|O | , (6)
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Table 2. Taxonomies of Existing Trajectory Outlier Detection Algorithms

Algorithms Application Based Output Based Algorithm Based

Maritime Urban & Flight Video Climate Trajectory Sub- Distance Density Pattern Others

Problems Transportation Transportation Surveillance & Change Trajectory Mining

Communication

TRAOD [71]
√ √ √

Piciarelli et al. [100]
√ √ √

CTOD [133]
√ √ √

TOP-EYE [51]
√ √ √

iBAT [138]
√ √ √

Fourier [89]
√ √ √ √

RTOD [80]
√ √ √

iBOAT [29]
√ √ √

RPAT [108]
√ √ √

PN-Outlier [136]
√ √ √ √

Detect [68]
√ √ √

BT-miner [81]
√ √ √

SHNN-CAD [70]
√ √ √

TPRO [147]
√ √ √

ACE [7]
√ √ √

iBDD [76]
√ √ √

MANTRA [10]
√ √ √

ROSE [85]
√ √ √

MT-MAD [72]
√ √ √

DB-TOD [128]
√ √ √

TN-Outlier [134]
√ √ √ √

LDTRAOD [83]
√ √ √

CaD [109]
√ √ √

TF-Outlier [88]
√ √ √

LoTAD [64]
√ √ √

TODCSS [135]
√ √ √

F-DBSCAN [141]
√ √ √

kAA [103]
√ √ √

STN-Outlier [148]
√ √ √

Wang et al. [123]
√ √ √

Ying et al. [132]
√ √ √

DS-Traj [104]
√ √ √

kNN-LOF [60]
√ √ √

ConvNet [20]
√ √ √

SCG-SFL [33]
√ √ √

LoOP-AF [99]
√ √ √

Precision =
|OA
⋂
O |

|OA |
, (7)

AUC =meano∈OA,i ∈IA

⎧⎪⎪⎨
⎪⎪
⎩

1 i f score (o) > score (i )
0.5 i f score (o) = Score (i )
0 i f score (o) < score (i )

, (8)

where O is the set of all outliers in the dataset, OA is the set of outliers returned by the algorithm,
and IA is the set of inliers returned by the algorithm.
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Fig. 2. Runtime performance with different numbers of regions.

The datasets used in this comparative analysis are well-known sparse trajectory databases:

(1) The GPS database retrieved from the UCI repository1 contains GPS points of the trajecto-
ries people are taking while driving theirs cars [34]. This database contains 603 trajectories
with 5,317 different points. This database is considered to be sparse, and the number of
points per trajectory exceeds 2,000.

(2) Geolife2 was collected by Microsoft Research Asia. The Geolife trajectory database con-
tains 17,621 trajectories with 152,241 different points [144]. This database is considered to
be sparse, and the number of points per trajectory exceeds 5,000.

(3) Manhattan3 consists of 1,000 taxi trajectories collected over a 1-year period. This database
is also considered to be sparse, and the number of points per trajectory exceeds 1,000
points.

(4) In Taxi Trajectories,4 three trajectory databases are evaluated: (1) taxi 13-1 containing
1.89 million trajectories, (2) taxi 13-2 containing 3.69 million trajectories, and (3) taxi 15
containing 57,000 trajectories. These trajectory databases are considered to be sparse, and
each trajectory contains more than 1,500 different points.

Several experiments have been conducted on existing outlier trajectory detection algorithms us-
ing the preceding databases. The first experiment aims to compare distance-, density-, and pattern
mining–based approaches in terms of quality and runtime performance by varying the number
of neighbors and the minimum support threshold. The second experiment aims to study the abil-
ity of existing outlier trajectory approaches in terms of the runtime by varying both the number
of trajectories and the number of points per trajectory. We finish the experiment by studying the
statistical analysis and limitations of the existing trajectory outlier detection algorithms. In the fol-
lowing, 10 algorithms are compared, including iBAT, iBOAT, iBDD, MANTRA, LoTAD, PN-Outlier,
TN-Outlier, TF-Outlier, STN-Outlier, and TRAOD.

4.2 Runtime

Figures 2 and 3 present the runtime performance of existing trajectory outlier detection by study-
ing data sparsity. Therefore, intensive experiments have been carried out by varying both the
number of regions and the number of trajectories as input. By increasing the number of regions
from 10 to 100, in the first set of results we can observe that the pattern mining–based solu-
tions are very time consuming compared to the distance- and density-based solutions. In fact, the

1https://archive.ics.uci.edu/ml/datasets/.
2 https://www.microsoft.com/en-us/research/publication/geolife-gps-trajectory-dataset-user-guide/.
3 https://www.cs.cornell.edu/∼arb/data/Manhattan-taxi-trajectories.
4https://www.geomesa.org/.
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Fig. 3. Runtime performance with different numbers of trajectories.

pattern mining–based solutions are very sensitive to the number of items (regions in this case);
a high number of regions results in a huge search space, and consequently complex enumera-
tion trees are explored. In addition, iBOAT is significantly higher compared to the other pattern
mining–based approaches, whose aim is not only to identify trajectory outliers but also the sub-
trajectory outliers. This process requires high computational and memory resources. The density-
and distance-based solutions are fast compared to the pattern mining–based solutions because
they only consider computing similarities and density functions to identify outliers. TN-Outlier is
slower because it uses the sub-trajectory for density computation. However, PN-Outlier is faster
because it is based on point-based density computation. By increasing the percentage of trajecto-
ries used in the experiment from 10 to 100, in the first set of results we can observe that the pattern
mining–based solutions are faster than the distance- and density-based solutions. In fact, the pat-
tern mining–based solutions are not sensitive to the number of transactions (trajectories in this
case). The complexity of the pattern mining–based solutions are highly dependent on the number
of regions, and it is polynomial to the number of trajectories. However, density- and distance-
based solutions need to compute and determine similarity between all trajectories. As the number
of trajectories increase, the computational time of these approaches increases as well. From this
study, we can conclude that if we deal with a large number of regions in real-time processing,
the distance- and density-based solutions are more suitable than the pattern mining-based solu-
tions. In case of dealing with a large number of trajectories in real-time processing, the pattern
mining–based solutions are more suitable than the distance- and density-based solutions.

4.3 Accuracy

Figure 4 presents the quality performance determined by the F-measure and AUC of the existing
trajectory outlier detection algorithms using the standard trajectory databases (GPS, Manhattan,
and Geolife). We varied different parameters including the number of neighbors for distance,
density-based solutions, and the minimum support threshold for the pattern mining–based solu-
tions, where intensive experiments have been conducted to study the effect of such parameters on
the existing trajectory outlier detection algorithms. By increasing the number of neighbors from 1
to 15, the quality of the distance- and density-based approaches increased in every database used
in the experiment. On 15 neighbors, the quality converges for almost all solutions, except TN-
Outlier and LoTAD, which converge on 30 neighbors. Moreover, TN-Outlier and LoTAD give good
results in terms of quality of outliers (F-measure and AUC). This is due to the outlier detection
algorithm used that is based on LOF, where the density computation is done for all points of each
trajectory to determine its score. In addition, TN-Outlier uses the sub-trajectory for computing
density, which is very accurate, compared to PN-Outlier, which is based on point-based density
computation. By decreasing the minimum support value from 90% to 20%, the quality of the pattern
mining–based approaches increased. This is explained by the fact that by considering low values
of mining support, more relevant patterns are discovered and therefore enhance the detection of
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Fig. 4. Quality performance on standard trajectory databases (GPS, Manhattan, and Geolife).

anomalous patterns in the whole trajectory database. Moreover, these solutions provide relevant
functions and measures to determine the outlier score of each trajectory. In addition, iBOAT gives
the best results for almost all cases, which is explained by the fact that iBOAT aims to identify
sub-trajectory outliers, the exact sub-sequences in the trajectories, which cause anomalies. How-
ever, the other pattern mining–based solutions only identify whether the given trajectory is an
outlier or not. The next experiment aims to compare the outlier trajectory detection in both cate-
gories for dealing with taxi trajectory databases in terms of quality. The results reported in Table 3
show that by increasing the database size, the quality of all approaches lessens. Moreover, the pat-
tern mining–based approaches outperform the distance- and density-based approaches in terms
of both F-measure and AUC. This is because pattern mining–based solutions study the different
correlations between the trajectories to find the outliers, whereas the distance- and density-based
solutions only compute the similarity of the single trajectory with all remaining trajectories.
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Table 3. Quality Performance on Taxi Trajectory Databases

Dataset Taxi15 Taxi13-1 Taxi13-2
Algorithm F-measure AUC F-measure AUC F-measure AUC
iBAT 0.82 0.80 0.78 0.78 0.71 0.68
iBOAT 0.83 0.79 0.80 0.78 0.75 0.72
iBDD 0.81 0.80 0.78 0.77 0.72 0.71
MANTRA 0.80 0.80 0.76 0.75 0.68 0.66
LotAD 0.79 0.78 0.77 0.75 0.69 0.66
PNOutlier 0.81 0.79 0.77 0.76 0.67 0.66
TNOutlier 0.81 0.79 0.79 0.77 0.71 0.70
TFOutlier 0.80 0.78 0.78 0.76 0.70 0.69
STNOutlier 0.80 0.78 0.77 0.75 0.69 0.68
TRAOD 0.80 0.78 0.79 0.77 0.68 0.67

4.4 Statistical Analysis and Discussion

This section aims to analyze and discuss the results obtained in the previous section by performing
the Z-test for the 10 trajectory outlier detection algorithms used in this study, including iBAT,
iBOAT, iBDD, MANTRA, LoTAD, PN-Outlier, TN-Outlier, TF-Outlier, STN-Outlier, and TRAOD,
using the six trajectory databases used in the experiment. This can be modeled as follows:

(1) Each algorithm is viewed as a normal variable.
(2) Each trajectory database is divided into 10 partitions, and each partition contains 10%

of the entire trajectories. Each partition represents an observation, and as a result, 60
different observations are generated.

(3) The result of each partition is considered as a sample.

Twenty-seven estimators (from E1 to E27) are used in the analysis. The first nine estimators are
designated for the runtime performance, the second nine estimators are designated for F-measure
performance, and the last nine estimators are designated for AUC performance. A detailed descrip-
tion of these estimators is given as follows:

Performance Estimators
E1 = CPU(iBAT)-CPU(iBOAT)
E2 = E1-CPU(iBDD)
E3 = E2-CPU(MANTRA)
E4 = E3-CPU(LoTAD)
E5 = E4-CPU(PN-Outlier)
E6 = E5-CPU(TN-Outlier)
E7 = E6-CPU(TF-Outlier)
E8 = E7-CPU(STN-Outlier)
E9 = E8-CPU(TRAOD)

F-measure Estimators
E10 = F(iBAT)-F(iBOAT)
E11 = E10-F(iBDD)
E12 = E11-F(MANTRA)
E13 = E12-F(LoTAD)
E14 = E13-F(PN-Outlier)
E15 = E14-F(TN-Outlier)
E16 = E15-F(TF-Outlier)
E17 = E16-F(STN-Outlier)
E18 = E17-F(TRAOD)

AUC Estimators
E19 = AUC(iBAT)-AUC(iBOAT)
E20 = E19-AUC(iBDD)
E21 = E20-AUC(MANTRA)
E22 = E21-AUC(LoTAD)
E23 = E22-AUC(PN-Outlier)
E24 = E23-AUC(TN-Outlier)
E25 = E24-AUC(TF-Outlier)
E26 = E25-AUC(STN-Outlier)
E27 = E26-AUC(TRAOD)

where CPU(A) is the average of runtime values of the given algorithm A in the 60 observations.
F(A) is the average of F-measure values of the given algorithm A in the 60 observations. AUC(A)
is the average of AUC values of the given algorithm A in the 60 observations. A is the algorithm
that belongs to the set {iBAT, iBOAT, iBDD, MANTRA, LoTAD, PN-Outlier, TN-Outlier, TF-Outlier,
STN-Outlier, TRAOD}.
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First, the normality of the 10 algorithms is checked using the Shapiro-Wilk test, which is avail-
able on the XLSTAT tool. Therefore, the first hypothesis, H0, and the alternative hypothesis, Hα ,
are defined as follows:

• H0: The algorithms follow a normal distribution.
• Hα : The algorithms do not follow a normal distribution.

The used significance level (α ) was set to 1%. The results of the Shapiro-Wilk test indicate that H0

cannot be rejected. Hence, the algorithms follow the normal distribution. In other words, the non-
normality is not significant. Afterward, the Z-test is used with α = 5% to compare the algorithms.
XLSTAT shows that E6, E11, and E20 give higher values than the other estimators, which means
that PN-Outlier is statistically better than the other algorithms in terms of runtime, and iBOAT is
statistically better than the other algorithms in terms of F-measure and AUC.

From our analysis, we can conclude that the pattern mining–based solutions are better in terms
of accuracy than the distance- and density-based solutions. Thus, the pattern mining–based solu-
tions study the different correlations among trajectories and find the relevant patterns useful to
identify anomalies from trajectories. iBOAT is the best algorithm in this category in terms of ac-
curacy, of which the aim is to identify not only the trajectories outliers but the sub-sequences that
cause anomalies. However, these algorithms are highly time and memory consuming, and they are
very sensitive to the number of items (regions) and the minimum support threshold. As the num-
ber of items become large and the minimum support threshold is small, these algorithms generate
a huge enumeration tree. Big trees are hard to store and explore, making it difficult to identify the
relevant patterns. In contrast, the distance- and density-based solutions are fast compared to the
pattern mining–based solutions and do not need a lot of memory capacity to find the trajectory
outliers. PN-Outlier is the best algorithm in terms of accuracy, as it is a point-based density com-
putation algorithm. The complexity of these algorithms is polynomial, depending on the number
of trajectories, unlike the pattern mining–based solutions, which are exponential, depending on
the number of regions. However, these solutions do not consider the different dependencies among
the trajectories, as they compute the similarity and the density of a single trajectory separately.
To summarize, if the application needs real-time processing, the similarity- and density-based so-
lutions are more suitable. The researchers and users would need to optimize and work on the
PN-Outlier variants. However, if the given application needs high quality and precision of the re-
turned trajectory outliers, the pattern mining–based solutions are preferred. The researchers and
users would need to optimize and work on the different variants and adaptation of the iBOAT
algorithm.

5 OPEN RESEARCH ISSUES

In this section, we provide insight on several open research issues regarding trajectory outlier
detection. Some research issues can be considered as general topics that can be applied in any
problem with intensive computing, and other issues are problem specific and only relevant to tra-
jectory outlier detection. The open research issues around algorithms, taxonomy, and evaluation
are described next.

5.1 Algorithms

5.1.1 Quality Improvements. Several algorithms could be investigated to improve the quality of
the detected trajectory outliers.
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Fig. 5. Open research issues: quality improvements (a), runtime improvements (b), crowdsourcing (c), multi-

view outliers (d), and bio-inspired computing (e).

Studying the different dependencies between training trajectories. Figure 5(a) presents a sketch of
the TrajViz tool [50] for exploring pattern mining algorithms on a San Francisco taxi dataset.5 This
figure reveals different levels of dependencies between trajectories. Highly correlated trajectories
are shown in red (i.e., these trajectories share a large number of sub-trajectories). However, a
small number of correlated trajectories are shown in blue (i.e., these trajectories share few sub-
trajectories). Incorporating trajectory pattern mining approaches [15, 45, 52, 74] and exploring
the discovered patterns with the existing trajectory outlier detection is a challenging problem and

5https://github.com/flash121123/TrajViz.
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may improve the quality of the returned outliers. In particular, datasets with a high degree of
correlations, such as the San Francisco Taxi dataset, are considered as one of the big challenges in
trajectory outlier detection.

Adapting more specific advanced methods. In this context, many adaptations have been investi-
gated regarding specific scenarios, such as spatial data [112], graph data [73], or time series and
sequence data [17]. All of these special scenarios are somehow related to possible scenarios in tack-
ling trajectory databases, and thus methods proposed in the literature for these scenarios could also
be relevant for adaptations to trajectories and for tackling these different aspects simultaneously.

5.1.2 Runtime Improvements. Existing trajectory outlier detection techniques are very ex-
pensive with regard to computing time, particularly when augmenting the number of points.
Figure 5(b) presents the runtime of the TRAOD algorithm [71] on 10 consecutive days of the
Beijing taxi dataset, containing 350 million trajectories. The figure reveals that by increasing the
number of trajectories, TRAOD has become highly time consuming. For instance, with 50 million
trajectories, TROAD needs around 2.5 hours; however, with 350 million trajectories, TRAOD needs
more than 52 hours (approximately 3 consecutive days) to identify outliers. Fortunately, TRAOD
is improved by proposing Spark-based implementations [31, 87], but many other trajectory outlier
detection algorithms are not yet improved. Proposing high-performance computing tools may be
helpful when dealing with trajectory outliers in real-time environments [24, 42]. However, several
questions should be addressed. For example, which architectures should be used? How do we
efficiently partition the data among the different jobs? How can we design a parallel approach
respecting high-performance computing challenges such as reducing communication and syn-
chronization cost or increasing load balancing and optimizing memory management?

5.1.3 Multi-View Outliers. Consider the three sketched examples of taxi trajectories illustrated
in Figure 5(d). Each taxi trajectory starts from the source point and ends at the destination point.
Traditional trajectory outlier detection algorithms may detect outliers in the top portion, illus-
trated in red, where taxi4 follows a normal trip from source to destination until a given point,
which it highly deviates from the taxi1, taxi2, and taxi3. However, these algorithms [23] cannot
determine the individual change point (ICP) for this case. Moreover, the whole process is not able
to identify outliers presented in red and green colors in middle and bottom portions. In the middle
portion, different taxis (taxi5 and taxi6) deviated from the normal trip at the same group change
point (GCP) but followed different trajectories (green trajectory for taxi5 and red trajectory for
taxi6). However, in the case illustrated in the bottom portion, two taxis deviated from the normal
trip at the same GCP and followed the same trajectory shown in red. Detecting these different
kinds of outliers could help city planners extract and discover relevant knowledge. For instance,
the case in the top portion allows determination of individual taxi fraud, and detecting frequent
individual taxi fraud at the same ICP allows city planners to make good decisions, such as putting
up a surveillance camera at this point. In the cases in the middle and bottom portions, detecting
group trajectory outliers allows city planners to make fair decisions regarding the taxis outliers.
When taxis deviate from the same GCP but follow different trajectories, there is a strong proba-
bility that their aim is to avoid circumstances such as traffic jams rather than it being a situation
of taxi fraud. However, when there are group taxis outliers at the same or different GCPs with
the same trajectory, there is a strong probability that they are partners in taxi fraud. The problem
relates to existing taxi fraud detection algorithms, in which case we can ask these questions: how
do we derive individual trajectory outliers (ITOs) and group trajectory outliers (GTOs), and how
do we determine ICP and GCP?
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5.1.4 Bio-Inspired Computing. Several works have been developed using bio-inspired comput-
ing for solving outlier detection problems. Some works are based on evolutionary algorithms [35,
75, 119, 125], whereas others are based on swarm intelligence algorithms [62, 94, 114, 115]. Adopt-
ing these techniques for trajectory data is an open research issue. With regard to Figure 5(e),
several questions should be addressed. First, how do we define the solution space? Each trajectory
is considered as a solution, and the challenge here is to define a good representation of trajec-
tories to efficiently perform the different bio-inspired operators. Second, how do we explore the
trajectory space? It is important to explore the trajectory space in an efficient way to find the
anomalous trajectories. Bio-inspired approaches mainly provide two components: the exploita-
tion search, which allows one to focus on exploring a local region for offering good solutions, and
the exploration search, which aims to generate diverse solutions to explore the whole space on
a global scale [19]. In this context, the challenge is to provide intelligent specified operators for
trajectory data and to explore the trajectory data with respect to both exploitation and exploration
criteria.

5.2 Taxonomies

As shown in this work, several solutions with regard to trajectory outlier detection have been
applied in different industrial applications. Other industrial applications that could be relevant to
trajectory outlier detection are discussed next.

5.2.1 Health-Care Data. Trajectory outlier detection could be applied in health-care data [131]
for monitoring the movement of patientssuch as to discover events like a bad fall, encountering a
sudden slowdown, and becoming lost.

5.2.2 Smart Building. Detecting trajectory outliers can be useful in the smart building do-
main [37] to discover anomalous situations. An example would be a resident starting water for
a bath but does not turn it off before going to bed.

5.2.3 Environmental Sensor Data. Trajectory outlier detection could be helpful in environ-
mental sensor data [8] by identifying measurement errors in a wind speed data stream, or by
discovering outliers from the rain, sea surface temperature, relative humidity, precipitation time
series, and so on.

5.2.4 Biological Data. Trajectory outlier detection could also be relevant to biological data [124]
by discovering abnormalities from electrocardiograms in zoology and anthropology data or deriv-
ing abnormal migration behaviors of different species.

An open research issue for applying trajectory outlier detection in industrial applications is to
understand the categories of algorithms (distance based, density based, pattern mining based, etc.),
data representation (sequence data, time series, images, and videos), and data output (trajectory
and sub-trajectory outliers). In addition to the taxonomies proposed in this research work, it will
be beneficial if the research community in trajectory outlier detection proposes other taxonomies
deeply focused on each industrial application.

5.3 Evaluation

5.3.1 Crowdsourcing. Solutions regarding trajectory outlier detection could identify different
anomalous patterns from the same trajectory data. The problem is how to decide which patterns
are useful to city planners. To improve the usefulness of the detected patterns, a crowdsourc-
ing approach may be applied [59], where different trajectory outlier detection approaches should
work together to identify the best anomalous patterns delivered to city planners. New definitions
and corrections related to the term crowdsourcing were first introduced by Howe [57]. In this
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context, crowdsourcing is not only used by a crowd of people but is used by crowds of agents
such as approaches and machines. Figure 5(c) explains how to introduce crowdsourcing in tra-
jectory outlier detection approaches. Agents represented by approaches and programs find the
trajectory outliers locally and report them back to the city planners. The city planners use crowd-
sourcing environments to find the best anomalous patterns for their applications. Adapting the
existing crowdsourcing-based evaluation strategies [1, 120, 122] may give the city planner a fair
interpretation of the trajectory outliers.

5.3.2 Missing of Ground Truth. Missing of the ground truth is a common problem in evaluating
trajectory outlier detection algorithms [79, 82, 91, 145, 150]. As challenges for future research on
the aspect of quality assessment of trajectory outlier detection results, the following issues and
research questions can be observed:

(1) Defining useful, publicly available benchmark data for trajectory outlier detection prob-
lems is beneficial for analyzing trajectory outlier detection algorithms.

(2) It would be very useful to identify meaningful criteria for an internal evaluation of tra-
jectory outlier detection. One way to address this challenging issue is to provide unified
ranking-function scores to rank trajectory outliers. These functions should be indepen-
dent from the entire process for retrieving trajectory outliers.

6 CONCLUSION

Trajectory outlier detection has been largely used in management information systems for a long
time. It includes solutions regarding the algorithm used. First, distance is based on similarity and
neighborhood computation, and second, density is based on density estimation to determine out-
liers. Both of these two categories have high accuracy but ignore the different dependencies be-
tween trajectory. Third, with regard to pattern mining, these algorithms are not only capable of
deriving trajectory outliers but also study the correlation between the chunks of trajectories caus-
ing outliers. This helps to extract useful patterns and deals with exciting applications: causal inter-
action and congested patterns. Nevertheless, these approaches are highly time consuming because
they require multiple scans of the trajectory database. Fourth, other approaches explore different
machine learning techniques to determine anomalies such as SVMs, ensemble learning, feature
selection, and granular computing. Algorithms have become sophisticated in their ability to deal
with real-time situations. However, such solutions have reached their limits due to the increased
complexity of real-life industrial data captured in different domains, such as transportation, man-
ufacturing, video surveillance, and climate change. We have provided a comprehensive survey
with intensive evaluations of the existing solutions in trajectory outlier detection. We conclude by
showing the most challenging issues that should be addressed in the future for boosting overall
performance of the anomaly detection process. From our intensive research studies on existing
trajectory outlier detection algorithms, we recommend the following algorithms under different
conditions. First, if the problem at hand needs to study different correlations among the trajec-
tory outliers and the results require high precision, we recommend iBOAT [29]. Second, if it is
straightforward to determine the dissimilarity between the different trajectories, we recommend
TN-Outlier [134]. Third, if the application to be designed should be performed using real-time pro-
cessing under large and big trajectory databases, we recommend iBDD [76].Fourth, if the database
to be processed is incomplete, we recommend BT-miner [81]. Fifth, if the database to be processed
disposes training historical trajectories with undefined classes (normal and abnormal), we recom-
mend ROSE [85]. We have seen only the tip of the iceberg, and much exploration is needed and
further progress is required in all directions to reach mature solutions for dealing with large-scale
trajectory data.
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