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Abstract— We demonstrated the existence of a distorted 
plasma depletion region in a satellite wake through three-
dimensional electrostatic particle-in-cell (PIC) plasma 
simulations. It is commonly known that a wake is formed 
in the downstream region of a satellite in a magnetized 
plasma flow. Our simulation shows that the plasma 
depletion region in the wake is distorted in the plane 
perpendicular to the static magnetic field. This distortion 
is asymmetric with respect to the plasma flow direction in 
the satellite rest frame of reference. We found that the 
asymmetric structure of the plasma depletion region is 
caused by non-uniform local drift motion of electrons 
around the depletion region. By test particle simulations in 
which electron trajectories are traced in fixed fields 
obtained in the PIC simulation, we confirmed that cold 
electrons which have a Larmor radius less than the size of 
the satellite can cause the asymmetric structure of the 
plasma depletion in the wake.    

 
Index Terms— satellite wake, particle-in-cell simulation, 

plasma depletion 
 

I. INTRODUCTION 
N low-Earth orbit (LEO), the satellite plasma environment 
is disturbed by the presence of satellites and their relative 

motion to the background plasma [1]. The disturbance is 
mainly caused by satellite charging, which is induced by 
charge accumulation on the satellite surface (e.g. [2][3]). LEO 
satellite charging and associated plasma disturbances in the 
vicinity of satellites have been studied by theoretical methods 
(e.g. [4][5]), numerical simulations (e.g. [6][7]) and rocket and 
satellite experiments in space (e.g. [8][9]). In the ionosphere, a 
satellite is negatively charged with respect to the background 
plasma potential because the electron flux on the satellite  
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surface is much larger than that of ions [10]. Depending on the 
satellite potential, the ionospheric plasma surrounding the 
satellite or rocket may be influenced, and a plasma non-
uniform region called a sheath is created near the surface to 
shield the satellite charging (e.g. [7] [11]). The thickness of the 
plasma sheath is of the order of the plasma Debye length. In 
the ionosphere, the typical plasma Debye length can be around 
one cm while the diameter of a rocket or satellite is several tens 
of cms or more. In this situation, the plasma sheath created 
around a satellite surface is much thinner than the satellite 
dimensions. However, when a relative motion exists between 
a satellite and the background plasma, the region of the plasma 
disturbance is extended and a plasma perturbation region 
called a wake is created in the downstream region of the 
satellite (e.g. [8]). Meanwhile, rockets and satellites spin to 
stabilize their orientation, and scientific instruments such as 
Langmuir probes or electric field antennae attached to a 
satellite surface or booms sticking out of the surface may be 
affected by the wake region during the satellite spin. Then, the 
wake interference for these instruments may affect data 
measurements with regard to plasma density, velocity and 
fields (e.g. [12][13][14]). 

To understand the influence of plasma disturbances, such as 
wakes, on the data obtained by a satellite, it is important to 
investigate and understand the wake formation process and its 
characteristics quantitatively. A promising method for 
investigating a plasma disturbance in the vicinity of a satellite 
is a numerical simulation using the particle-in-cell (PIC) 
method (e.g. [15][16]). In a simulation region filled with 
background plasma, an internal boundary representing a 
satellite surface is defined and the charging and associated 
plasma disturbances such as sheaths and wake formation are 
simulated in a self-consistent manner. To date, several studies 
have been performed focusing on wake formation and the 
characteristics by numerical simulations (e.g. [6][17]). 
However, the electron dynamics in wake regions have not yet 
been examined in detail [18]. In this study, we perform three-
dimensional electrostatic PIC simulations to examine a wake, 
considering in particular the plasma depletion region in the 
wake from the viewpoint of electron dynamics. To investigate 
the electron motion in detail, we performed a test particle 
simulation (e.g. [19]) in which the particle trajectories are 
solved in a region where the field values are fixed at each 
spatial grid point.  

Numerical study of plasma depletion region in 
a satellite wake  

Hideyuki Usui, Yohei Miyake, Wojciech J. Miloch and Keisuke Ito 

I 

mailto:h-usui@port.kobe-u.ac.jp
mailto:y-miyake@eagle.kobe-u.ac.jp)
mailto:w.j.miloch@fys.uio.no)


TPS11791.R1 
 

 
2 

In section II, we introduce the simulation set up for this 
study. To simulate satellite charging and the associated plasma 
disturbance, we immersed a conducting cube representing a 
satellite in a magnetized plasma flow in the simulation domain. 
In section III, we present simulation results in terms of density 
and potential around the satellite to examine the plasma 
disturbances, such as a wake and plasma depletion. In section 
IV, we discuss the distortion of the plasma depletion region in 
the wake shown in section III. In Section V, we summarize this 
study. 
 

II. SIMULATION SETUP 
In the numerical simulations in this study, we used the 

plasma particle simulation code EMSES (Electro-Magnetic 
Spacecraft Environment Simulator) [20], which uses the PIC 
method and solves bunches of charged particles’ motions and 
the electromagnetic fields assigned at spatial grid points by the 
equations of motion and Maxwell’s equations, respectively, by 
a finite-difference time-domain scheme. Since electrostatic 
phenomena are important in this study, we solved the Poisson 
equation for the electrostatic potential defined at each grid 
point instead of solving the full set of Maxwell’s equations. A 
unique feature of EMSES is that conducting objects can be 
defined as internal boundaries in the simulation domain filled 
with plasma. To realize an equipotential surface for the 
conducting objects, the capacity matrix method [21] is adopted, 
which qualitatively relates the charges and potential on the 
satellite surface. 

Fig. 1 shows the three-dimensional simulation model used 
for this study and Table I lists the simulation parameters. We 
set the spatial grid size ∆𝑟𝑟  to 1 cm, which corresponds to 
0.59 𝜆𝜆D , where 𝜆𝜆D  denotes the Debye length of the 

background plasma. The three-dimensional simulation domain 
therefore is 75.5𝜆𝜆D on each side, equivalent to 128 cm. In the 
center of the simulation region, we set a 11.8𝜆𝜆D cubic satellite, 
corresponding to 20 cm, with a perfectly conducting surface. 
The amount of plasma passing through the satellite surface is 
measured and charges are accumulated on the surface. To 

TABLE I  
Simulation Parameters  

 Notations Values 

Mass ratio between ion and 
electron 

𝑚𝑚i/𝑚𝑚e 500 

Plasma density 𝑛𝑛0 1.0×105 

[cm-3] 
Electron and ion temperatures 𝑇𝑇e,𝑇𝑇i 3000, 1500 

[K] 
Ratio between electron thermal 
velocity and plasma flow velocity 

𝒗𝒗the/𝒗𝒗flow 7.25 

Ratio between ion thermal 
velocity and plasma flow velocity 

𝒗𝒗thi/𝒗𝒗flow 0.23 

Mach number 𝑀𝑀0 4.36 
Ratio between electron cyclotron 
frequency and plasma frequency 

Ωe/𝜔𝜔pe 0.49 

Ratio between grid size and the 
Debye length 

∆𝑟𝑟/𝜆𝜆D 0.6 

Simulation domain  𝐿𝐿𝑥𝑥 × 𝐿𝐿𝑦𝑦
× 𝐿𝐿𝑧𝑧 

(75.5𝜆𝜆D)3 

Satellite size 𝑆𝑆𝑥𝑥 × 𝑆𝑆𝑦𝑦
× 𝑆𝑆𝑧𝑧 

(11.8𝜆𝜆D)3 

 

 
Fig. 1.  Three-dimensional simulation model. The plasma flow 𝒗𝒗flow 
and uniform magnetic field 𝑩𝑩𝟎𝟎 are in the +x direction and +z direction, 
respectively. A satellite is located in the center of the simulation domain. 

 
Fig. 2.  Electron velocity distribution functions observed at the 
simulation boundary, where thermal electrons with a drift velocity 𝒗𝒗flow  
are injected (x=0) in a test simulation. (a) Drifting Maxwellian 
distribution function of vx. (b) Two-dimensional velocity distribution 
function in the vx–vy phase plane, perpendicular to B0.  
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realize an equipotential on the satellite surface, the 
accumulated charges are redistributed on the surface using the 
capacity matrix method. We focus on direct interactions 
between the background plasma and the satellite, and no 
photoelectrons are emitted from the satellite surface and we 
ignored the effect of photoelectrons on the satellite wake. To 
simulate a satellite moving through a background plasma, we 
adopted a satellite rest frame of reference and assigned a 
relative velocity 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓  to the background plasma. In the 
simulation, instead of real electrons and ions as particles, we 
introduced a large number of superparticles [20], each of which 
represents a bunch of real charged particles with the Debye 
shielding characteristics of plasma. We used 64 superparticles 
per spatial grid. The background plasma with thermal 
velocities, shown in Table I, is constantly injected with plasma 
drift velocity 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓  from the left boundary plane in the x 
direction. To save the computational time, the mass ratio 
between ions 𝑚𝑚𝑖𝑖  and electrons 𝑚𝑚𝑒𝑒  is set to 500 in the 
simulation, while oxygen ions ( O+ ) are dominant in the 
ionosphere and the realistic mass ratio is 29,376. We set the 
plasma Mach number 𝑀𝑀0, which is the ratio of 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 to the 
ion acoustic velocity, to be similar to the realistic value of 4.36. 
Since the wake structure is characterized by 𝑀𝑀0 , the basic 
physics for the wake formation are maintained even with the 
reduced mass ratio plasma. 

The static magnetic field B0 representing the geomagnetic 
field is uniformly set along the z direction. Since we take the 
satellite rest frame of reference, in which the background 
plasma exhibits a drift motion perpendicular to B0, a 
convection electric field E0 should be observed. E0 is 
perpendicular to B0, satisfying −𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 × 𝑩𝑩0, and is set in the 
simulation domain along the y direction, as shown in Fig. 1. 

The background ions and electrons injected from the x=0 
plane into the simulation domain follow a drifting Maxwellian 
velocity distribution along the x direction with a drifting 
velocity 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 equal to 𝑬𝑬0 × 𝑩𝑩0. Then, particles taken from 
the drifting Maxwellian velocity distribution are smoothly 
injected from the boundary without any unnecessary 𝒗𝒗 × 𝑩𝑩 
field generation. 

To examine the electron velocity distribution functions at 
the boundaries, we performed a test simulation using a 
simulation model in which a uniform plasma flows 
with |𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓| = 0.2𝑣𝑣the and no satellite is set in the domain. 
Fig. 2 shows the electron velocity distribution functions 
observed in the x=0 plane, which corresponds to the particle 
injection boundary. As is clearly shown in the figure, a drifting 
Maxwellian distribution is realized at the boundary, including 
negative vx components. At the boundary, electrons with 
negative vx components are not injected into the simulation 
domain. However, to compensate for the negative part of the 
distribution function, electrons with negative vx components 
are introduced from an internal simulation domain where a 
Maxwellian velocity distribution has already been formed. 
Panel (b) of Fig. 2 confirms that a drifting Maxwellian velocity 
distribution is formed in the vx–vy phase space at the simulation 
boundary.  

At the downstream outflow boundary, particles exiting 
through the boundary are removed from the simulation domain. 
We examined the velocity distribution function, although this 
is not displayed, and confirmed the same drifting Maxwellian 
distribution function as observed at the inflow boundary shown 
in Fig. 2. This is because thermal electrons with negative vx 
component are injected from the outflow boundary to the 
simulation domain. The ratio of the electron cyclotron 
frequency to the electron plasma frequency, Ωe/𝜔𝜔pe , in the 
plasma flow is set to 0.49. We performed the EMSES 
simulation until a steady state is reached in terms of density 
variation. 

In addition to the EMSES simulation, we performed so-
called test particle simulations [19], which enable us to 
examine the particle trajectories with field components fixed 
as constant values at grid points. We used the same simulation 
domain as used in the EMSES simulation and assigned the 
field data obtained at the final time step in the EMSES 
simulation. We then placed a charged test particle near the left 
boundary plane shown in Fig. 1 with an arbitrary initial 
velocity and continued to solve the equation of motion to trace 
the particle trajectory. 

III. SIMULATION RESULTS 
Fig. 3 shows the time variation of the satellite potential 

obtained in the EMSES simulation. It is seen that the potential 
quickly drops to −0.6 V as soon as the simulation starts. It then 
increases slightly and reaches a constant value −0.52 V after  
5×10-6 s. Considering that the electron thermal velocity is 
larger than 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 , the electron flux entering the satellite is 
dominant at the beginning of the simulation and the potential 
quickly drops. Then, the electron flux to the satellite also 
reduces because of the negative potential, and it eventually 
becomes the same as the ion flux into the satellite. In other 
words, the net current at the surface becomes zero at some 
negative potential that corresponds to the floating potential. 
We define a steady state after 5×10-6 s because the floating 

 
Fig. 3.  Time variation of the satellite potential. We define the steady state 
as the time period when the envelope of the potential variation shows no 
large changes in the temporal evolution. The steady sate is reached after 
approximately 5×10-6 [s]. 
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potential is obtained for the satellite after that time in the 
simulation. 

Fig. 3 also shows that a small oscillation is overlapped on 
the potential variation. Although not displayed, we confirmed 
that the oscillation mainly contains a frequency component of 
the upper hybrid frequency 𝑓𝑓𝑈𝑈𝑈𝑈𝑈𝑈. Since the relative motion 
between the satellite and the background plasma is 
perpendicular to the static magnetic field B0, the plasma flux 
at the satellite surface, particularly at the upstream side, 
determines the satellite potential. In this case, it is no surprise 
that the potential variation contains an 𝑓𝑓𝑈𝑈𝑈𝑈𝑈𝑈  oscillation 
[14][22]. 

Fig. 4 shows contour maps of the electron density, charge 
density and electric potential in the x–y plane, including the 
center of the simulation domain. Panel (a), for the electron 
density, clearly shows a wake structure in the downstream 
region. The Mach cone angle, calculated from 𝑀𝑀0 , is 
𝜃𝜃 ≈ 13.3°, and the region of the downstream plasma 
perturbation expands with an angle that almost corresponds to 
the Mach cone angle. Downstream of the satellite, an electron 
depletion region is evident, shown in dark blue. It should be 
noted that the shape of this void in the wake is distorted in the 
increasing y direction in the panel and shows an asymmetric 
structure with respect to the plasma flow direction shown by 
the white dashed line. Although not shown here, the ion 
density profile also shows a similar asymmetric ion void in the 
wake region. To clarify the difference between the 
distributions of electrons and ions, we show the charge density 
distribution in panel (b) in the same manner as in panel (a). The 
electron and ion dominant regions are shown in red and blue, 
respectively. It is clearly seen that the satellite is surround by 
a blue region except for the downstream side of the satellite. 
Since the satellite is negatively charged, as shown in Fig. 3, an 
ion sheath is created around the satellite surface and covers the 
satellite, shown in blue in panel (b) of Fig. 4. However, 
negative charges remain downstream of the satellite, which 
corresponds to the plasma void region. Although it is difficult 
to see in Fig. 4(a), a small number of electrons are immersed 
in the void region because they have a larger thermal velocity 
than the ions. The red region is also asymmetric with respect 
to the plasma flow direction along the x direction. The potential 
profile shown in panel (c) also exhibits an asymmetric profile 
in the downstream region, corresponding to the electron 
depletion. The panel shows that the potential value at the 
electron void is more negative than that of the surrounding 
plasma region.  
For a comparison with Fig. 4, we performed another 

simulation in which no static magnetic field is included. 
Contour maps of the electron density and electric potential are 
shown in Fig. 5 in the same manner as in Fig. 4. The profiles 
for both the electron density and potential in Fig. 5 are almost 
identical to those in Fig. 4, except for the shape of the electron 
depletion near the downstream of the satellite. While the 
electron void is asymmetric with respect to the direction of the 
plasma flow, as shown in Fig. 4, we can see no asymmetric 
shape in Fig. 5. This simulation result implies that a static 
magnetic field can change the shape of the electron depletion 

 

(a) Electron density 

 
(b) Charge density 

 

(c) Electric potential 

 

Fig. 4.  Contour maps of (a) electron density, (b) charge density and (c) 
electric potential in the x–y plane, which includes the center of the 
satellite. The dashed white line indicates the direction of the plasma flow. 
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region in the wake. When a static magnetic field B0 is included, 
an asymmetric electron void is created in the plane 
perpendicular to B0. 
 

IV. DISCUSSION 
We now discuss the asymmetric shape of the electron 

depletion region in the satellite wake. As shown in Fig. 4, the 
tail region of the wake near the downstream boundary of the 
simulation domain is affected by the boundary potential with a 
fixed value of ϕ=0. To study the tail region of the wake, a larger 
simulation domain is needed so that the whole wake structure 
can be covered in the simulation. Regarding the plasma void 
region near the satellite, however, the distortion of the void is 
not caused by the boundary effect, but is caused by the effect 
of B0 on the plasma flow, because no distortion is observed 
when there is no B0, as shown in Fig. 5.  

To examine the void structure and the effect of B0, we 
analyzed the electron trajectories in the vicinity of the satellite 
by test particle simulations. As mentioned above, we need the 
electric and magnetic field values at the final step of the 
EMSES simulation for the test particle simulations. While the 
magnetic field is uniform in the simulation, the electric field 
varies and depends on the region. As shown in Fig. 3, the 

satellite potential is negative with respect to the background 
plasma potential. This implies that the electric field at the 
satellite surface points inwards into the satellite. In addition, as 
shown in the contour map of the electric potential in Fig. 4, the 
electron depletion region has a lower potential than the 
surrounding region. This indicates that the local electric field 
at the edge of the plasma depletion region points inwards. 

Before the test particle simulations, we examined the 
average electron flux around the satellite as well as the plasma 
depletion region in the x–y plane, which is perpendicular to B0. 
Since B0 lies along the +z direction and the electric field 
originates at the satellite and the plasma depletion region is in 
the x–y plane, the electron 𝑬𝑬×𝑩𝑩 drift motion can be enhanced 
around the two corresponding regions. To confirm the 
enhancement of the electron 𝑬𝑬×𝑩𝑩 drift motion, we calculated 
the 𝑬𝑬×𝑩𝑩 drift velocity 𝒗𝒗𝐸𝐸×𝐵𝐵 and plotted it in the x–y plane, 
which includes the satellite. Since the background plasma 
originally has a drift velocity 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓, we obtained the total drift 
velocity 𝒗𝒗𝑑𝑑 as the sum of 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 and the calculated 𝒗𝒗𝐸𝐸×𝐵𝐵. 

Fig. 6 shows the spatial distribution of the total drift velocity 
𝒗𝒗𝑑𝑑 = 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 + 𝒗𝒗𝐸𝐸×𝐵𝐵  in the satellite region. The average 
velocity is indicated as a vector at each grid point. The square 
in the center represents the satellite. Although it is not clearly 
shown, 𝒗𝒗𝑑𝑑 is enhanced in the vicinity of the satellite surface, 
particularly along the surface at the upstream and lower sides 
of the satellite. The direction of 𝒗𝒗𝑑𝑑  is counterclockwise. Also, 
𝒗𝒗𝑑𝑑 circulates around the plasma depletion region. It should be 
noted that 𝒗𝒗𝑑𝑑 at the lower edge of the void is more intense 
than at the upper edge. This difference is due to the fact that 
𝒗𝒗𝐸𝐸×𝐵𝐵  flows in opposite directions in the upper and lower 
edges of the void in Fig. 6. This difference in 𝒗𝒗𝑑𝑑 means that 
the structure of the plasma depletion region is distorted and 
becomes asymmetric with respect to the 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 direction.  

We examined this void distortion from the viewpoint of the 
electron trajectory by test particle simulations. As stated above, 
we used the electric field profiles obtained for the steady state 
in the EMSES simulation. To see the dependence of electron 
trajectories on the initial velocity 𝒗𝒗0 = 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 + ∆𝒗𝒗, we tested 
three different ∆𝒗𝒗 , namely 𝒗𝒗𝑡𝑡ℎ , 0.5𝒗𝒗𝑡𝑡ℎ  and 2𝒗𝒗𝑡𝑡ℎ , where 
𝒗𝒗𝑡𝑡ℎ  represents the electron thermal velocity. The electron 

 
(a) Electron density 

 
(b) Potential 

Fig. 5.  Contour maps of (a) electron density and (b) electric potential 
for the case without a static magnetic field, in the x–y plane, which 
includes the center of the satellite. The dashed white line indicates the 
direction of the plasma flow. 

 
Fig. 6.  Vector plot of 𝒗𝒗𝑑𝑑 = 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 + 𝒗𝒗𝐸𝐸×𝐵𝐵 in the x–y plane. 
The 𝒗𝒗𝑑𝑑 direction is counterclockwise. 
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trajectories for these three cases are shown in panels (a), (b) 
and (c) of Fig. 7 respectively. 

The electron trajectories for the cases ∆𝒗𝒗 = 𝒗𝒗𝑡𝑡ℎ and ∆𝒗𝒗 =
0.5𝒗𝒗𝑡𝑡ℎ are shown in panels (a) and (b), respectively. As shown 
by the third trajectory from the top for the case of ∆𝒗𝒗 = 𝒗𝒗𝑡𝑡ℎ, 
electrons approaching the satellite surface stagnate near the 
surface at the upstream side and move around the satellite in a 
counterclockwise direction. Downstream, they move in an 
oblique direction at the lower side of the plasma depletion 
region. This behavior agrees with the results shown in the 
vector plot of the drift velocity in Fig. 6. However, the second 
trajectory from the top shows a different electron passing 
through the upper side of the satellite and almost stagnating. 
This means that 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓  is canceled by 𝒗𝒗𝐸𝐸×𝐵𝐵 . We can see 
similar features in the electron trajectories in the middle panel 
corresponding to the case ∆𝒗𝒗 = 0.5𝒗𝒗𝑡𝑡ℎ. In the case of ∆𝒗𝒗 =
2𝒗𝒗𝑡𝑡ℎ, shown in Panel (c) of Fig. 7, this tendency of the electron 
motion is not seen because the Larmor radius of the electrons 
increases and becomes almost the same size as the satellite 
dimensions, almost comparable to the size of the plasma 
depletion. However, considering that the population of 
electrons with velocity larger than 2𝒗𝒗𝑡𝑡ℎ  is small in the 
Maxwellian velocity distribution, the number of electron 
trajectories shown in the bottom panel is small and the 
electrons shown in panels (a) and (b) are dominant.  

When the B0 intensity becomes small and the resulting 
electron Larmor radius becomes much larger than the satellite 
size, it is predicted that the distortion of the plasma void region 
becomes will be hard to observe. As shown in panel (c) of Fig. 
7, electrons with Larmor radius comparable to the satellite size 
easily collide with the satellite surface when they approach the 
satellite. Electrons moving through at the upper and lower 
sides of the satellite to the downstream side are less affected 
by the satellite potential. This implies that the distortion of the 
electron void region is not caused by the electrons with Larmor 
radius comparable or larger than the satellite size. 

As discussed above, the drift motion around the plasma 
depletion region is an important factor for accounting for the 
distortion of the void structure. In the total drift velocity 𝒗𝒗𝑑𝑑 =
𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 + 𝒗𝒗𝐸𝐸×𝐵𝐵 at the depletion edge, the direction of 𝒗𝒗𝐸𝐸×𝐵𝐵 is  
the same as that of 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓  at the lower edge, while it is 
opposite at the upper edge. Considering that 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 is uniform 
in the simulation domain, 𝒗𝒗𝑑𝑑  becomes non-uniform around 
the void such that it becomes stronger at the lower edge of the 
depletion region while it becomes weak at the upper edge. In 
this situation, the plasma depletion region is eventually 
distorted toward the upper side.  
 The wake structure formed behind the satellite is determined 
by the Mach number of the plasma flow 𝑀𝑀𝑐𝑐 . When 𝑀𝑀𝑐𝑐  is 
constant, if we change 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 , the structure of the plasma 
depletion region in the wake changes because the total drift 
velocity 𝒗𝒗𝑑𝑑  around the void region changes. For example, 
when we decrease 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 keeping 𝑀𝑀𝑐𝑐 the same, the satellite 
charging becomes more negative because there is less ion flux 
coming into the satellite surface. In this situation, the depletion 
region shrinks because of the slower 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓. On the other hand, 
the electric field at the satellite surface is intensified because 

 
(a) ∆𝒗𝒗 = 𝒗𝒗𝑡𝑡ℎ 

 

(b) ∆𝒗𝒗 = 0.5𝒗𝒗𝑡𝑡ℎ 

 

(c) ∆𝒗𝒗 = 2𝒗𝒗𝑡𝑡ℎ 
Fig. 7.  Electron trajectories near the satellite with an initial velocity of 
𝒗𝒗0 = 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 + ∆𝒗𝒗  in which (a) ∆𝒗𝒗 = 𝒗𝒗𝑡𝑡ℎ , (b) ∆𝒗𝒗 = 0.5𝒗𝒗𝑡𝑡ℎ and (c) 
∆𝒗𝒗 = 2𝒗𝒗𝑡𝑡ℎ. In each case, electrons are initially placed at several different 
positions in the upstream region. 
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the satellite potential becomes more negative. Then, in the total 
drift velocity 𝒗𝒗𝑑𝑑 = 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 + 𝒗𝒗𝐸𝐸×𝐵𝐵, the contribution of 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 
becomes minor and 𝒗𝒗𝐸𝐸×𝐵𝐵  around the depletion region 
becomes dominant. As stated above, however, the depletion 
region shrinks and it can be difficult to observe.  
 On the other hand, when we increase 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 keeping 𝑀𝑀𝑐𝑐 the 
same, the satellite charging decreases because the ion flux to 
the satellite increases to compensate the electron flux. At the 
same time, the plasma depletion region in the wake is enlarged 
because of the large 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 .  However, since the satellite 
charging is reduced, the electric field at the satellite becomes 
weak and eventually 𝒗𝒗𝐸𝐸×𝐵𝐵 decreases. Then, in the total drift 
velocity 𝒗𝒗𝑑𝑑 , 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓  becomes dominant in comparison with 
𝒗𝒗𝐸𝐸×𝐵𝐵. Since 𝒗𝒗𝑑𝑑 becomes almost uniform in the wake region, 
no distortion of the plasma depletion can be found when 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 
is large. 

Considering the above discussion, there must be some 
plasma condition in which the distortion of the plasma 
depletion region is enhanced. To clarify this condition, we 
need to perform further simulations changing 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 keeping 
𝑀𝑀𝑐𝑐 the same, which is left as future work. 

Finally, to study the details of the electron dynamics at the 
edge of the electron depletion region, we examined the 
electron velocity distribution function. It turned out, however, 
that the shape of the distribution function is the same as that 
shown in Fig. 2, observed in the unperturbed region. As 
indicated by the arrows in Fig. 6, the electron flux at the upper 
edge of the depletion region is reversed to the negative x 
direction. The peak of the velocity distribution function can be 
shifted to the negative 𝒗𝒗𝑥𝑥 domain. However, no shift of the 
peak is found. A possible reason for this is that the component 
of the electron reversal flow at the upper edge of the void can 
only be found on the plane perpendicular to 𝑩𝑩0, and it may be 
small and hard to recognize in the electron velocity distribution 
function in which the components along 𝑩𝑩0 in the z direction 
are dominant. If the satellite is not a cube but has a long 
structure along 𝑩𝑩0 in the z direction, the electron depletion 
region can be elongated along the 𝑩𝑩0 direction and it may be 
possible to observe the shift of the peak of the electron velocity 
distribution function to the negative 𝒗𝒗𝑥𝑥 domain at the upper 
edge of the electron depletion region. 

 
V. SUMMARY 

We studied the distortion of the plasma depletion region in 
the wake of a satellite immersed in a magnetized plasma flow 
using three-dimensional PIC simulations. In the simulation, we 
confirmed that the satellite potential becomes negative due to 
an electron flux into the satellite, and a wake is formed in the 
downstream region of the satellite. In the wake region, we 
observed a distorted structure of a plasma depleted region in 
the plane perpendicular to the static magnetic field 𝑩𝑩0. 

The electric field at the satellite surface and the edge of the 
depletion region point inward because the potentials of both 
regions are negative. In the plane perpendicular to 𝑩𝑩0 , the 
total drift velocity of plasma particles is expressed as 𝒗𝒗𝑑𝑑 =
𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 + 𝒗𝒗𝐸𝐸×𝐵𝐵, in which 𝒗𝒗𝐸𝐸×𝐵𝐵 circulates around the satellite 
and the plasma void region in the wake. Because the direction 

of 𝒗𝒗𝐸𝐸×𝐵𝐵 differs at each point on the satellite surface as well 
as the void edge, 𝒗𝒗𝑑𝑑  is non-uniform. In the case in the 
previous section, 𝒗𝒗𝑑𝑑 becomes larger at the lower side of the 
plasma depletion region than at the upper side. Because of the 
non-uniform 𝒗𝒗𝑑𝑑 , the plasma depletion region is distorted. 
Through test particle simulations, we examined the 
dependence of the initial electron velocity 𝒗𝒗0 = 𝒗𝒗𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 + ∆𝒗𝒗 
on the trajectory in the plane perpendicular to 𝑩𝑩0. We could 
confirm that electrons approaching the satellite surface go 
around the satellite for ∆𝒗𝒗 = 𝒗𝒗𝑡𝑡ℎ  and ∆𝒗𝒗 = 0.5𝒗𝒗𝑡𝑡ℎ . The 
electron trajectories for these two cases basically agree with 
the spatial profile of 𝒗𝒗𝑑𝑑. In the case of ∆𝒗𝒗 = 2𝒗𝒗𝑡𝑡ℎ, however, 
we could not observe electron circulation around the satellite 
because the Larmor radius of the electrons increases to the size 
of the satellite and the plasma depletion region. We conclude 
that cold electrons with a Larmor radius less than the size of 
the satellite can cause a distortion of the plasma depletion in 
the wake.  
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