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ABSTRACT

Joint Source Channel Coding for Non-Ergodic Channels:

The Distortion Signal-to-Noise Ratio (SNR) Exponent Perspective. (May 2008)

Kapil Bhattad, B.Tech., Indian Institute of Technology, Madras

Chair of Advisory Committee: Dr. Krishna Narayanan

We study the problem of communicating a discrete time analog source over

a channel such that the resulting distortion is minimized. For ergodic channels,

Shannon showed that separate source and channel coding is optimal. In this work we

study this problem for non-ergodic channels.

Although not much can be said about the general problem of transmitting any

analog sources over any non-ergodic channels with any distortion metric, for many

practical problems like video broadcast and voice transmission, we can gain insights

by studying the transmission of a Gaussian source over a wireless channel with mean

square error as the distortion measure. Motivated by different applications, we con-

sider three different non-ergodic channel models - (1) Additive white Gaussian noise

(AWGN) channel whose signal-to-noise ratio (SNR) is unknown at the transmitter; (2)

Rayleigh fading multiple-input multiple-output MIMO channel whose SNR is known

at the transmitter; and (3) Rayleigh fading MIMO channel whose SNR is unknown

at the transmitter.

The traditional approach to study these problems has been to fix certain SNRs

of interest and study the corresponding achievable distortion regions. However, the

problems formulated this way have not been solved even for simple setups like 2

SNRs for the AWGN channel. We are interested in performance over a wide range

of SNR and hence we use the distortion SNR exponent metric to study this problem.

Distortion SNR exponent is defined as the rate of decay of distortion with SNR in
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the high SNR limit.

We study several layered transmissions schemes where the source is first com-

pressed in layers and then the layers are transmitted using channel codes that provide

variable error protection. Results show that in several cases such layered transmission

schemes are optimal in terms of the distortion SNR exponent. Specifically, if the band-

width expansion (number of channel uses per source sample) is b, we show that the

optimal distortion SNR exponent for the AWGN channel is b and it is achievable using

a superposition based layered scheme. For the L-block Rayleigh fading M×N MIMO

channel the optimal exponent is characterized for b < (|N −M |+1)/ min(M, N) and

b > MNL2. This corresponds to the entire range of b when min(M,N) = 1 and

L = 1. The results also show that the exponents obtained using layered schemes

which are a small subclass of joint source channel coding (JSCC) schemes are, sur-

prisingly, as good as and better in some cases than achievable exponent of all other

JSCC schemes reported so far.
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CHAPTER I

INTRODUCTION

In this dissertation we consider the problem of communicating a discrete time analog

source S over a channel with as low distortion as possible. Here the channel refers

to the communication medium. For the presentation here, it will be represented by a

conditional probability PY |X(y|x) which denotes the probability of receiving Y given

that X was transmitted. The distortion measure is denoted by d(S, Ŝ) where Ŝ is the

reconstruction of the source at the receiver.

A channel is said to be ergodic if the conditional distribution of the received

signal observed over time is same as PY |X . Consider two channels

CH1 : Yk = hkXk + Nk (1.1)

and

CH2 : Yk = hXk + Nk (1.2)

where Xk and Yk denote the transmitted and received signal at time index k, hk’s

are independent and have same distribution as h, and Nk is additive white Gaussian

noise (AWGN). For both CH1 and CH2 PY |X is the same. However, CH1 is ergodic

while CH2 is non-ergodic.

For ergodic channels, if we allow for infinite delay, the problem of communicating

the analog source over the channel while minimizing distortion has been completely

solved by Shannon. His famous source channel separation theorem states that the

problem can be divided into two parts. The first part, source coding, is to compress

the source stream S into a bit stream B at a suitably chosen rate Rs (bits per source

The journal model is IEEE Transactions on Automatic Control.
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sample) such that d(S; Ŝ) is minimized where Ŝ is the reconstruction of S from B.

This minimum distortion is given by the distortion rate function

DDRF (Rs) = inf
P (Ŝ,S):I(Ŝ;S)=Rs

d(S; Ŝ) (1.3)

where I(U ; V ) = E
[
log P (u,v)

P (u)P (v)

]
denotes the mutual information between U and V .

The second part, channel coding, is to send the bit stream B reliably over the channel.

This is possible if and only if the channel coding rate Rc (bits per channel use) is less

than the capacity of the channel that is given by

C = max
PX(x)

I(X; Y ). (1.4)

The performance limit is obtained when Rc = C. If we are allowed b channel uses

per source sample then Rs = bRc.

Although separation based schemes are optimal for ergodic channels, in several

cases there are joint source channel coding schemes that are also optimal, have much

lesser computational complexity, and have a lower latency. For example, if K samples

of a Gaussian source have to be transmitted over K uses of an AWGN channel with

the distortion metric being mean square error, a simple joint source channel coding

scheme that involves just transmitting the source over the channel with appropriate

power scaling is optimal [1, 2]. Some advantages and disadvantages of joint source

channel coding are discussed in [3].

The advantages of joint source channel coding schemes become more apparent

when we consider non-ergodic channels which is the case considered in this work.

For non-ergodic channels, the instantaneous capacity C (mutual information corre-

sponding to the current conditional distribution of the received signal) is a random

variable. When we use a separation based scheme with a channel code of rate Rc for
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a non-ergodic channel, the transmitted message cannot be recovered when C < Rc.

When C > Rc, although the transmitted message is reliably recovered, the amount

of information transmitted is lesser than that supported by the channel. Due to

these reasons it can be shown that separate source and channel coding, in general, is

sub-optimal.

Finding the optimal joint source-channel coding scheme for non-ergodic channels

is a challenging problem even for some very simple looking setups. In this dissertation,

we consider three different problems that are all motivated from applications like

video broadcast that involve transmitting an analog source over a multiple-input

multiple-output (MIMO) channel. The problems differ in the way the channel and

the associated side information at the transmitter is modelled.

A. Channel Models

P1 In the first problem, we consider a single-input single-output (SISO) additive

white Gaussian noise (AWGN) channel whose signal-to-noise ratio (SNR), denoted

by snr, is unknown at the transmitter. The received signal Y when the transmit

signal is X is given by

Y =
√

snr X + N (1.5)

where N ∼ N (0, 1). This model closely resembles quite a few practical applications.

To name a few: a wired cable network where users tap signals from different loca-

tions on the wires; stationary users in a wireless network with a strong line-of-sight

component. Since SNR is not known at the transmitter, this channel is non-ergodic.

P2 In the second problem, we consider an application like video conference where

an M ×N MIMO channel is used to transmit an analog source to a particular user.
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In this case, the wireless channel is often modelled as a Rayleigh fading channel given

by

Y =
√

snr HX + N (1.6)

where: N is circularly symmetric complex Gaussian noise N ∼ CN (0, IM×M), and

H, the N × M channel gain matrix, is such that its elements hi,j are independent

and identically distributed (i.i.d.) Gaussian random variables. We assume that the

SNR is known at the transmitter but the channel realization H is unknown. This

assumption is justified since we can use feedback to learn the SNR but the fading

realization H changes with time. Due to the stringent delay constraints in video

broadcast, the coding has to be done over a short block and so we model the channel

as quasi static. That is, although H changes with time, we assume it is constant for

the entire block and then changes randomly to a new value in the next block. We

also consider extensions to block fading channel where the delay constraints allow us

to code over multiple blocks of the quasi static fading channel. Since H is unknown

at the transmitter this channel is non-ergodic.

P3 In the third problem, we again model the channel as a MIMO Rayleigh fading

channel but here we assume that the transmitter does not know the SNR and the fad-

ing realization. This models applications like video broadcast over a wireless channel

with many users with different SNR’s. In such applications it is not practical to learn

the SNR of every user. The system would hence be required to work well over a wide

range of SNR.

In all the problems we assume that the fading realization and the SNR are known

at the receiver.
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B. Performance Metric

In this work we assume that the analog source can be modelled as a sequence of i.i.d

Gaussian random variables. Also the distortion measure we use is mean square error

DSC(snr) = E[(S − Ŝ)2] (1.7)

where Ŝ is the estimate of S and the expectation is taken over the source sequence,

noise variance, and the fading realization (for P2 and P3). The subscript SC denotes

the joint source channel coding scheme used to transmit S. Note that with this

definition, D is a function of snr. The assumptions on the source and the distortion

measure makes the analysis tractable and the insights obtained apply to many other

source-distortion measure pairs.

We are interested in studying how D(snr) changes with snr. The traditional

approach to study this problem has been to fix some values of snr that are of interest

and study the achievable distortion region [4, 5]. For example, consider two SNR’s

say snr1 and snr2 and study the achievable distortion pair D(snr1) and D(snr2).

Although this is probably the most rigorous way to study the problem, characterizing

this region is a difficult problem and the exact region is not known even for the two

SNR’s case. From this approach it is also not clear how the performance improves

if we increase the power since the “best” schemes obtained using this approach for a

particular power level could be very different from the best scheme with an increased

power level.

The performance metric we use is the distortion SNR exponent. The distortion

SNR exponent of a scheme is given by

aSC(b) = lim
snr→∞

− log DSC(snr)

log snr
. (1.8)
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This basically implies that in the high SNR regime,

D(snr) ≈ snr−aSC(b). (1.9)

We try to characterize the distortion SNR exponent of the channel which is the

maximum achievable distortion SNR exponent and is given by

a(b) = max
SC

aSC(b) (1.10)

where the supremum is taken over all schemes. The definition of the distortion SNR

exponent for the cases when the SNR is known at the transmitter is slightly different

from the case where SNR is not known at the transmitter. We define them precisely

in the following chapters.

Although this metric helps us identify schemes that are guaranteed to be good

asymptotically (as snr →∞), as seen in many other problems where such asymptotic

metrics are used (for example code design based on the diversity multiplexing tradeoff

[6]), the identified schemes usually are good candidates for practical SNR’s. Some

examples, with performance for practical SNR’s for the identified schemes, are shown

for the AWGN channel in chapter II.

C. Overview of Results

Our approach to study these problems has been to compute the achievable exponent

for different schemes and compare it with upper bounds that are obtained by assuming

that the transmitter knows the SNR and the fading realization. Most of the schemes

we study are layered source channel coding schemes, i.e., schemes in which the source

is first compressed in layers of rate Rs,i such that the distortion Di when the first i

layers are used for reconstruction is close to the minimum distortion corresponding to
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a source coding rate of
∑i

j=1 Rs,i. The source coded layers are then channel coded (a

different channel code assigned for each layer) and sent over the channel with higher

protection for lower layers. At the receiver, reconstruction is performed from all the

source coding layers that have been perfectly recovered. Note that these are joint

source channel coding schemes that are purely digital and that the separation based

scheme is a special case of these schemes.

Some observations and our key results are summarized below:

• For the problems studied in this dissertation, we found that layered source

channel coding schemes perform as well and better in some cases than all other

currently known joint source channel coding schemes.

• We proved that the largest achievable distortion SNR exponent of the AWGN

channel when the SNR is unknown at the transmitter is equal to the bandwidth

expansion b. This is also the optimal rate of decay when the SNR is known at

the transmitter and hence, for the AWGN channel, knowledge of SNR is not

required in order to be optimal in terms of the distortion SNR exponent.

• For the M×N MIMO L-block Rayleigh fading channel where the SNR is known

at the transmitter but the fading realization is unknown, we derived the optimal

distortion SNR exponent corresponding to two schemes - the Broadcast Scheme

(BS) and the Layered Scheme with Broadcast Layer at the end (LSBLEND),

and an achievable exponent for a third scheme called the Box scheme. These

exponents are currently the best known achievable exponent for this problem.

The schemes are shown to be optimal for b < (|N −M |+ 1)/ min(M, N) where

the exponent is min(M, N)b and for b > MNL2 where the exponent is MNL.

• For the M × N MIMO L-block Rayleigh fading channel where the SNR and
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the fading realization is not known at the transmitter we derive an achievable

distortion SNR exponent for a superposition scheme. This exponent coincides

with the exponent of the broadcast scheme which is the best superposition

scheme that depends on SNR. The scheme is hence the optimal superposition

scheme. Furthermore, for b < (|N −M | + 1)/ min(M,N) and for b > MNL2

it is also an optimal scheme. Hence, for these values of b, knowledge of SNR is

not necessary to be optimal in terms of the distortion SNR exponent.

• We defined the diversity versus decodable rate tradeoff that is useful for study-

ing digital data transmissions and specified some achievable tradeoffs for the

MIMO Rayleigh fading channel whose SNR is unknown at the transmitter. For

the MIMO Rayleigh fading channel, with this tradeoff, we were able to identify

a SNR and fading independent superposition scheme that has, in the high SNR

regime, nearly the same throughput as the optimal scheme where the transmit-

ter knows the fading and the SNR.

D. Organization of the Dissertation

Each chapter in this dissertation addresses problems that correspond to a particular

assumption on the channel model. Since readers might be interested in only a particu-

lar channel model, the chapters are written so that they are self-contained. In chapter

II we study the distortion SNR exponent corresponding to the AWGN channel. We

also study extensions of this problem to the case when performance guarantees are

required at a certain SNR in section H. In chapter III we study the distortion SNR

exponent for the Rayleigh fading MIMO channel where SNR is known at the trans-

mitter. The exponents for BS, LSBLEND, and Box scheme are derived for the quasi

static fading case in section D, E, and F respectively, while extensions of these results
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to the block fading case are presented in section G. In chapter IV we derive some

achievable distortion SNR exponent for the MIMO channels with schemes that do

not depend on SNR. The diversity versus decodable rate tradeoff which is used to

obtain the distortion SNR exponent is also defined and discussed here.
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CHAPTER II

DISTORTION SNR EXPONENT FOR THE AWGN CHANNEL

In this chapter we consider joint source channel coding schemes for the AWGN channel

with SNR unknown at the transmitter. We show that the achievable distortion SNR

exponent for the AWGN channel is equal to the bandwidth expansion b. We also

show that it is possible to be close to the optimal performance at some specified SNR

snr0 and still obtain a distortion SNR exponent of b. The results presented in this

chapter have appeared in [7, 8].

The chapter is organized as follows. We introduce the distortion SNR exponent

problem in section A. An upper bound on the exponent is derived in section B.

Prior work related to this problem is discussed in section C. The main results are

summarized in section D. The proposed scheme is described in section E and its

performance is analyzed in section F. Some examples are given in section G. In section

H we show how the scheme can be modified to meet certain distortion requirement at

snr0 and still obtain the optimal rate of decay at high SNR and finally we conclude

in section I.

A. Introduction and Problem Statement

In this chapter, we consider the problem of conveying K samples of a Gaussian

source over T uses of an AWGN channel with the minimum possible distortion. The

distortion measure of interest is the mean square error.

We assume that the signal-to-noise ratio (SNR), snr, of the channel is unknown

at the transmitter and known at the receiver. We are interested in schemes that

have the best asymptotic performance, i.e., with snr →∞. Corresponding to a fixed

bandwidth expansion b = T/K and a particular scheme S, we use DS(snr) to denote
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Encoder
Broadcast
Channel

Decoder 2

Decoder 1

f(y0, y1 | x)

X

Y0

Y1

Y0 = X + N0 Y1 = X + N1

Ŝ0

Ŝ1

S

Fig. 1. Two User Broadcast Problem. Ni ∼ N (0, 1/snri) and Di = E

[(
S − Ŝi

)2
]

for

i = 0, 1. snr1 > snr0.

the mean-square error when the SNR is snr. We define the distortion SNR exponent

of this scheme as

afixed
S (b) = − lim

snr→∞
log DS(snr)

log snr
. (2.1)

This implies that we can find a constant c such that DS(snr) ≤ c · snr−afixed
S (b). Our

aim is to characterize the distortion SNR exponent of the channel given by

afixed
∗ (b) = sup afixed

S (b) (2.2)

where the supremum is taken over all possible schemes S. We use the superscript

fixed to differentiate between the distortion SNR exponent of schemes that could

depend on the SNR which is discussed in chapter III with that for schemes that don’t

depend on SNR which is the case here.

In many applications, we require that the system meets a certain distortion

requirement at the minimum operating SNR and offers performance improvements

as the SNR increases. To model this requirement, we consider a generalization of the

distortion SNR exponent problem, the two user broadcast problem shown in Fig. 1.

In this setup, we have an AWGN broadcast channel with two users having an SNR

of snr0 and snr1 respectively with snr1 > snr0. We assume that snr0 is known at

the transmitter while snr1 is not known at the transmitter. We denote the achievable



12

distortion pair by D0 = D(snr0) and D1 = D(snr1) for the weak user and the strong

user respectively. For a specified distortion requirement at snr0, D0 ≤ d0, we are

interested in characterizing the distortion SNR exponent corresponding to D1.

B. Informed Transmitter Upper Bound

A simple upper bound on the exponent can be obtained by considering the case when

the SNR is available at the transmitter. In this case, Shannon’s separations theorem

applies, and hence separate source and channel coding is optimal. The maximum

channel coding rate supported by the channel is given by

Rc =
1

2
log2(1 + snr). (2.3)

Since we have T uses of the channel, we can convey at most T
2

log2(1 + snr) bits.

Therefore, the maximum source coding rate is

Rs =
T

2K
log2(1 + snr) =

b

2
log2(1 + snr). (2.4)

The distortion rate function DDRF (R) for the Gaussian source is DDRF (R) = 2−2R.

Hence, the minimum possible distortion is

Dmin(snr) = 2−2Rs =
1

(1 + snr)b
. (2.5)

If, for any scheme S, afixed
S (b) > b, then, at some high enough SNR, the distortion

obtained using scheme S will be lesser than Dmin which is impossible. Therefore,

afixed
∗ (b) ≤ b. (2.6)

We will refer to this bound as the informed transmitter upper bound since this bound

is obtained by informing the transmitter about the SNR.
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C. Prior Work

In [9], Ziv showed that for practical modulation schemes with peak power limita-

tions and some continuity constraints the mean-square error cannot decay faster than

1/snr2, i.e., afixed
∗ (b) ≤ 2.

Reznic, Feder, and Zamir [5] considered the problem of finding the achievable

distortion pair (D0, D1) for the two user broadcast problem. For the bandwidth

expansion case, i.e. with b > 1, for a scheme that is optimal at snr0, i.e., D0 =

Dmin(snr0), they showed that the distortion D1 cannot decay at a rate faster than

1/snr1.

In [10], Santhi and Vardy considered the problem of transmitting a uniform

source over the AWGN channel. They proposed a superposition scheme where each

superposition layer contained refinement information about the source. They showed

that the superposition scheme achieves a rate of decay of 1/(1 + snr)B for the mean-

square error, where B ≥ 1 is an integer. B is related to the bandwidth expansion

by the equation B = bR where R is the rate of a code used in their construction

and can be chosen to be any value between 0 and 1 such that B = bR is an integer.

Therefore, in this case, the MSE can be made to decay as 1/(1+snr)bbc. The informed

transmitter upper bound on the distortion SNR exponent for the uniform source is

also b and therefore for integer values of b the scheme in [10] achieves the optimal

exponent.

A special case of this problem, when the bandwidth expansion is 1, the optimal

scheme is to transmit the source samples on the channel after scaling them to meet

the power requirement [1]. This simple uncoded scheme achieves a distortion of

1/(1 + snr) without knowing the SNR, which is identical to that achievable with a

separation based scheme when the SNR is known at the transmitter. A generalized
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study of when uncoded schemes are optimal is performed in [2] where the authors

derive the necessary and sufficient conditions involving the source distribution, the

distortion measure, the channel cost function, and the channel conditional distribution

for uncoded transmissions to be optimal.

D. Main Results

We propose a layered joint source channel coding scheme where the layered channel

coding scheme is a superposition scheme. By deriving a suitable rate and power

allocation for this layered scheme we obtain the following results.

• For the superposition scheme we show that the exponent a(b) can be made

arbitrarily close to b which is also the upper bound. Therefore afixed
∗ (b) = b for

the AWGN channel.

– Extends results of [10] to the Gaussian source.

– Unlike in [10], the result derived here also applies for non-integer values of

b.

• For the two user broadcast problem, using the superposition coding scheme, we

can achieve D(snr0) ≤ αDmin(snr0) for any constant α > 1, and obtain a decay

rate arbitrarily close to 1/snrb
1 for D1. Therefore, afixed

∗ (b) = b.

E. Proposed Scheme : Layered Fixed Rate Scheme

A schematic of the proposed scheme is shown in Fig. 2. The scheme has two blocks.

The first block is a layered source coder in which the source is compressed in layers of

rates Rs,1, Rs,2, . . . , Rs,Ns . Let DL(i) denote the distortion when the reconstruction is

performed using the first i layers. For a successively refinable source it is possible to
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Fig. 2. Layered Fixed Rate Scheme.

compress in layers such that DL(i) is exactly equal to the DDRF (Rs,1+Rs,2+. . .+Rs,i).

Here, DDRF (R) denotes the distortion rate function, that is, the minimum achievable

distortion using any rate R source code. The Gaussian source with the mean square

error distortion measure is successively refinable and in this case DL(i) = 2−2
∑i

j=1 Rs,i .

Let mi denote the KRs,i bits in the ith source coding layer.

The second block is a superposition based channel coding scheme. The trans-

mitted signal X is chosen as

X =
Ns∑
i=1

√
PiXi (2.7)

where Xi is the codeword in a Gaussian codebook Ci of rate Rc,i that corresponds to

the message mi. Note that the codebook used for different superposition layers are

independent but have the same length T . The rate Rc,i should satisfy Rc,i = KRs,i/T

since the message mi from the ith source coding layer is used to select the codeword

transmitted in the ith superposition layer.

In our scheme, we choose Pi = γ−i+1 − γ−i with γ > 1 and Rc,i = Rc = 1
2
log 1+a

1+a/γ

for all i with a > 0. Hence we have Rs,i = Rs = b
2
log 1+a

1+a/γ
. We will also let Ns = ∞.

We assume that the decoding is performed using successive interference cancella-

tion. That is, the first layer is decoded by treating all other layers as additional noise.
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If the decoding is successful, its contribution is removed from the received signal and

the second layer is decoded by treating layers 3 to Ns as noise and so on. The source

is then reconstructed from the layers that were successfully recovered.

The motivation for choosing the rate and power allocation as specified is that

such a choice ensures that i superposition layers are decoded when the SNR is aγi.

F. Performance Analysis

Lemma F.1 For the superposition scheme with Pi = γ−i+1−γ−i, γ > 1, Rc,i = Rc =

log 1+a
1+a/γ

, and Ns = ∞, when the SNR is between aγi−1 and aγi, only the first i layers

are decoded.

We start by proving the following claim. The least SNR where the ith layer can be

decoded is snri = aγi−1 if we assume that the previous layers (layers 1 to i− 1) can

be decoded at snri. Since the ith layer is decoded by removing the contribution of

layers 1 to i − 1 from the received signal and by treating the layers i + 1 to Ns as

additional noise, the ith layer is decoded at snri if

Rc,i ≤ 1

2
log

(
1 +

snriPi

1 + snri

∑Ns

j=i+1 Pj

)

=
1

2
log

1 + snri

∑Ns

j=i Pj

1 + snri

∑Ns

j=i+1 Pj

(2.8)

= log
1 + aγi−1 · aγ−i+1

1 + aγi−1 · aγ−i
(2.9)

= log
1 + a

1 + a/γ
. (2.10)

Since Rc,i = Rc = 1+a
1+a/γ

, (2.10) is satisfied with equality, which also implies that snri

is the smallest SNR at which layer i can be decoded.

Now to complete the proof of the lemma, from the previous claim we see that

layer 1 is decoded at snr1 = a. Applying the claim for i = 2, we see that Layer 2
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can be decoded at snr2 = aγ provided that layer 1 can be decoded at snr2. Since

snr2 > snr1, this is indeed the case. Proceeding in this manner we see that layer i

can be decoded at aγi−1. This proves the lemma.

We have assumed in the above calculation that Ns = ∞. For the finite layers

case, the decoder is again guaranteed to recover i layers when the snr is between

aγi−1 and aγi but it may be able to recover more than i layers.

Theorem F.1 In the limit γ → 1, the superposition scheme satisfies

D(snr) ≤ (snr/a)−b a
a+1 (2.11)

The statement is trivially satisfied for snr < a since the distortion is always less than

the source variance.

For snr between aγi−1 and aγi, the decoder recovers i layers (Lemma F.1) which

corresponds to a source coding rate of iRs = ib
2

log 1+a
1+a/γ

. The corresponding distortion

is 2−2iRs . Therefore for aγi−1 ≤ snr < aγi we have

− log D(snr)

log(snr/a)
=

2iRs

log(snr/a)
(2.12)

≥ 2iRs

i log γ
(Since snr/a < γi) (2.13)

= b
log 1+a

1+a/γ

log γ
(2.14)

Applying the result for all i ≥ 1 we have for all snr > a

− log D(snr)

log(snr/a)
≥ b

log 1+a
1+a/γ

log γ
(2.15)
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In the limit γ → 1 we have

− log D(snr)

log(snr/a)
≥ lim

γ→1
b
log 1+a

1+a/γ

log γ
(2.16)

= lim
γ→1

b
− 1

1+a/γ
· −a

γ2

1/γ
(L’Hospital’s Rule) (2.17)

= b
a

a + 1
(2.18)

This proves the Theorem.

Theorem F.2 The distortion SNR exponent of the AWGN channel is afixed
∗ (b) = b.

For the superposition scheme afixed
S (b) = b a

a+1
. By choosing a large a we can make

afixed
S (b) approach b. Recall that the informed transmitter upper bound on the dis-

tortion SNR exponent (2.6) obtained by assuming that the signal-to-noise ratio is

known at the transmitter is also b. This proves the Theorem.

G. Examples

In Fig. 3 we plot log D against SNR for γ = 3.12. We see that the curve is like a

staircase. This happens since log D decreases by 2Rs when the SNR increases by a

factor of γ (SNR increases by 10 log10 γ dB). In Fig. 4 we plot distortion versus SNR

for different values of a while choosing γ = 1.01. In this case, the step size is so small

that we virtually get a straight line. We also see that as we increase a we get better

slopes but the curves also shift away from Dmin(snr). This matches the behavior

predicted by Theorem F.1.
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Fig. 5. Proposed Scheme for the Two User Broadcast Problem.

H. Broadcast Problem

In the following Theorem we consider the two user AWGN broadcast channel problem

and characterize the achievable distortion SNR exponent for the stronger user given

a desired distortion limit for the weaker user. That is, we characterize the maxi-

mum possible decay rate of D1, max limsnr1→∞− log D1

log snr1
, given that D0 = D(snr0) ≤

αDmin(snr0) = α · (1 + snr0)
−b. Note that α has to be greater than 1 for D(snr0) ≤

αDmin(snr0) to be possible.

Theorem H.1 For the two user broadcast problem, D1 can be made to decay as

1/snrb
1 while meeting the constraint D0 ≤ αDmin(snr0) for any α > 1.

Consider the transmitted signal to be

X =
√

P0x0 +
√

1− P0x1 (2.19)

where x0 contains information for the weaker user and x1 =
∑√

PiXi is the transmit-

ted signal similar to that in the superposition scheme proposed earlier. The encoder

uses a successively refinable source coder and maps the information to the codebook

corresponding to x0 followed by the layers in x1. The decoder uses successive inter-

ference cancellation to decode the layers and decodes in the order x0, X1, X2, and so

on.
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The maximum rate supported in Layer 0 when SNR is snr0 is Rc,0 = 1
2
log(1 +

P0snr0

snr0(1−P0)+1
). This corresponds to a source coding rate of Rs,0 = bRc,0. For the

distortion D0 ≤ αDmin(snr0), we have 2−2Rs,0 ≤ αDmin(snr0). Therefore,

2−2bRc,0 ≤ α

(1 + snr0)b
(2.20)

⇒
(

1 +
P0snr0

1 + snr0(1− P0)

)−b

≤ α

(1 + snr0)b
(2.21)

⇒ 1 + snr0(1− P0) ≤ α1/b (2.22)

⇒ 1− P0 ≤ α1/b − 1

snr0

. (2.23)

We choose P0 to be max(0, 1 − α1/b−1
snr0

). For values of α that lead to P0 = 0, i.e.,

α > (1 + snr0)
b, the constraint on D0 is trivially satisfied. For α < (1 + snr0)

b, with

the specified choice of P0, D0 = αDmin(snr0).

The channel coding rate for the layers in x1 are chosen identical to that used

for the superposition scheme specified in section E, Rc,i = 1
2
log 1+a

1+ a
γ
. If the SNR of

the stronger user, snr1, is aγi−1/(1−P0), then the receiver can decode x0, X1, . . . , Xi

provided that Layer 0 can be decoded at this SNR, equivalently aγi−1/(1−P0) > snr0.

In this case, the decoder recovers a source coding rate R0 + iRs. We can then show

that in the limit γ → 1, for snr > max(a/(1− P0), snr0) we have

D(snr) ≤ αDmin(snr0)((1− P0)snr/a)−b a
a+1 . (2.24)

Note that for snr < snr0, D(snr) = 1, and for snr between snr0 and max(a/(1 −
P0), snr0), D(snr) ≤ αDmin(snr0).

In the high SNR regime, we can make D(snr) decay at a rate arbitrarily close

to snr−b by choosing a sufficiently large a. This therefore proves the Theorem.

This theorem implies that we can get arbitrarily close to the optimal distortion

at any specified SNR, snr0, while still getting a rate of decay arbitrarily close to



23

0 10 20 30 40 50 60
10

−12

10
−10

10
−8

10
−6

10
−4

10
−2

10
0

SNR in dB

D
is

to
rt

io
n

Distortion vs. SNR b = 2, a = 10, γ = 1.2

Proposed Scheme α = 1.1

Proposed Scheme α = 3

Proposed Scheme α = 10

Proposed Scheme α = ∞
D

min
(snr)

snr
0
 = 15 dB

Fig. 6. D(snr) vs snr for the Two User Broadcast Problem with SNR of Weaker User

snr0 = 15dB.

b. This contrasts sharply with the results in [5] where the authors showed that if

D0 = Dmin(snr0) then D1 cannot decay at a rate faster than 1/snr1.

The distortion obtained using the superposition scheme for the AWGN broadcast

channel with b = 2 is shown in Fig. 6. We see that the superposition scheme has a

rate of decay quite close to 2 which is the best possible decay rate. We also see that

it is possible to be very close to the minimum possible distortion for the weaker user

and still achieve a decay rate close to the optimal decay rate for the stronger user.
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I. Concluding Remarks

We presented a simple superposition scheme that achieves the optimal distortion

SNR exponent of b for the AWGN channel with a bandwidth expansion factor of b.

This extends the results of [10] to the Gaussian source and to non-integer values of

bandwidth expansion. The improvement on the earlier results by Ziv was obtained

by removing the constraints on the encoder. We also showed that for the two user

broadcast problem, it is possible to be arbitrarily close to the optimal distortion for

the weaker user and still obtain a distortion SNR exponent of b for the stronger user.

We believe that the results by Reznic et al. were pessimistic since they required the

distortion of the weaker user to be exactly equal to its optimal value.
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CHAPTER III

DISTORTION SNR EXPONENT FOR THE MIMO CHANNEL WITH SNR

KNOWN AT THE TRANSMITTER

In this chapter we find achievable distortion SNR exponent for the block fading MIMO

Rayleigh fading channel when the SNR is known at the transmitter. We study three

different layered schemes namely the broadcast scheme (BS), the layered scheme

with broadcast layer at the end (LSBLEND), and the box scheme. We show that

the achievable exponent obtained using these schemes is better than the exponents

reported in literature so far and that these schemes are optimal for certain range of

the bandwidth expansion factor. The results reported in this chapter have appeared

in [11, 12].

The chapter is organized as follows. We introduce the problem in Section A and

discuss related prior work in section B. The main results presented in this chapter are

summarized in section C. Achievable exponents for the three schemes BS, LSBLEND,

and Box scheme are derived in section D, E, and F respectively for the MIMO quasi

static fading case. Extensions of these results to the block fading case are discussed in

section G. Some examples are shown in section H after which we conclude in section

I.

A. Introduction and Problem Statement

In this chapter we consider the problem of transmitting K samples of a complex

Gaussian source in T = bK uses of an M × N MIMO channel with block fading

where b, the bandwidth expansion factor, is the ratio of the channel bandwidth to
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the source bandwidth. The channel is given by

yt =

√
ρ

M
HdLt

T
ext + wt, t = 1, . . . , T (3.1)

where: T is the duration (in channel uses) of the transmitted block; Hl ∈ CN×M ,

l = 1, . . . , L, is the channel matrix for (l−1)T
L

< t ≤ lT
L

containing random i.i.d.

elements hl
i,j ∼ CN (0, 1) (Rayleigh independent fading). The channel matrix for

different blocks are independent; xt is the transmitted signal at time t; the trans-

mitted codeword, X = [x1, . . . ,xT ], is normalized such that tr(E[XHX]) ≤ MT ;

wt ∼ CN (0, IM×M) is additive white Gaussian noise; ρ denotes the Signal-to-Noise

Ratio (SNR), defined as the ratio of the average received signal energy per receiving

antenna to the noise per-component variance. We also define m = min{M, N} and

n = max{M, N}.
In this chapter we assume that the SNR ρ is known at the transmitter and the

receiver while the channel state information H is known only at the receiver. When

the channel state information is available at both the transmitter and the receiver,

Shannon’s separation theorem applies and separate source and channel coding is

optimal. However, when the channel state information is available only at the receiver,

the separation theorem fails and the optimal scheme requires joint source and channel

coding.

Consider a family of joint source-channel coding schemes SC = {SC(ρ)} corre-

sponding to a bandwidth expansion factor of b, where SC(ρ) denotes the scheme that

operates at SNR ρ. Corresponding to the coding scheme SC(ρ), let DSC(ρ) denote

the mean square error distortion averaged over the source, the noise, and the channel

realization. The distortion SNR exponent of the family is defined as the limit

aSC(b) = − lim
ρ→∞

log DSC(ρ)

log ρ
. (3.2)
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The distortion SNR exponent of the channel, denoted by a?(b), is the supremum of

aSC(b) over all possible coding families. We are interested in characterizing a?(b) for

the block fading MIMO channel.

B. Prior Work

The diversity multiplexing tradeoff [6] is closely related to the problem considered

here. In [6], Zheng and Tse consider the problem of transmitting digital information

over a MIMO fading channel. For a family of coding schemes C = {C(ρ)} whose rate

grows as r log ρ, where r is referred to as the multiplexing rate, the diversity order of

the family is defined as the limit

dC(r) = − lim
ρ→∞

log Pe(ρ)

log ρ
(3.3)

where Pe(ρ) denotes the probability of decoding error corresponding to the coding

scheme C(ρ). The diversity order of the channel, d∗(r), is the supremum of dC(r)

taken over all possible coding families. In [6], for the Rayleigh fading channel, the

diversity order was determined to be

d∗(r) = (M − k)(N − k)− (M + N − 1− 2k)(r − k) (3.4)

where k = brc for 0 < r < m and 0 for r > m.

The distortion SNR exponent problem has been considered previously by many

researchers in [13–24]. Distortion SNR exponent was first defined by Laneman et

al. in [22]. In [22–24] the authors compared the performance of two schemes for

parallel fading channels (a) a separation based scheme and (b) a multiple description

based scheme where the message sent on each channel corresponded to a description.

If the multiplexing rate of the channel code is low the probability of outage is low.
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However, the corresponding quantization error is large. When the multiplexing rate

is increased quantization error decreases but outage probability increases. For these

schemes, the optimal multiplexing rate is chosen such that it maximizes the distortion

SNR exponent. Goldsmith and Holliday [20, 21] considered a separation based scheme

for the MIMO channel and derived the optimal operating point (multiplexing rate of

the channel code) that maximizes the distortion SNR exponent.

An upper bound on a?(b) was derived by Caire and Narayanan [13–15] and

by Gunduz and Erkip [16–19] by assuming that the transmitter is informed of the

channel realization H = {H1, . . . ,HL}. In this case, Shannon’s separation theo-

rem applies and the optimal distortion is given by D(H) = 2−bR(H) where R(H) =

1
L

∑
l log det(I + ρ

M
HlH

H
l ). The distortion SNR exponent is then the exponent cor-

responding to EH[D(H)]. This has been computed in closed form for the Rayleigh

fading channel in [13–19] and is given by

a∗(b) ≤
m∑

i=1

min(b, (2i− 1 + n−m)L). (3.5)

Note that this is an upper bound and is not known to be achievable. We refer to this

bound as the informed transmitter upper bound.

The schemes by Laneman et al. [22–24] and Goldsmith and Holliday [20, 21] are

far away from the informed transmitter upper bound. In [13–15], two hybrid digital

analog (HDA) scheme were proposed for b < 1/m and b > 1/m. For b < 1/m,

in the HDA scheme, the transmitted signal was chosen to be a superposition of an

analog layer with a digital layer. The analog layer is formed by a fraction mb of the

source symbols. The remaining source symbols were quantized and transmitted in

the digital layer. The scheme was shown to achieve the upper bound for b < 1/m. For

b > 1/m, the HDA scheme involved transmitting in two “time” layers (i.e., two layers

multiplexed in time). A digital layer of bandwidth b− 1/m (T −K/m channel uses)
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was used to transmit the quantized source and the quantization error was transmitted

in an analog layer of bandwidth 1/m. This scheme improved on the exponent obtained

by the separation based scheme. However, the gap to the upper bound was still large.

In [16, 17, 19], Gunduz and Erkip proposed a hybrid layering scheme (HLS) that

improved on the exponent obtained by the HDA scheme for b > 1/m by allowing for

multiple digital time layers instead of the single digital layer of the HDA scheme. They

also proposed a broadcast scheme (BS) that involved transmitting a superposition of

several digital layers. For the L = 1 case, the broadcast scheme was shown to achieve

an exponent of MN for b > MN which overlaps with the upper bound and is hence

optimal. In this case, for the region 1/m < b < MN , a characterization of the best

achievable distortion SNR exponent is not available. The best known exponents prior

to those reported in this chapter are obtained by the hybrid layering scheme and

broadcast strategy of Gunduz and Erkip [17]. In [18], Gunduz and Erkip considered

the broadcast scheme for parallel channels which corresponds to M = N = 1 and

L > 1 in our model and they showed that the broadcast scheme achieves an exponent

of L for b > L2 and is hence optimal. Note that throughout this paper we refer to a

superposition coding scheme as a broadcast scheme.

In other related work, Dunn and Laneman [25] consider the distortion to be of

the form

D ≈ C(b) log(bρ)pρ−a(b) (3.6)

and compare several schemes using this approximation.

C. Main Results

The main results presented in this chapter are summarized below.

1. We fully characterize the exponent achievable by any broadcast (superposition)
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scheme. An achievable exponent and the corresponding rate and power alloca-

tion are specified in Theorem D.1. In Theorems D.2 and D.3, we show that no

broadcast scheme can outperform the scheme in Theorem D.1.

2. We show that the broadcast scheme in [17] when used with a different power

and rate allocation than that specified in [17] achieves the optimal exponent mb

for b < n−m+1
m

.

3. The broadcast scheme with the proposed power and rate allocation policy

achieves the optimal exponent of MNL for b > MNL2. Special cases of this

result have been derived in [17] for the L = 1 case and in [18] for M = N = 1.

4. The proposed power and rate allocation policy for the broadcast scheme be-

comes identical to that specified in [17] for MNL − (M + N − 1)L < b <

MNL− (M + N − 1)(L− 1). For other b < MNL2 the distortion SNR expo-

nent obtained is larger than the broadcast scheme exponent of [17].

5. We propose a time layering scheme in which the last time layer is a broadcast

layer, i.e, the last time layer is a superposition of several layers. The distor-

tion SNR exponent obtained using this scheme is shown to be better than the

exponent obtained using the HLS scheme of [17]. We refer to this scheme as

LSBLEND as an abbreviation for Layered Scheme with a Broadcast Layer at

the end.

6. We also propose a layering strategy, termed the Box scheme, which generalizes

BS and LSBLEND proposed in this chapter and the strategies considered earlier

in [13, 17] by allowing for superposition and time layers simultaneously. All

previously known schemes are special cases of the Box scheme and hence the

Box scheme performs at least as well as these schemes. However, the optimal
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Fig. 7. Broadcast Scheme.

distortion SNR exponent for the Box scheme is difficult to obtain. We present a

suboptimal algorithm to compute an achievable distortion SNR exponent. The

scheme with the suboptimal algorithm is shown to outperform all previously

known schemes, including BS and LSBLEND, for some range of b, whereas, for

the considered examples, they are at least as good as previously known schemes

for all b.

D. Digital Layering Using Superposition Only

1. Proposed Scheme

Consider the broadcast scheme shown in Fig. 7. The scheme has Ns superposition

layers with the ith superposition layer being assigned a power level of ργi−1 − ργi

where ρ is the signal-to-noise ratio and γi ≥ 0 is a decreasing sequence with γ0 = 1.

The source is compressed into Ns layers such that it is successively refinable. The

source coding rate in the ith refinement layer is Tri log ρ
K

= bri log ρ. Therefore, if a

receiver estimates the source using the first J layers the resulting distortion would

be 2−
∑J

i=1 bri log ρ = ρ−b
∑J

i=1 ri . The ith refinement layer is transmitted in the ith

superposition layer. Since Tri log ρ bits have to be transmitted in T uses of the
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channel, the resulting channel coding rate corresponding to the transmission in the ith

broadcast layer is ri log ρ. For mathematical convenience in deriving the expressions,

we will assume that in the last layer (layer Ns + 1) the remaining power of ργNs is

used to transmit Gaussian noise. Therefore, γNs+1 = 0 and rNs+1 = 0. The channel

codes used in the broadcast layers are assumed to achieve the diversity multiplexing

tradeoff [6] corresponding to that layer. Here achieving the diversity multiplexing

tradeoff refers to achieving an error probability that decays as ρ−d(r) with a coding

rate that grows as r log ρ, where d(r) is the optimal diversity multiplexing tradeoff

function corresponding to that layer.

At the receiver, the decoder attempts to decode as many layers as it can using

successive interference cancellation starting from the first layer. That is, it decodes

layer 1 by treating the signal transmitted in layers 2 to Ns as noise. On successful

decoding it removes the contribution of layer 1 from the received signal and repeats

the process for layer 2 and so on. It then makes an estimate of the source using all

the layers it is able to decode.

2. Diversity Multiplexing Tradeoff for the Layers in the Broadcast Scheme

To compute the distortion SNR exponent of the broadcast scheme, we first charac-

terize the diversity multiplexing tradeoff of the broadcast scheme in the following

lemma.

Lemma D.1 If the multiplexing gain in the ith layer of the broadcast scheme is

ri = k(γi−1−γi)+ δ where k ∈ {0, 1, . . . , m−1} and 0 ≤ δ < γi−1−γi, γi−1 > γi ≥ 0,

then, the achievable diversity in the ith layer of the broadcast scheme, assuming that

the message transmitted in the previous layers is available at the receiver, is given by

d?(ri, γi−1, γi) = (m− k)(n− k)γi−1 − (m + n− 1− 2k)δ. (3.7)
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That is, if

X =
1√
ρ

(
Ns∑
i=1

√
(ργi−1 − ργi)Xi +

√
ργNs N1

)
, (3.8)

where Xi, N1 ∼ CN (0, IM×M), is transmitted over a MIMO channel Y =
√

ρ
M

HX +

N , then the probability of the outage event

Ai = {H : I(Xi; Y |H = H, X1, . . . Xi−1) < ri log ρ} (3.9)

is given by P (Ai)
.
= ρ−d?(ri,γi−1,γi). (Here A

.
= B is used to denote that A and B

are equal in exponential order, i.e., limρ→∞
log A
log ρ

= limρ→∞
log B
log ρ

.) Note that the term

√
ργNs N1 in X is the Gaussian noise transmitted in layer Ns + 1 and is introduced

for mathematical convenience. It should not be confused with noise from the channel.

We have

P (Ai) = P

(
log

det(I + 1
M

ργi−1HHH)

det(I + 1
M

ργiHHH)
< ri log ρ

)
. (3.10)

Let λ1, . . . , λm denote the non-zero ordered eigenvalues of HHH with λ1 ≤ λ2 ≤ . . . ≤
λm. As in [6], let αj = − log λj

log ρ
. Therefore, α1 ≥ α2 ≥ . . . ≥ αm. Then

P (Ai) = P

(
log

m∏
j=1

1 + 1
M

ργi−1−αj

1 + 1
M

ργi−αj
< ri log ρ

)
. (3.11)

At high SNR, we obtain P (Ai)
.
= P (A′) where

A′ =

{
α :

m∑
j=1

(γi−1 − αj)
+ −

m∑
j=1

(γi − αj)
+ < ri

}
. (3.12)

Starting from Lemma 3 of [6] and following in the footsteps of [6] we obtain

P (A′) =

∫

A′
p(α)dα

.
=

∫

A′∩α+

m∏
j=1

ρ(2j−1+n−m)αjdα (3.13)
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for the Rayleigh fading channel. Therefore the outage probability is given by P (Ai)
.
=

ρ−d?(ri,γi−1,γi) where

d?(ri, γi−1, γi) = inf
A′∩α+

m∑
j=1

(2j − 1 + n−m)αj. (3.14)

For ri = k(γi−1 − γi) + δ where k ∈ [0, 1, . . . , m − 1] and 0 ≤ δ < γi−1 − γi, the

infimum in (3.14) occurs when α = α∗ where

α∗j =





γi−1, 1 ≤ j < m− k;

γi−1 − δ, j = m− k;

0, m− k < j ≤ m.

(3.15)

Substituting α∗ in (3.14) we obtain

d?(ri, γi−1, γi)

=

(
m−k−1∑

j=1

(2j − 1 + n−m)

)
γi−1 + (2(m− k)− 1 + n−m) (γi−1 − δ)

=

(
m−k∑
j=1

(2j − 1 + n−m)

)
γi−1 − (2(m− k)− 1 + n−m) δ

= (m− k)

(
2
m− k + 1

2
− 1 + n−m

)
γi−1 − (m + n− 1− 2k)δ.

This then gives the desired result.

Note that the probability of the outage event Ai discussed in lemma D.1 is

different from (a) the outage probability of layer i and (b) the outage probability of

layer i given layers 1 to i − 1 are decoded. Rather, it is the probability of outage

of layer i with a genie aided decoder where the genie provides the signal that is

transmitted in layers 1 to i− 1.

We will refer to the rate of decay of P (Ai) with ρ, i.e., limρ→∞
log P (Ai)

log ρ
=

d∗(ri, γi−1, γi), as the diversity of layer i. In Fig. 8, as an example, the diversity
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Fig. 8. Diversity Multiplexing Tradeoff Corresponding to a Broadcast Layer with

γi−1 = 1 and γi = 0.6 for a 3× 4 MIMO System.

multiplexing tradeoff corresponding to a superposition layer in the broadcast scheme

is plotted. Note that it is discontinuous.

Note that the diversity multiplexing tradeoff of Zheng and Tse [6] specified in

(3.4) corresponds to the case when γi−1 = 1 and γi = 0. From Lemma D.1 and (3.4)

we can verify that d∗(ri, 1, 0) = d∗(ri). To keep the notation brief, in such cases, we

will use d∗(ri) in place of d∗(ri, 1, 0).

3. Achievability

The broadcast scheme considered in [17] used ri = γi−1− γi and optimized the power

allocation, γi’s, in order to maximize the distortion SNR exponent. With this rate

and power allocation, the resulting scheme had a distortion SNR exponent equal to

min(b,MN). We show that by using a different rate and power allocation than that
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specified in [17], we can obtain the optimal exponent of mb for any b < n−m+1
m

. Notice

that in this region the broadcast scheme with the rate and power allocation specified

in [17] performs quite poorly. Our main result in this section is the following theorem.

Theorem D.1 The broadcast scheme achieves a distortion SNR exponent of (k+1)b,

k ∈ {0, 1, . . . , m − 1} for (M−k−1)(N−k−1)
k+1

< b < (M−k)(N−k)
k+1

with power and rate

allocation

γi =

(
b(k + 1)− (M − k − 1)(N − k − 1)

(M − k)(N − k)− (M − k − 1)(N − k − 1)

)i

(3.16)

and

ri = (k + 1)(γi−1 − γi)− ε (3.17)

for arbitrarily small ε > 0.

The distortion is given by

D =
Ns∑
i=1

P (Layer 1 to i− 1 decoded, layer i decoding failed)Di+

P (All layers decoded)DNs+1 (3.18)

where Di is the distortion when only the first i−1 layers are used for reconstructing the

source. If the layers 1, . . . , i−1 can be decoded, a source coding rate of b
∑i−1

j=1 rj log ρ

can be obtained. Therefore Di = ρ−b
∑i−1

j=1 rj .

We have

P (Layer 1, . . . , i− 1 decoded, layer i decoding failed)

= P (Layer 1, . . . , i− 1 decoded, layer i decoding failed | X1, . . . , Xi−1

available to decode layer i)

≤ P (Layer i decoding failed | X1, . . . , Xi−1 available to decode layer i)

.
= ρ−d?(ri,γi−1,γi). (3.19)
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If d?(ri, γi−1, γi) > 0 for all i, then,

P (All layers decoded)

= 1−
∑

i

P (Layer 1, . . . , i− 1 decoded, layer i decoding failed)
.
= ρ0. (3.20)

From (3.18), (3.19), and (3.20) we have

D
.
=

Ns∑
i=1

ρ−(b
∑i−1

j=1 rj+d∗(ri,γi−1,γi)) + ρ−b
∑Ns

i=1 ri . (3.21)

Let

a(i) = b

i−1∑
j=1

rj + d∗(ri, γi−1, γi) (3.22)

be the exponent corresponding to the case when the ith layer is in outage and a(Ns +

1) = b
∑Ns

i=1 ri the exponent when all layers are decoded. From (3.21), the distortion

SNR exponent for the broadcast scheme is

aBS(b) = max
r,γ

min
i

a(i). (3.23)

In the following proof, we fix ri = (k + 1)(γi−1 − γi) − ε and optimize the power

allocation γi’s for i = 1 to Ns in order to maximize the exponent. Note that γ0 = 1.

In section 1 of the Appendix, using the Karush-Kuhn-Tucker (KKT) conditions,

it is proved that for b > (M−k−1)(N−k−1)
k+1

the optimal exponent is obtained when all

the exponents a(i) are equal provided that the resulting solution satisfies γi > γi+1

for all i and γNs > 0.

In order for a(i) = a(i + 1), from (3.22) we have

d∗(ri, γi−1, γi) = bri + d∗(ri+1, γi, γi+1). (3.24)
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Since ri is chosen to be (k + 1)(γi−1 − γi)− ε, from (3.7) we have

d∗(ri, γi−1, γi) = (M − k)(N − k)γi−1 − (M + N − 1− 2k)(γi−1 − γi − ε). (3.25)

Substituting from (3.25) in (3.24) and using ri = (k + 1)(γi−1 − γi) we have

(M − k)(N − k)γi−1 − (M + N − 1− 2k)(γi−1 − γi)

= b(k + 1)(γi−1 − γi) + (M − k)(N − k)γi − (M + N − 1− 2k)(γi − γi+1) + O(ε).

On simplifying we obtain

(γi − γi+1) = α(γi−1 − γi) + O(ε) (3.26)

where

α =
b(k + 1)− (M − k − 1)(N − k − 1)

M + N − 1− 2k
. (3.27)

We can use (3.26) recursively to obtain

γi − γi+1 = αi(γ0 − γ1) + O(ε) = αi(1− γ1) + O(ε). (3.28)

Therefore,

1− γi =
i∑

j=1

(γj−1 − γj) =
i∑

j=1

αj−1(1− γ1) + O(ε) =
1− αi

1− α
(1− γ1) + O(ε). (3.29)

Furthermore, if b
∑Ns

j=1 rj = a(1), we have

b

Ns∑
j=1

(k + 1)(γj−1 − γj) = (M − k)(N − k)− (M + N − 1− 2k)(1− γ1) + O(ε)

⇒ b(k + 1)
1− αNs

1− α
(1− γ1) = (M − k)(N − k)− (M + N − 1− 2k)(1− γ1) + O(ε)

⇒ (1− γ1) =
(M − k)(N − k)(1− α)

b(k + 1)(1− αNs) + (M + N − 1− 2k)(1− α)
.
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From (3.27) we have

(1− γ1) =
(M − k)(N − k)(1− α)

(M − k)(N − k)− b(k + 1)αNs
. (3.30)

From (3.29)

(1− γi) =
(M − k)(N − k)(1− αi)

(M − k)(N − k)− b(k + 1)αNs
(3.31)

γi =
(M − k)(N − k)αi − b(k + 1)αNs

(M − k)(N − k)− b(k + 1)αNs
. (3.32)

Consider the case when 0 ≤ α ≤ 1, i.e., when (M−k−1)(N−k−1)
k+1

≤ b ≤ (M−k)(N−k)
k+1

.

Since 1 ≥ αi and since (M − k)(N − k)/(b(k + 1)) > 1 > αNs , from (3.31) it follows

that γi ≤ 1. From (3.32), since (M − k)(N − k)/(b(k + 1)) > 1 > αNs−i, we have

γi ≥ 0 and we also observe that γi is a decreasing sequence in i. Therefore, this a

valid power allocation.

The resulting exponent is b(k +1) (M−k)(N−k)(1−αNs )
(M−k)(N−k)−b(k+1)αNs and on taking the limit as

Ns →∞ we obtain b(k + 1).

For the region (M−k)(N−k)
k+1

≤ b ≤ (M−k)(N−k)
k

, Theorem D.1 does not specify

any achievable exponent. But notice that the exponent corresponding to both b =

(M−k)(N−k)
k+1

and b = (M−k)(N−k)
k

is (M − k)(N − k). For this region, we can ignore

the additional bandwidth b− (M−k)(N−k)
k+1

and use a power allocation corresponding to

b = (M−k)(N−k)
k

to achieve an exponent of (M − k)(N − k). The resulting achievable

distortion SNR exponent curve is continuous and is flat in the region (M−k)(N−k)
k+1

≤
b ≤ (M−k)(N−k)

k
for k = 1 to m− 1. and for b > MN .

Corollary D.1 The optimal distortion SNR exponent for b < (n−m + 1)/m is mb.

The result is obtained by comparing the upper bound in (3.5) with the achievable

exponent specified in Theorem D.1 for the case when k = (m− 1).



40

4. Converse

For b < (n−m+1)/m and b > mn, BS achieves the optimal exponent (it matches the

informed transmitter upper bound) and hence the power and rate allocation specified

in Theorem D.1 is optimal. For the region between these two values, the next two

results prove that the exponent achieved in Theorem D.1 is the optimal exponent

achievable by any superposition (broadcast) scheme. This is shown by finding an

upper bound to the exponent of any superposition scheme, for any power allocation

and number of layers, that matches the achievable exponent of Theorem D.1. This

also calls for schemes that are not based on superposition alone in order to improve

on the achievable exponent in this region (discussed in the next sections).

Theorem D.2 For b ≤ (M−k)(N−k)
k

, the distortion SNR exponent of the broadcast

scheme satisfies aBS(b) ≤ (M − k)(N − k).

Recall that the exponent of the broadcast scheme is given by aBS(b) = mini a(i) where

a(i) is as specified in (3.22).

Let us fix b and k such that (M − k)(N − k)/k ≥ b. Let us assume that there

exists a power and rate allocation such that the exponent aBS(b) > (M − k)(N − k).

Then, since aBS(b) = mini a(i), for all i from 1 to Ns + 1 we must have a(i) >

(M − k)(N − k). As before, without loss of generality, let the rate used in the ith

layer be ri = ki(γi−1 − γi) + δi, for some integer ki and 0 ≤ δi < γi−1 − γi. We will

now show that if aBS(b) > (M − k)(N − k) were to be true, then ki < k for all i.

The gist of the proof is as follows. If, to the contrary, ki ≥ k for some i, then

there must be a smallest value of i (say i∗) for which this is true. That is, there must

be an i∗ ≥ 1, for which ki∗ ≥ k and ki ≤ k − 1 for all i = 1 to i∗ − 1. We will now

show that a(i∗) cannot be larger than (M − k)(N − k).
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We have

a(i∗) = b

i∗−1∑
i=1

ri + d∗(ri∗ , γi∗−1, γi∗) (3.33)

Since, ri = ki(γi−1 − γi) + δi, clearly ri ≤ (ki + 1)(γi−1 − γi). Therefore,

a(i∗) ≤ b

i∗−1∑
i=1

(ki + 1)(γi−1 − γi) + d∗(ri∗ , γi∗−1, γi∗)

≤ b

i∗−1∑
i=1

(k)(γi−1 − γi) + d∗(ri∗ , γi∗−1, γi∗) (∵ ki ≤ k − 1, for i < i∗)

= bk(1− γi∗−1) + d∗(ri∗ , γi∗−1, γi∗)

≤ (M − k)(N − k)(1− γi∗−1) + d∗(ri∗ , γi∗−1, γi∗)

(
∵ b ≤ (M − k)(N − k)

k

)

≤ (M − k)(N − k)(1− γi∗−1) + (M − ki∗)(N − ki∗)γi∗−1 (∵ δi∗ ≥ 0)

≤ (M − k)(N − k)(1− γi∗−1) + (M − k)(N − k)γi∗−1 (∵ ki∗ ≥ k)

= (M − k)(N − k).

For aBS(b) > (M − k)(N − k), we require a(i) > (M − k)(N − k),∀i and, hence,

we must have that ki ≤ k−1, for all i = 1, . . . , Ns. This implies that ri ≤ k(γi−1−γi).

But, in this case,

a(Ns + 1) = b

Ns∑
i=1

ri ≤ bk(1− γNs) ≤ (M − k)(N − k).

Therefore, our assumption that aBS(b) can be greater than (M − k)(N − k) for

b < (M − k)(N − k)/k is not valid. Hence proved. As pointed out in the discussion

after Theorem D.1, the achievable exponent for (M − k)(N − k)/(k + 1) ≤ b ≤
(M −k)(N −k)/k is (M −k)(N −k). This combined with the upper bound specified

in Theorem D.2 proves that this is the best achievable exponent using any broadcast

scheme for this range of b.

Theorem D.3 For b > (M − k− 1)(N − k− 1)/(k +1) the distortion SNR exponent

of the broadcast scheme satisfies aBS(b) ≤ b(k + 1).
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Recall that the exponent of the broadcast scheme is given by aBS(b) = mini a(i) where

a(i) is as specified in (3.22). The idea of the proof is similar to that in the proof of the

previous theorem. Again we fix b and k such that b > (M−k−1)(N−k−1)/(k+1).

Let us assume that there exists a power and rate allocation policy such that aBS(b) >

b(k + 1). Let the rate allocation be ri = ki(γi−1 − γi) + δi as before.

Similar to the proof in the previous theorem, we start by showing that ki ≤ k

for all i. As before, let i∗ ≥ 1 be such that ki ≤ k for i = 1 to i∗ − 1 and ki∗ ≥ k + 1.

We have

a(i∗) = b

i∗−1∑
i=1

ri + d∗(ri∗ , γi∗−1, γi∗)

≤ b(k + 1)(1− γi∗−1) + (M − ki∗)(N − ki∗)γi∗−1

(∵ ri ≤ (ki + 1)(γi−1 − γi) ≤ (k + 1)(γi−1 − γi) for i < i∗)

≤ b(k + 1)(1− γi∗−1) + (M − k − 1)(N − k − 1)γi∗−1 (∵ ki∗ ≥ k + 1)

= b(k + 1)− γi∗−1(b(k + 1)− (M − k − 1)(N − k − 1))

≤ b(k + 1) (∵ b > (M − k − 1)(N − k − 1)/(k + 1)).

This contradicts the assumption that aBS(b) > b(k + 1). Therefore, the only other

possibility is that ki ≤ k for all i. In this case too, a(Ns + 1) = b
∑Ns

i=1 ri ≤ b(k + 1)

which implies that the assumption aBS(b) > b(k + 1) is incorrect. Hence proved.

Note that for (M − k− 1)(N − k− 1)/(k + 1) ≤ b ≤ (M − k)(N − k)/(k + 1) the

achievable exponent in Theorem D.1 is also b(k +1). Hence, Theorem D.1 along with

Theorems D.2 and D.3 fully characterize the exponent achievable with any broadcast

scheme.
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5. Finite Number of Layers

In practice it is not possible to have infinitely many layers and it is important to

study the performance of the broadcast scheme with a finite number of layers. The

problem of finding the optimal distortion SNR exponent for a finite number of layers

can be posed as the following optimization problem.

max a (3.34)

subject to: for all i ∈ {1, 2, . . . , Ns}

γi ≥ 0, δi ≥ 0, ri ≥ 0, ki ∈ {0, 1, . . . , m− 1},

γi−1 > γi, γ0 = 1,

δi < γi−1 − γi,

ri = ki(γi−1 − γi) + δi,

a ≤ b

i−1∑
j=1

rj + (m− ki)(n− ki)γi−1 − (m + n− 1− 2ki)δi,

a ≤ b

Ns∑
j=1

rj.

For a fixed set of ki’s this reduces to a linear program. For small Ns, the optimum

exponent can be found by using the linear program for all mNs choices of ki’s .

In Fig. 9 and Fig. 10, the distortion SNR exponent corresponding to the broad-

cast scheme proposed in Theorem D.1 is shown for a 3×4 and a 3×6 MIMO system.

The optimal distortion SNR exponent corresponding to the broadcast scheme with 10

layers is also shown. We see that the exponent with finite layers is very close to the

best achievable distortion exponent of the broadcast scheme for all b and the curves

overlap for a large range of b. Also as proved in Theorem D.2 and D.3, the distortion

exponent with finite layers does not improve on the achievable exponent specified in

Theorem D.1.
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Fig. 11. Layered Schemes with Broadcast Layer at the End (LSBLEND).

E. Layering in Time with One Broadcast Layer at the End

Consider the scheme shown in Fig. 11. For b > bk = (m − k)(n − k)/(k + 1),

k ∈ {1, . . . ,m}, a bandwidth of b−bk is allocated for time layering and the remaining

bandwidth of bk is allocated to a broadcast scheme where the rate and power alloca-

tion for the broadcast layers are chosen as specified in Theorem D.1. The parameter

k determines the bandwidth splitting between the broadcast layer and the time lay-

ers. The decoding proceeds by first decoding the time layers and then decoding the

broadcast layers after all the time layers are decoded. This is similar to the HDA

scheme of [13] and the HLS of [17] where the source is quantized and transmitted us-

ing time layering in a bandwidth of b−1/m and the quantization error is transmitted

in an analog layer of bandwidth 1/m. For the proposed scheme, the distortion SNR

exponent obtained for a particular bandwidth splitting parameter k is given in the

following theorem. The largest achievable distortion SNR exponent is then obtained

by taking a supremum over all k.

Note that when k = m, the bandwidth allocated to the broadcast layer is 0, i.e.,

we have only time layering. This scheme, termed Layered Scheme (LS), was proposed

and analyzed in [17]. The proof of the following theorem is similar to the derivation

of the exponent for LS in [17].

Theorem E.1 Let cj = (m + n − 1 − 2j) log j+1
j

for j = 0, . . . , m. Let p be such
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that
∑k−1

j=p+1 cj ≤ (b − bk) <
∑k−1

j=p cj. Then, the best distortion SNR exponent a(b)

achievable using LSBLEND is given by

a(b) = mn− p− p2 − (m + n− 1− 2p)(p + 1)e−
b−bk−

∑k−1
j=p+1

cj

m+n−1−2p . (3.35)

Let Nt and Ns denote the number of time and superposition layers respectively. Let

a(i) for i = 1, . . . , Nt denote the distortion SNR exponent corresponding to the case

when the time layers 1 to i− 1 are decoded and decoding of the ith time layer fails,

a(Nt + i) for i = 1, . . . , Ns denote the distortion SNR exponent corresponding to the

case when all Nt time layers and the first i − 1 broadcast layers are decoded while

decoding of the ith broadcast layer fails, and let a(Nt + Ns + 1) denote the exponent

corresponding to the case when all layers are decoded.

For the ith time layer, the probability of decoding failure is given by Pe(i)
.
=

ρ−d∗(ri) where ri is the multiplexing rate of the ith time layer and d∗(ri) is the Zheng

and Tse diversity multiplexing tradeoff function specified in (3.4). Note that power

allocation to the time layer is ρ1−ρ0 and d∗(ri) = d∗(ri, 1, 0). The bandwidth allocated

to a time layer is (b − bk)/Nt. The distortion SNR exponent of the ith time layer is

then given by

a(i) =
b− bk

Nt

i−1∑
j=0

rj + d∗(ri) (3.36)

where r0 = 0.

For the broadcast layer we use the rate and power allocation as specified in

Theorem D.1. With that rate and power allocation it follows that the exponents
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a(Nt + 1), a(Nt + 2), . . . a(Nt + Ns + 1) are all equal and are given by

a(Nt + i) =
b− bk

Nt

Nt∑
j=0

rj + (k + 1)bk

=
b− bk

Nt

Nt∑
j=0

rj + (m− k)(n− k) (3.37)

for i = 1 to Ns + 1 in the limit Ns →∞. Note that we do not loose optimality here

by fixing the rate and power allocation of the broadcast layer since (m − k)(n − k)

is the maximum possible contribution that the broadcast layer of bandwidth bk can

make to the exponent (see Theorem D.2 and Theorem D.3).

In the following proof, we optimize ri’s to maximize the distortion SNR exponent.

In section 2 of the Appendix we show that the exponent is maximized by choosing

ri’s such that a(1) = a(2) = . . . = a(Nt) = a(Nt + 1) provided that the resulting ri’s

lie between 0 and m. By setting a(Nt) = a(Nt + 1) we obtain

d∗(rNt) =
b− bk

Nt

rNt + (m− k)(n− k). (3.38)

We will consider the limiting case when Nt →∞. From (3.38) we have, in the limiting

case,

d∗(rNt) → (m− k)(n− k). (3.39)

Therefore,

(m− kNt)(n− kNt)− (m + n− 1− 2kNt)δNt → (m− k)(n− k). (3.40)

This happens when kNt = k − 1 and δNt → 1.

By setting a(i− 1) = a(i) we have

d∗(ri−1) =
b− bk

Nt

ri−1 + d∗(ri). (3.41)
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d∗(r) is a decreasing function and from (3.41) we have d∗(ri−1) ≥ d∗(ri). Therefore

rNt ≥ rNt−1 ≥ ... ≥ r1. Let ri lie between t and t + 1. We want to check if ri−1 also

lies between t and t + 1. To do so we assume that ki−1 = t and solve for δi−1. If

the resulting δi−1 lies between 0 and 1, then the assumption ki = t is correct. From

(3.41) we have

(m− t)(n− t)− (m + n− 1− 2t)δi−1 =

b− bk

Nt

(t + δi−1) + (m− t)(n− t)− (m + n− 1− 2t)δi.

⇒ δi−1(m + n− 1− 2t +
b− bk

Nt

) = δi(m + n− 1− 2t)− b− bk

Nt

t.

⇒ δi−1 = αδi − (1− α)t (3.42)

where

α =
m + n− 1− 2t

m + n− 1− 2t + (b− bk)/Nt

< 1. (3.43)

On using recursion (3.42) Nl times we have

δi−Nl
= αNlδi − 1− αNl

1− α
(1− α)t = αNl(t + δi)− t. (3.44)

The maximum number of times the recursion can be used such that the resulting

δ is positive is given by

αNl(t + δi) ≥ t

⇒ Nl log α ≥ log
t

t + δi

⇒ Nl

Nt

≤ 1

Nt log α
log

t

t + δi

∵ α < 1, log α < 0

⇒ Nl

Nt

≤ − 1

log

((
1 + b−bk

(m+n−1−2t)Nt

)Nt
) log

t

t + δi

⇒ N

Nt

≤ m + n− 1− 2t

b− bk

log
t + δi

t
(Nt →∞).
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For the proposed scheme, we start from rNt = k (kNt = k − 1 and δNt = 1) and

solve for ri−1 from ri. Let cj = (m+n− 1− 2j) log j+1
j

. If p is such that
∑k−1

j=p+1 cj ≤
(b − bk) <

∑k−1
j=p cj then as i decreases from Nt, after a fraction

∑k−1
j=p+1 cj/(b − bk)

of the time layers, ri decreases from k to p + 1. For the remaining fraction (1 −
∑k−1

j=p+1 cj/(b− bk)) of layers, as i decreases, ri decreases but remains above p, i.e., ki

remains constant at p while δi decreases. From (3.44) we can calculate r1 as

r1 = p + lim
Nt→∞

α
Nt(1− 1

b−bk

∑k−1
j=p+1 cj)(p + 1)− p

= (p + 1)e
−(

b−bk
m+n−1−2p

)(1− 1
b−bk

∑k−1
j=p+1 cj). (3.45)

The final exponent is given by

a(1) = d∗(r1) = (m− p)(n− p)− (m + n− 1− 2p)(r1 − p)

= mn− p− p2 − (m + n− 1− 2p)r1

which is the desired result.

Note that when m = n and k = m − 1, the contribution to the distortion SNR

exponent by the broadcast layer is bk(k+1) = 1 and it uses a bandwidth of bk = 1/m.

In the HLS scheme, the analog layer uses a bandwidth of b0 = 1/m and it also has a

contribution of mb0 = 1 towards the exponent. Therefore, in this case, the distortion

SNR exponent obtained with LSBLEND with k = m − 1 is identical to that with

HLS. Therefore, the distortion SNR exponent obtained using LSBLEND becomes

identical to that obtained using HLS when (a) m = n and (b) the supremum occurs

at k = m−1. It can be shown that LSBLEND is strictly better otherwise for b > 1/m.
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Fig. 12. Box Scheme.

F. Digital Layering in Time and Using Superposition

The source is encoded in such a way that it is successively refinable. The trans-

mitted signal composes of Nt time layers where each time layer is a superposition

of Ns layers. To the (i, j)th layer, i.e., the jth time layer and the ith superposi-

tion layer within it, we allocate a power level of ργi−1,j − ργi,j and we use a rate of

transmission of ri,j log ρ. This corresponds to a source coding rate of (b/Nt)ri,j log ρ.

The order in which the source coded bits are mapped to the transmission layers

is important. The source coded bits are successively mapped on to the transmit-

ted layers from top left to bottom right going along each row. That is, in the order

(1, 1), . . . , (1, Nt), (2, 1), . . . , (2, Nt), . . . , (Ns, Nt) (see Fig. 12). The decoding proceeds

in the same order and when a layer cannot be decoded, the source is reconstructed

using all the layers that have been successfully decoded up to that layer.

Let r(i−1)Nt+j log ρ = (b/Nt)
(∑i−1

p=1

∑Nt

q=1 rp,q +
∑j−1

q=1 ri,q

)
log ρ denote the cumu-

lative source coding rate up to the (i, j)th layer. As in the broadcast scheme case, we

can approximate the overall distortion up to an exponential order by

D
.
=

∑
i

∑
j

ρ−d?(ri,j ,γi−1,j ,γi,j)+r(i−1)Nt+j + ρ−rNsNt+1 . (3.46)

Let r and γ denote the set of ri,j’s and γi,j’s. For a given r, γ, the overall exponent
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of the scheme a(b, r, γ) is then,

a(b, r, γ) = min
i,j

(d?(ri,j, γi−1,j, γi,j) + r(i−1)Nt+j, rNsNt+1). (3.47)

The best achievable exponent with this scheme a(b) is then given by

a(b) = max
r,γ

a(b, r, γ). (3.48)

If we allow for change in the bandwidth allocated to each layer, then both BS and

LSBLEND become special cases of this scheme and therefore the exponent obtained

from the maximization should be better than those reported earlier. We will now

show that for the distortion SNR exponent, even with fixed bandwidth allocation to

each layer, the Box scheme can be designed to perform at least as well as BS and

LSBLEND.

Claim F.1 The Box scheme with Ns superposition layer and Nt time layers has a

distortion SNR exponent that is at least as good as that of the broadcast scheme with

Ns layers.

Let us denote the optimal rate and power allocation for the broadcast scheme by ri,

γi. The exponent corresponding to the ith broadcast layer is aBS(i) = b
∑i−1

j=1 rj +

d∗(ri, γi−1, γi). Now consider the Box scheme where the power allocation to the (i, j)th

layer γi,j is set to γi and the rate ri,j = ri. Then aBox(i, j) = b
∑i−1

j=1 rj + b
Nt

(j −
1)ri + d∗(ri, γi−1, γi). Clearly b

Nt

∑
i,j ri,j = b

∑
ri and aBox(i, j) ≥ a(i). Therefore,

mini,j(aBox(i, j),
b

Nt

∑
i,j ri,j) ≥ mini(aBS(i), b

∑
ri). In this case it is actually equal

but if we optimize the power allocation of the box scheme it could possibly improve

on the exponent.

Claim F.2 In the limit as Nt →∞, the Box scheme has a distortion SNR exponent

that is at least as good as that of LSBLEND.
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Consider the case when (b− bk)/Nt = b/Nt,Box where Nt, Nt,Box are positive integers.

Consider a power and rate allocation for the box scheme that is identical to the

LSBLEND scheme for first Nt time layers. That is, the first Nt time layers have no

superposition layers and the rate is identical to that of LSBLEND. For the remaining

Nt,Box −Nt layers we allocate power and rate with the procedure used in lemma F.1

and therefore its contribution to the exponent is identical to the contribution of the

broadcast layer of LSBLEND. Therefore, this has an exponent that is identical to

that of LSBLEND. Again, by optimizing the power and rate allocation of the box

scheme we could possibly improve the exponent.

For the case when b
b−bk

is irrational, the result still holds because the achievable

exponent with LSBLEND and Box scheme is a continuous function of b.

The maximization in (3.48) is difficult to perform analytically and very quickly

becomes difficult to perform even numerically. The procedure described in Algorithm

1 has been used to find a suboptimal set of r, γ. Remarkably, it turns out that for

a range of b, this achieves performance very close to the informed transmitter upper

bound aIT (b). Furthermore, for the considered examples, this scheme performs nearly

as well as currently known schemes for all b while it is strictly better for some range

of b.

For each (i, j) if we fix ki,j ∈ {0, 1, . . . , m−1} and let ri,j = ki,j(γi−1,j−γi,j)+δi,j

where 0 ≤ δi,j < (γi−1,j − γi,j), then, as before, the problem of finding the optimal

exponent reduces to a linear program and hence by solving it for different ki,j’s we

would expect to find an exponent that is better than that obtained using Algorithm

1. However, in Step 4 of the algorithm, notice that we skip a layer if it is not possible

to allocate a non zero rate. Therefore, this layer is never in outage. However, in the

linear program, if we use lemma D.1 to compute d∗(0, γi−1,j, γi−1,j) we get 0 which

means this layer is always in outage. Therefore, to obtain the optimal exponent, we
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Algorithm 1 Algorithm to check if an exponent d is achievable using the proposed

scheme.

Step 1: Initialization - Set γ0,j = 1 ∀j and r1 = 0.

Step 2: For i = 1 to Ns

Step 3: For j = 1 to Nt

Step 4: If MNγi−1,j + r(i−1)Nt+j < d, set γi,j = γi−1,j and goto step 10.

Step 5: Find smallest ki,j ∈ {0, 1, . . . , m − 1} such that 0 ≤ δi,j < γi−1,j where

δi,j = ((M − ki,j)(N − ki,j)γi−1,j + r(i−1)Nt+j − d)/(M + N − 1− 2ki,j).

Step 6: If i = Ns set γi,j = 0 else set γi,j = γi−1,j − δi,j

Step 7: Set ri,j = ki,j(γi−1,j − γi,j) + δi,j.

Step 8: Update r(i−1)Nt+j+1 = r(i−1)Nt+j + (b/Nt)ri,j

Step 9: If r(i−1)Nt+j+1 > d, exponent d is achievable. return.

Step 10: End of j loop

Step 11: End of i loop

Step 12: Exponent d is not achievable using this scheme. return.



54

will need to allow for a layer to be skipped in addition to allowing for different values

of k for that layer. The complexity thus grows as (M + 1)NsNt .

The achievable exponent with this scheme increases monotonically with NS. In-

terestingly, the achievable exponent with this scheme may not increase monotonically

with Nt.

We also considered the following variations, which provide some gain for finite

number of layers. However, the gain diminishes as the number of layers increases.

Adding an Analog Layer : In this scheme, we start allocating rate and power levels

to the layers as in Algorithm 1. Let us denote by Ai,j = {(p, q) : p ≤ i− 1 AND q ≤
Nt} ∪ {(i, q) : q < j} the set of all layers for which a rate and power allocation has

been found during the (i, j)th stage of the algorithm. Let Xa
i,j denote the analog

quantization error in quantizing the source using r(i−1)Nt+j log ρ bits. We check if at

least dNt

bm
e layers are still available in Ac

i,j to transmit the analog quantization error

such that the desired exponent can be achieved. If this is possible, we stop there and

this becomes the overall transmission scheme. Otherwise, we allocate a power level

γi,j and rate ri,j corresponding to the (i, j)th layer as before and continue to the next

layer. Note that this contains the HLS schemes of [13, 17] as a special case (when

Ns = 1).

Ordering the layers based on available power : In this variation, we allocate rate and

power as in Algorithm 1 but the order of selecting the layers is not sequential. At any

stage of the algorithm, we select the time layer with the maximum available power

(total power minus power already allocated to superposition layers in that time layer).

A new superposition layer is added to this layer with power and rate allocation as

specified in Algorithm 1. Note that this is the order in which the successive refinement
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information from the source coder is filled and therefore the decoder should decode

the layers in this order.

G. Extensions to Multiple Block Fading Channels

In this section we extend the results derived for the MIMO channel to the L-block fad-

ing MIMO channel. We assume that K source samples are transmitted over L blocks

of length T/L each. The fading coefficient for the different blocks are independent.

Lemma G.1 If the multiplexing gain in the ith layer of the broadcast scheme is

ri = kL+a
L

(γi−1 − γi) + δ where k ∈ {0, 1, . . . , m − 1}, a ∈ {0, 1, . . . , L − 1} and

0 ≤ δ < γi−1−γi

L
, then, the achievable diversity in the ith layer of the broadcast

scheme, assuming that the message transmitted in the previous layers is available

at the receiver, is given by

d?(ri, γi−1, γi) = L(m− k)(n− k)γi−1 − (m + n− 1− 2k)(aγi−1 + Lδ).

That is, if X = 1√
ρ
(
∑Ns

i=1

√
ργi−1 − ργiXi +

√
ργNsN1), where Xi, N1 ∼ N (0, IM×M),

Yl =
√

ρ
M

HlX + N for l = 1, . . . , L, and Ai = {H1, . . . , HL : 1
L

∑L
l=1 I(Xi; Yl|H1 =

H1, . . . ,HL = HL, X1, . . . Xi−1) < ri log ρ} denotes the outage event set then P (Ai)
.
=

ρ−d?(ri,γi−1,γi).

We have

P (Ai) = P

(
1

L

L∑

l=1

log
det(I + 1

M
ργi−1HlHl

H)

det(I + 1
M

ργiHlHl
H)

< ri log ρ

)
. (3.49)

Let λ1,l, . . . , λm,l denote the non-zero ordered eigenvalues of HlHl
H with λ1,l ≤

λ2,l ≤ . . . λm,l. As in [6], let αj,l = − log λj,l

log ρ
. Therefore, α1,l ≥ α2,l ≥ . . . αm,l. At high
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SNR, P (Ai)
.
= P (A′) where

A′ =

{
α :

1

L

L∑

l=1

m∑
j=1

(
(γi−1 − αj,l)

+ − (γi − αj,l)
+
)

< ri

}
. (3.50)

Following in the footsteps of [6], we observe that the outage probability is given

by P (Ai)
.
= ρ−d?(ri,γi−1,γi) where

d?(ri, γi−1, γi) = inf
A′∩α+

m∑
j=1

L∑

l=1

(2j − 1 + n−m)αj,l. (3.51)

For ri = kL+a
L

(γi−1− γi) + δ where k ∈ [0, 1, . . . , m− 1], a ∈ [0, 1, . . . , L− 1], and

0 ≤ δ < γi−1−γi

L
, the infimum in (3.51) occurs when α = α∗ where

α∗j,l =





γi−1, 1 ≤ j < m− k;

γi−1, j = m− k, 1 ≤ l < L− a;

γi−1 − Lδ, j = m− k, l = L− a;

0, j = m− k, L− a < l ≤ L;

0, m− k < j ≤ m

(3.52)

Hence,

d?(ri, γi−1, γi)

=
m−k−1∑

j=1

(2j − 1 + n−m)Lγi−1 + (2(m− k)− 1 + n−m)((L− a)γi−1 − δ)

=
m−k∑
j=1

(2j − 1 + n−m)Lγi−1 − (2(m− k)− 1 + n−m)(aγi−1 + Lδ)

= L(m− k)(2
m− k + 1

2
− 1 + n−m)γi−1 − (m + n− 1− 2k)(aγi−1 + Lδ).

This then gives the desired result.

Theorem G.1 The broadcast scheme achieves a distortion SNR exponent of kL+a+1
L

b,

k ∈ {0, 1, . . . , m − 1}, a ∈ {0, 1, . . . , L − 1} for L(M−k)(N−k)−(a+1)(M+N−1−2k)
kL+a+1

< b
L

<
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L(M−k)(N−k)−a(M+N−1−2k)
kL+a+1

with power and rate allocation

γi = αi (3.53)

and

ri =
kL + a + 1

L
(γi−1 − γi)− ε (3.54)

where

α = 1 + a +
bkL+a+1

L
− L(M − k)(N − k)

M + N − 1− 2k
(3.55)

for arbitrarily small ε > 0.

The power and rate allocation policy can be derived in a manner similar to that in

Theorem D.1. Here we will just verify that the specified rate and power allocation

policy indeed gives the specified exponent.

We first note that L(M−k)(N−k)−(a+1)(M+N−1−2k)
kL+a+1

< b
L

< L(M−k)(N−k)−a(M+N−1−2k)
kL+a+1

corresponds to 0 < α < 1 and therefore the specified rate and power allocation is a

valid assignment.

As in Theorem D.1 the distortion SNR exponent is given by

aBS = min(b
∑

j

rj, a(1), . . . , a(i), . . .) (3.56)

where

a(i) = b

i−1∑
j=1

rj + d∗(ri, γi−1, γi). (3.57)

We have

lim
i→∞

b

i∑
j=1

rj = b
kL + a + 1

L
(1− lim

i→∞
γi) = b

kL + a + 1

L
. (3.58)
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Furthermore, from (3.57) and lemma G.1 we have

a(i) = b
kL + a + 1

L
(1− γi−1) + L(m− k)(n− k)γi−1

−(m + n− 1− 2k)((a + 1)γi−1 − γi)

= b
kL + a + 1

L
+ (m + n− 1− 2k)γi

+γi−1

(
L(m− k)(n− k)− (m + n− 1− 2k)(a + 1)− b

kL + a + 1

L

)

= b
kL + a + 1

L
+ (m + n− 1− 2k)(γi − αγi−1) = b

kL + a + 1

L
.

Therefore, aBS = bkL+a+1
L

.

By comparing with the upper bound, we observe that the broadcast scheme

achieves the optimal exponent of mb for b < n−m+1
m

and MNL for b > MNL2. This

has been shown earlier for the M = N = 1 case in [18] and for the L = 1 case in [17].

Theorem G.2 Let ckL+a = L(m + n− 1− 2k) log
(

kL+a+1
kL+a

)
for k ∈ {0, 1, . . . , m− 1}

and a ∈ {0, 1, . . . , L − 1}. Consider the time layering scheme with a broadcast layer

of bandwidth bkL+a = (m−k)(n−k)L2−aL(n+m−1−2k)
kL+a+1

at the end. Let k1 and a1 be such

that
∑kL+a−1

j=k1L+a1+1 cj < b − bkL+a <
∑kL+a−1

j=k1L+a1
cj where k1 ∈ {0, 1, . . . , m − 1} and

a1 ∈ {0, 1, . . . , L− 1}. The distortion SNR exponent is then given by

akL+a(b) = (m− k1)(n− k1)L− (r1 − k1)L(n + m− 1− 2k1) (3.59)

where

r1 = (k1 +
a1 + 1

L
)e
−

b−bkL+a−
∑kL+a−1

i=k1L+a1+1
ci

L(m+n−1−2k1) . (3.60)

The proof is similar to that of Theorem E.1 and is skipped here.
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Fig. 13. Achievable Distortion SNR Exponent for M = N = 2.

H. Numerical Results

The achievable exponent using the proposed layering schemes along with that achiev-

able by the HLS and broadcast schemes of [17] are shown in Fig. 13, Fig. 14, and

Fig. 15. Note that the proposed schemes outperforms the schemes in [17] for all b,

making this the best known achievable distortion SNR exponent.

The optimal exponent can be obtained for all b < (n−m+1)/m using the purely

digital BS. This is the first time a scheme has been shown to obtain the optimal

exponent for 1/m < b < (n−m + 1)/m. Since BS is a special case of LSBLEND and

the BOX scheme, the optimal exponent is achieved in this region by these schemes

as well.

A plot of the distortion SNR exponent for M = N = L = 2 is shown in Fig. 16.
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I. Conclusion

We have proposed layering schemes for transmitting a discrete time analog source over

a block fading MIMO channel. Achievable distortion SNR exponent using carefully

selected rate and power allocation policies for these scheme have been studied. The

achievable distortion SNR exponent obtained using these schemes is better than those

reported in [13, 17] making this the best known distortion SNR exponent so far.

Particularly, the optimal exponent is obtained for b < (n−m + 1)/m and b > mnL2.
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J. Appendix

1. Optimality of Equating Exponents for the BS

The exponent a(b) is given by the following optimization problem

a(b) = − min
a,γ1,...,γNs

−a

subject to:

Ci = a− b(k + 1)(1− γi−1)− (m− k)(n− k)γi−1 + (m + n− 1− 2k)(γi−1 − γi);

Ci ≤ 0 for i = 1, 2, . . . , Ns;

CNs+1 = a− b(k + 1)(1− γNs) ≤ 0;

γi+1 ≤ γi; γNs ≥ 0; γ0 = 1.

We solve this optimization problem by ignoring the constraints γi+1 ≤ γi and γNs ≥ 0.

Any solution then is an upper bound on a(b). Furthermore, if the solution satisfies

the ignored constraints then the solution yields a(b). Consider the function F =

−a +
∑Ns+1

i=1 λiCi. Setting dF/dγi = 0 we have for i = 1 to Ns − 1

dF

dγi

= −λi(m + n− 1− 2k) + λi+1(b(k + 1)− (m− k)(n− k) + (m + n− 1− 2k))

= 0

⇒ λi =
b(k + 1)− (m− k)(n− k) + (m + n− 1− 2k)

m + n− 1− 2k
λi+1 = αλi+1.

For i = Ns

dF

dγNs

= −λNs(m + n− 1− 2k) + λNs+1b(k + 1) = 0. (3.61)

Therefore, we have

λi = αNs−i b(k + 1)

m + n− 1− 2k
λNs+1. (3.62)
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Setting dF/da = 0 we have

−1 +
∑

λi = 0. (3.63)

We are interested in the region b > (m − k − 1)(n − k − 1)/(k + 1) and therefore

α > 0. So all λ’s are strictly positive. Therefore, from the KKT conditions, it follows

that the optimal solution satisfies Ci = 0 for i = 1 to NS + 1.

2. Optimality of Equating Exponents for LSBLEND

The exponent a(b) is given by the following optimization problem

a(b) = − min
a,r1,...,rNt

−a

subject to:

Ci = a− b− bk

Nt

i−1∑
j=0

rj − d∗(ri) ≤ 0 for i = 1, 2, . . . , Nt;

CNt+1 = a− b− bk

Nt

Nt∑
j=0

rj + bk(k + 1) ≤ 0;

ri ≥ 0; ri < m; r0 = 0.

As in Appendix 1 we ignore the constraints 0 < ri < m and consider the function

F = −a +
∑Nt+1

i=1 λiCi. Setting dF/dri = 0 we have for i = 1 to Nt

dF

dri

= −b− bk

Nt

Nt+1∑
j=i+1

λj − λi
d

dri

(d∗(ri)) = 0. (3.64)

Note that b−bk

Nt
> 0 and d

dri
(d∗(ri)) < 0. Starting from i = Nt and solving recursively

for λi in terms of λNt+1 we observe that the λi’s are of form αiλNs+1 where αi > 0.

By setting dF/da = 0 we have
∑Nt+1

i=1 λi = 1. Therefore, λi > 0 for all i and hence,

from the KKT conditions, we conclude that the optimal solution satisfies Ci = 0 for

i = 1 to Nt + 1.
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CHAPTER IV

DISTORTION SNR EXPONENT FOR THE MIMO CHANNEL WITH SNR

UNKNOWN AT THE TRANSMITTER

In this chapter we derive the distortion SNR exponent of layered schemes based on

superposition for the MIMO Rayleigh fading channel whose SNR is not known at the

transmitter. We first define the diversity versus decodable rate tradeoff. That is, we

show that for SNR independent coding scheme of length T , the probability that a

receiver with receive SNR ρ is unable to recover the first Tr log(1 + ρ) information

bits decays as ρ−d(r), where d(r), referred to as the diversity, is a decreasing function

of the decodable multiplexing rate r. We then show how the d(r) versus r tradeoff

can be used to compute the distortion SNR exponent.

We compute an achievable diversity for a superposition scheme. When the MIMO

system has one degree of freedom, the obtained diversity is identical to the best

achievable diversity corresponding to diversity multiplexing tradeoff of Zheng and

Tse and the scheme is optimal. The distortion SNR exponents obtained for the

superposition scheme are identical to the distortion SNR exponent of the Broadcast

Scheme discussed in chapter III which is optimal for certain range of the bandwidth

expansion factor. We can also conclude that for superposition based layering scheme,

knowledge of SNR is not required to be optimal in terms on the distortion SNR

exponent.

The results presented in this chapter have appeared in [26, 27].

The chapter is organized as follows. The problem statement and the channel

model are discussed in section A. The diversity versus decodable rate tradeoff is

described in section B. Related works are discussed in C. Section D summarizes the

main contributions of this chapter. The proposed superposition scheme is described
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in section E and its corresponding diversity versus decodable rate tradeoff is derived

in section F. The distortion SNR exponent is then computed is section G. An

application of the diversity versus decodable rate tradeoff in analysis of digital data

transmission is presented in section H and finally we conclude in section I

A. Introduction

In this chapter we are interested in studying schemes for applications like video broad-

cast over a wireless channel. Usually in such applications there are several users and

each user has a different average receive SNR due to path loss and shadowing. The

traditional approach for designing coding schemes for such a system is to use a strong

source code to compress the video and then transmit the compressed bits using a

good channel code. However, in this case, when the channel capacity is less that the

rate of the channel code, the receiver gets no video. On the other end, even if the

channel is very good, the user is stuck with the quantization error. We are interested

in schemes that offer a graceful degradation of performance with SNR.

A good channel model to study this problem is the quasi static block Rayleigh

fading multiple input multiple output (MIMO) wireless channel where the SNR and

the fading realization are not known at the transmitter. The channel model we use

is given by

yt =

√
ρ

M
HdLt

T
ext + wt, t = 1, . . . , T (4.1)

where: T is the duration (in channel uses) of the transmitted block; Hl ∈ CN×M ,

l = 1, . . . , L, is the channel matrix for (l−1)T
L

< t ≤ lT
L

containing random independent

and identically distributed (i.i.d.) elements hl
i,j ∼ CN (0, 1) (Rayleigh independent

fading). The channel matrix for different blocks are independent; xt is the transmitted

signal at time t; the transmitted codeword, X = [x1, . . . , xT ], is normalized such
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that trace(E[XHX]) ≤ MT ; wt ∼ CN (0, IM×M) is additive white Gaussian noise; ρ

denotes the signal-to-noise ratio (SNR), defined as the ratio of the average received

signal energy per receiving antenna to the noise per-component variance. We also

define M∗ = min{M, N}.
To make the problem analytically tractable we model the source, S, as an i.i.d

complex Gaussian sequence. We assume that K source samples have to be transmitted

over T = bK uses of the channel where b is referred to as the bandwidth expansion

factor. The aim is to minimize the end-to-end mean square error distortion. In this

setup, since SNR is unknown at the transmitter, the scheme used to transmit the

source has to be independent of SNR. For any such scheme, SC, we use DSC(ρ) =

E[(S − Ŝ)2] to denote the mean square error when the receive SNR is ρ. Here Ŝ

denotes the estimate of S obtained from the received signal and the expectation

is taken over the source statistics, the fading realization, and the noise. We are

interested in schemes that are asymptotically optimal (as ρ → ∞) and hence we

use the distortion SNR exponent as the performance metric. The distortion SNR

exponent for the scheme SC is given by

afixed
SC (b) = − lim

ρ→∞
log DSC(ρ)

log ρ
. (4.2)

We use the superscript fixed to denote that the scheme here is fixed independent of

SNR since we will also be referring to the distortion SNR exponent of schemes that

could depend on SNR later in the text.

In this work, we consider coding schemes where the source is encoded using a

successively refinable source coder and then the source coded bits are transmitted over

the channel using digital codebooks. A successively refinable source is a source that

can be compressed in layers such that the distortion achieved when the reconstruction

is performed using the first P layers is identical to the best achievable distortion when
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a single source code of rate r1+r2+. . .+rP is used, where ri denotes the source coding

rate corresponding to the ith layer. The Gaussian source is a successively refinable

source and recent results suggest that all sources are nearly successively refinable [28].

In this case, the requirement that receivers with higher SNR receive a better quality

video is equivalent to a requirement that a user with a higher SNR, on average, is

able to recover more successive refinement layers than a user with lower SNR. Ideally

we would like the users to recover the successive refinement layers at a rate close to

their (instantaneous) capacity. Of course, this may not be possible. In this chapter,

we present a framework for analyzing channel coding schemes that allow users with

differing SNR’s to recover information at a rate proportional to their capacity and

show how it can be used to compute the distortion SNR exponent.

We will refer to channel coding schemes that allow us to decode the information

bits in layers as layered channel coding schemes. Also, joint source-channel coding

schemes that use layered source code followed by a layered channel code will be

referred to as layered source-channel coding schemes.

B. Diversity versus Decodable Rate Tradeoff

We consider a system where bits b1, b2, . . . , bK are transmitted using a fixed coding

scheme C (independent of SNR) over T uses of an M×N MIMO channel. We say that

the receiver decodes a rate of R = k/T if the receiver is able to perfectly recover the
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bits b1, b2, . . . bk from the received signal. We are interested in characterizing PC(R, ρ),

the probability that a receiver with receive SNR ρ is unable to decode a rate of R.

To characterize the high SNR performance we pose a problem similar to that used in

[6] to characterize the diversity multiplexing tradeoff. We consider R = r log(1 + ρ)

and define

dC(r) = lim
ρ→∞

PC(r log(1 + ρ), ρ)

log ρ
. (4.3)

Therefore, PC(r log(1 + ρ), ρ) decays as ρ−dC(r). Note that for the high SNR perfor-

mance analysis we let ρ → ∞ and consider a rate of r log(1 + ρ) which essentially

implies that the encoding scheme has to have an infinite rate to get a non zero dC(r).

In practice though, we could limit the scheme to have a large maximum rate, greater

than min(M, N) log ρmax, where ρmax is the largest SNR of interest. dC(r) will never-

theless be useful in predicting the high SNR behavior of the scheme.

Corresponding to each layered channel coding scheme C we have a dC(r) versus

r curve which we refer to as the diversity versus decodable multiplexing rate (DMR)

curve. Comparing two schemes using the diversity versus DMR curve is not straight-

forward since it may be possible to have one scheme with a higher diversity than the

second scheme for some values of DMR while the second scheme has better diversity

for other values of DMR. Therefore, defining the best diversity versus DMR curve is

not possible unless a scheme has better diversity than all other schemes for all values

of DMR. However, it is possible to define the best diversity d∗(r) for a particular

DMR r, as

d∗(r) = sup
C

dC(r) (4.4)

where the supremum is taken over all coding schemes C.
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C. Related Work

In [6], Zheng and Tse considered a family of coding schemes {C(ρ)} where C(ρ) denotes

the coding scheme corresponding to an SNR ρ. They showed that if the family of

coding schemes has a multiplexing rate of r, i.e., the rate of the coding scheme grows

as r log(1+ρ), then the average error probability decays at a rate of at most ρ−d∗DMT (r)

where

d∗DMT (r) = L(M − k)(N − k)− L(M + N − 1− 2k)δ (4.5)

for 0 < r < min(M, N) where k = brc is the largest integer less than r and δ =

r − k. One of the key features in the problem formulation of Zheng and Tse is that

a different coding scheme is chosen for each SNR. We are interested in schemes that

are independent of SNR but that allow us to decode at a rate of r log(1+ρ) when the

receive SNR is ρ. It follows that d∗DMT (r) is an upper bound on d∗(r) since diversity

multiplexing tradeoff allows for the scheme to change depending on the SNR while

the diversity versus decodable rate tradeoff doesn’t.

In [29], Diggavi and Tse analyzed diversity embedded codes. The basic idea is

to consider a family of coding schemes with a coding scheme for each SNR ρ such

that the data in each code in embedded in layers with a rate of ri log ρ in layer i.

The receiver attempts to recover the layers in a sequential order. They proposed a

superposition scheme that simultaneously achieves the best possible diversity for all

layers when min(M, N) = 1 with the diversity for layer i being di = d∗DMT (
∑i

j=i1 rj).

By considering image transmission over fading channels, the authors in [30] showed

that the diversity embedded schemes can be used with layered source coding to get

a lower distortion. Notice that in [29], the authors still consider a family of coding

scheme whereas, in our problem, the scheme used has to be independent of SNR and

hence the problem is very different from that considered in [29, 30].
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Shamai and Steiner [31] considered the problem of maximizing average through-

put of the superposition scheme for a particular SNR. Ng et al. [32, 33] and Tian

et al. [34, 35] considered the problem of finding the power allocation for a layered

superposition scheme that minimizes the average mean square error distortion. The

optimal power allocation is derived for the SISO block fading channel. Again, the

scheme depends on the SNR and it is not clear how a scheme designed for a particular

SNR performs when the actual SNR is higher than the design SNR.

In [12, 14, 17, 21, 24], the problem of transmitting K samples of a Gaussian source

using T = bK uses of a MIMO channel when the SNR is known at the transmitter is

studied. The aim is to find a family of coding scheme {SC(ρ)} that has the maximum

distortion SNR exponent. The distortion SNR exponent is defined as the rate of decay

of DSC(ρ) with ρ and is given by

aSC(b) = lim
ρ→∞

− log D(ρ)

log ρ
(4.6)

where DSC(ρ) denotes the mean square error corresponding to the coding scheme

SC(ρ) at SNR of ρ. Clearly

a∗(b) = sup
SC

aSC(b) ≥ afixed
SC (b). (4.7)

Currently the best known distortion SNR exponent for this problem are those reported

in Chapter III of this dissertation. Results also reported in [11, 12].

D. Main Results

In this chapter we propose a superposition based scheme and study the diversity

versus DMR curve for this scheme. The main results that we have are summarized

below.
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• For the block fading MIMO channel, dC(r) can be made arbitrarily close to

((M − c1)(N − c1)L− c2(M + N − 1− 2c1))
(
1− Lr

c1L+c2+1

)
for r < c1L+c2+1

L

for integers c1 < M∗ and c2 < L. The result specialized for the SIS0-SIMO-

MISO, MIMO, and the SISO L-block fading case is specified below.

– For the SISO / MISO / SIMO quasi static fading channel, i.e., when

min(M,N) = 1 and L = 1, d∗(r) can be made arbitrarily close to d∗DMT (r) =

max(M, N)(1−r) for r < 1 and the proposed superposition scheme achieves

it for all values of DMR r.

– For the MIMO channel with L = 1, dC(r) for the superposition scheme can

be made arbitrarily close to (M − k)(N − k)(1 − r
k+1

) for r < k + 1 and

integer k < M∗.

– For the block fading SISO channel, dC(r) can be made arbitrarily close to

(L− k)(1− Lr
k+1

) for r < (k + 1)/L for integer k < L.

• A layered source coder followed by the proposed superposition scheme as the

layered channel coding scheme can be designed to obtain an achievable distor-

tion SNR exponent of afixed
SC (b) given by

afixed
SC (b) = min

(
b
c1L + c2 + 1

L
, (M − c1)(N − c1)L− c2(M + N − 1− 2c1)

)

(4.8)

for any integers c1 and c2 with 0 ≤ c1 < M∗ and 0 ≤ c2 < L.

– This expression overlaps with the exponent achieved by the SNR dependent

superposition scheme (termed broadcast scheme) in [12] which was also

shown to be the best achievable exponent for any superposition scheme.

Therefore, no superposition scheme can obtain a better exponent than that

reported here.
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– For b < |N−M |+1
M∗ and b > MNL2, this achievable exponent coincides with

an upper bound on the exponent obtained by assuming that the channel

state information (channel realization H and the SNR ρ) is available at

the transmitter and hence this is the optimal exponent for these values of

bandwidth expansion.

– For the SISO-SIMO-MISO case with L = 1, the proposed scheme achieves

the optimal exponent for all values of bandwidth expansion.

E. Proposed Scheme

The transmitted signal is chosen as

XM×T =
Ns∑
i=1

√
γ−(i−1) − γ−iXM×T

i (4.9)

where γ > 1 and Xi is a codeword chosen from a Gaussian codebook Ci of rate

Rc = 1
L

log 1+a
1+a/γ

. We will also study the case with Rc = s
L

log γ. Ci is such that

E[Xi,jX
H
i,j] = IM×M where Xi,j is the jth column in Xi. Since we have T channel

uses, TRc information bits can be sent in each layer. The first TRc information bits

are used to select X1, the next TRc information bits are used to select X2 and so

on. In practice, if we are interested in schemes that perform well for some range

of SNR bounded by ρmax, it is sufficient to encode layers such that the total rate

is M∗ log ρmax, i.e., choose Ns = M∗ log ρmax

Rc
. However, in the analysis here, we will

assume that Ns = ∞. A schematic of the encoding scheme is shown in Fig. 18.

The receiver decodes the layers using successive interference cancellation in the

order X1, X2 and so on. That is, the receiver attempts to decode X1 by treating the

other Xi’s as additional noise. If decoding is successful, it removes the contribution

of X1 from Y and attempts to decode X2 treating Xi for i > 2 as noise. This process
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Fig. 18. Superposition Scheme with Each Layer Having Equal Rate of Rc.

is continued till decoding of a particular layer fails. If the receiver is able to decode

n layers, it recovers nTRc information bits which corresponds to a rate of nRc.

In chapter II of this dissertation and in [7, 8], such a scheme was used along

with a successively refinable source coder for transmitting K samples of a Gaussian

source over T = bK uses of an AWGN channel when the SNR is not known at the

transmitter. It was shown that this scheme nearly achieves the optimal decay rate

of SNR−b in the high SNR regime for the minimum mean square error in estimating

the source from the received signal.

F. Performance Analysis

To compute the diversity versus DMR curve for the proposed superposition scheme,

we will need the following lemma’s.

Lemma F.1 1+cγ−(j−1)

1+cγ−j is a decreasing function of j for c ≥ 0 and γ > 1.

Let x = γ−(j−1) and consider f(x) = 1+cx
1+cx/γ

.

df(x)

dx
=

c(1 + cx/γ)− (1 + cx)c/γ

(1 + cx/γ)2
=

c− c/γ

(1 + cx/γ)2
≥ 0.

Therefore f(x) is an increasing function of x and hence a decreasing function of j.
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Lemma F.2 Let Y =
√

ρ
M

HX+W , where H ∈ CN×M , X =
∑∞

i=1

√
(γ−(i−1) − γ−i)Xi

with γ > 1, Xi,W ∈ CM×1 with Xi,j and Wj being i.i.d. complex Gaussian with zero

mean and unit variance. We have

I(Xi; Y |X1, . . . , Xi−1) = log
det(I + γ−(i−1) ρ

M
HHH)

det(I + γ−i ρ
M

HHH)
. (4.10)

Let Yj =
√

ρ
M

H(
∑∞

i=j

√
(γ−(i−1) − γ−i)Xi)+W . Then, Yj ∼ CN (0, I+γ−(j−1) ρ

M
HHH).

We have

I(Xi; Y |X1, . . . , Xi−1)

= h(Y |X1, . . . , Xi−1)− h(Y |X1, . . . , Xi)

= h(Yi)− h(Yi+1)

= log det(I + γ−(i−1) ρ

M
HHH)− log det(I + γ−i ρ

M
HHH). (4.11)

This concludes the proof.

For a fixed l, let λm,l for m = 1, 2, . . . , M∗ denote the ordered eigenvalues of

HlH
H
l with λm,l ≤ λm+1,l. Note that λm,l ≥ 0.

Lemma F.3 The probability that a receiver with a receive SNR of ρ is unable to

decode a rate of r log(1 + ρ) is given by

Pout(r log(1 + ρ), ρ) = P

(
L∏

l=1

M∗∏
m=1

(
1 + λm,l

ργ−Nr+1

M

1 + λm,l
ργ−Nr

M

)
< 2RcL

)
(4.12)

where

Nr =

⌈
r log(1 + ρ)

Rc

⌉
. (4.13)
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The rate embedded in each layer is Rc. In order to recover a rate of r log(1 + ρ) the

receiver should be able to decode at least the first Nr =
⌈

r log(1+ρ)
Rc

⌉
layers.

We have,

1− Pout(r log(1 + ρ), ρ)

= P (Layers 1 to Nr are decoded)

= P
(∩Nr

j=1{H1, . . . ,Hl : Layer j can be decoded given X1 to Xj−1}
)

= P
(∩Nr

j=1{H1, . . . ,Hl : I(Xj; Y | X1, . . . , Xj−1) ≥ Rc}
)

(a)
= P

(
1

L

L∑

l=1

log
det(I + ργ−(j−1)

M
HlH

H
l )

det(I + ργ−j

M
HlHH

l )
≥ Rc ∀ j ≤ Nr

)

(b)
= P

(
L∏

l=1

M∗∏
m=1

(
1 + λm,l

ργ−(j−1)

M

1 + λm,l
ργ−j

M

)
≥ 2RcL ∀ j ≤ Nr

)

(c)
= P

(
L∏

l=1

M∗∏
m=1

(
1 + λm,l

ργ−Nr+1

M

1 + λm,l
ργ−Nr

M

)
≥ 2RcL

)

= 1− P

(
L∏

l=1

M∗∏
m=1

(
1 + λm,l

ργ−Nr+1

M

1 + λm,l
ργ−Nr

M

)
< 2RcL

)
. (4.14)

(a) is obtained by extending lemma F.2 to the block fading channel case. (b) follows

since λm,l’s are eigenvalues of HlH
H
l . Let

Aj =

{
{λm,l} :

L∏

l=1

M∗∏
m=1

(
1 + λm,l

ργ−(j−1)

M

1 + λm,l
ργ−j

M

)
≥ 2RcL

}
. (4.15)

Since λm,l ≥ 0, we have λm,lρ/M ≥ 0, and therefore from Lemma F.1 we have
∏L

l=1

∏M∗
m=1

(
1+λm,l

ργ−(j−1)

M

1+λm,l
ργ−j

M

)
is a decreasing function of j. Therefore

A1 ⊇ A2 ⊇ . . . ⊇ Aj ⊇ Aj+1 . . . ⊇ ANs . (4.16)

We are interested in P
(∩Nr

j=1Aj

)
= P (ANr). This proves the equality (c).

The above lemma implies that, for the proposed scheme, the probability of outage

for decoding the first Nr layers is identical to the outage probability of a genie aided
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decoder attempting to decode the Nrth layer when the genie provides the signal trans-

mitted in the first Nr − 1 layers. This makes the performance analysis considerably

simpler.

Lemma F.4 Let λm,l for m = 1, 2, . . . , M∗ be the eigenvalues of HlH
H
l . Let λm,l =

ρ−αm,l. Let A be a set of α’s satisfying αm,l ≥ αm+1,l ∀m, l. Then, for the Rayleigh

fading channel,

P (α ∈ A)
.
= ρ−d (4.17)

where

d = inf
α∈A∩(R+)M∗L

L∑

l=1

M∗∑
m=1

(2m− 1 + |N −M |)αm,l. (4.18)

Here A
.
= B denotes limρ→∞

log A
log ρ

= limρ→∞
log B
log ρ

.

This is specified in (12) in [6] for the L = 1 case. The result for L > 1 can be

obtained by noting that the channel realizations corresponding to the different blocks

are independent, hence the probabilities multiply, which corresponds to the sum of

the exponents.

In the following subsections we evaluate Pout(r log(1+ρ), ρ) for different scenarios

in the limit when γ → 1. We first start with solving the SISO case where the outage

probability expression can be obtained in terms of the non zero eigen value of HHH,

λ1. This gives us the insight necessary for solving the more general case. In the

proof for this case we will carefully show how Pout(r log(1+ρ), ρ) behaves in the limit

γ → 1. Similar limits will be required in the other cases and detailed proofs with

respect to behavior with γ → 1 in those cases is avoided. We then solve the MIMO

channel case with L = 1. Generalization to the block fading SISO channel and the

MIMO block fading channel are relatively straightforward and are discussed after the

MIMO channel case.
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1. SISO / SIMO / MISO

Theorem F.1 When M∗ = 1, L = 1, and Rc = log 1+a
1+a/γ

, in the limit γ → 1, the

diversity versus DMR curve achieved by the superposition scheme is given by

dC(r) = d∗DMT (r(1 + 1/a)) = max(M, N)(1− r(1 + 1/a)).

Since M∗ = 1, we have only one non zero eigenvalue λ1. Therefore (4.14) reduces to

Pout(r log(1 + ρ), ρ)

= P

(
1 + λ1

ργ−Nr+1

M

1 + λ1
ργ−Nr

M

< 2Rc

)

= P

(
λ1

ργ−Nr+1

M

(
1− 2Rc

γ

)
< 2Rc − 1

)

= P

(
λ1

ργ−Nr+1

M

(
1− 1 + a

(1 + a/γ)γ

)
<

1 + a

1 + a/γ
− 1

)

= P

(
λ1

ργ−Nr+1

M

(
γ − 1

(1 + a/γ)γ

)
<

a(1− 1/γ)

1 + a/γ

)

= P

(
λ1

ργ−Nr+1

M
< a

)
.

Since Nr =
⌈

r log(1+ρ)
Rc

⌉
, we have r log(1+ρ)

Rc
≤ Nr < r log(1+ρ)

Rc
+ 1. Now since γ > 1

we have

P

(
λ1

ργ−
r log(1+ρ)

Rc
+1

M
< a

)
≤ P

(
λ1

ργ−Nr+1

M
< a

)
< P

(
λ1

ργ−
r log(1+ρ)

Rc

M
< a

)
.

(4.19)
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We are interested in limγ→1 Pout(r log(1+ρ), ρ). The probability density function

of λ1 is continuous, and hence from the continuity of the probability measure we have

lim
γ→1

P

(
λ1

ργ−
r log(1+ρ)

Rc

M
< a

)
= P

(
lim
γ→1

λ1
ργ−

r log(1+ρ)
Rc

M
< a

)

= P

(
lim
γ→1

λ1
ργ−

r log(1+ρ)
Rc

+1

M
< a

)

= lim
γ→1

P

(
λ1

ργ−
r log(1+ρ)

Rc
+1

M
< a

)
.

Therefore in the limit as γ → 1, the upper bound and lower bound in (4.19) coincide

and hence we have

lim
γ→1

Pout(r log(1 + ρ), ρ) = P

(
lim
γ→1

λ1
ργ−

r log(1+ρ)
Rc

M
< a

)
. (4.20)

Let

l = lim
γ→1

γ−
r log(1+ρ)

Rc

= lim
γ→1

γ−
r log(1+ρ)

log(1+a)−log(1+a/γ) .

Then

log l = − lim
γ→1

r log(1 + ρ)

log(1 + a)− log(1 + a/γ)
log γ

= − lim
γ→1

r log(1 + ρ)
a/γ2

(1+a/γ)

1/γ (L’Hospital’s rule)

= −r(1 + 1/a) log(1 + ρ).

Therefore,

lim
γ→1

Pout(r log(1 + ρ), ρ) = P
(
λ1 < aMρ−1(1 + ρ)r(1+1/a)

)
(4.21)

= P
(‖h‖2 < aMρ−1(1 + ρ)r(1+1/a)

)
. (4.22)
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In the high SNR regime,

lim
γ→1

Pout(r log(1 + ρ), ρ)
.
= P

(
λ1 < aMρ−1+r(1+1/a)

)
. (4.23)

By setting λ1 = ρ−α1 we obtain

lim
γ→1

Pout(r log(1 + ρ), ρ)
.
= P (α1 > 1− r(1 + 1/a)). (4.24)

From Lemma F.4 we have Pout(r log(1 + ρ), ρ)
.
= ρ−d where

d = inf
α>1−r(1+1/a)

(|N −M |+ 1)α

= (|N −M |+ 1)(1− r(1 + 1/a))

= max(M,N)(1− r(1 + 1/a)). (∵ M∗ = min(M,N) = 1)

In Fig. 19 and Fig. 20 we compare the outage probability of the proposed scheme

for a 3×1 MIMO system specified in (4.22) with a lower bound obtained by choosing

the best coding scheme for each SNR and each multiplexing rate. Note that, in Fig.

19, the slope of the two curves are nearly equal.

2. The General MIMO Channel

Theorem F.2 For the M×N MIMO channel with L = 1, the diversity versus DMR

curve corresponding to the superposition coding scheme with Rc = s log γ is given by

dC(r) = (M − k)(N − k)
(
1− r

s

)

where k = bsc.
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Fig. 19. Pout(r log(1 + ρ), ρ) versus ρ for 3× 1 MIMO System with r = 0.2 and a = 5.
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a = 5.
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Starting from lemma F.3 we have,

Pout(r log(1 + ρ), ρ)

= P

(
M∗∏
m=1

(
1 + λm

ργ−Nr+1

M

1 + λm
ργ−Nr

M

)
< 2Rc

)

= P

(
M∗∏
m=1

(
1 + λm

ργ−Nr+1

M

)
− 2Rc ·

M∗∏
m=1

(
1 + λm

ργ−Nr

M

)
+ 2Rc − 1 < 2Rc − 1

)

= P

(∑
m1

λm1

ργ−Nr+1

M
·
1− 2Rc

γ

2Rc − 1
+

∑
m1,m2:m1<m2

λm1λm2

(
ργ−Nr+1

M

)2

·
1− 2Rc

γ2

2Rc − 1

+ . . . +
∑

m1,m2,...,mm:m1<m2<...<mm

λm1 . . . λmm

(
ργ−Nr+1

M

)m

·
1− 2Rc

γm

2Rc − 1
+ . . .

+λ1 . . . λM∗

(
ργ−Nr+1

M

)M∗

·
1− 2Rc

γM∗

2Rc − 1
< 1

)

= P

(
M∗∑
m=1

∑
m1,m2,...,mm:m1<m2<...<mm

λm1 . . . λmm

(
ργ−Nr+1

M

)m

·
1− 2Rc

γm

2Rc − 1
< 1

)

= P

(
M∗∑
m=1

Λm

(
ργ−Nr+1

M

)m

·
1− 2Rc

γm

2Rc − 1
< 1

)
(4.25)

where

Λm =
∑

m1,...,mm:m1<m2<...<mm

λm1 · · ·λmm . (4.26)

As in the proof of Theorem F.1, since Nr = d r log(1+ρ)
Rc

e, we can show that

lim
γ→1

Pout(r log(1 + ρ), ρ) = P

(
lim
γ→1

∑
m

Λmρm γ−
mr log(1+ρ)

Rc · 1

Mm
·
1− ·2Rc

γm

2Rc − 1
< 1

)
.

(4.27)

Substituting for Rc = s log γ, we note that

γ−
r log(1+ρ)

Rc = γ−
r log(1+ρ)

s log γ = (1 + ρ)−r/s. (4.28)
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Let

cm =
1

Mm
lim
γ→1

1− 2Rc/γm

2Rc − 1

=
1

Mm
lim
γ→1

1− γs

γm

γs − 1

=
1

Mm
lim
γ→1

−(s−m)γs−m−1

sγs−1
(L’Hospital’s rule)

=
1

Mm

m− s

s
.

Then, we have,

lim
γ→1

Pout(r log(1 + ρ), ρ) = P

(
M∗∑
m=1

Λmcmρm(1 + ρ)−m r
s < 1

)
. (4.29)

In the high SNR regime,

lim
γ→1

Pout(r log(1 + ρ), ρ)
.
= P

(
M∗∑
m=1

cmΛmρm(1−r/s) < 1

)
. (4.30)

If k < s < k + 1 for some integer k < M∗, then

lim
γ→1

Pout(r log(1 + ρ), ρ)
.
= P

(
M∗∑

m=k+1

amΛmρm(1−r/s) < 1 +
k∑

m=1

amΛmρm(1−r/s)

)

(4.31)

where am = |cm| > 0.

Before we simplify (4.31) we need to study how amΛmρm(1−r/s) behaves in the

high SNR regime. As in [6], we let λm = ρ−αm . Let βm = 1 − r
s
− αm. With this

definition,

amΛmρm(1−r/s) = am

( ∑
m1<m2<...<mm

ρ−(αm1+αm2+...+αmm )

)
ρm(1−r/s)

= am

∑
m1<m2<...<mm

ρ(βm1+βm2+...+βmm )

.
= ρmaxm1<m2<...<mm (βm1+βm2+...+βmm ).
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It then follows from (4.31) that for 0 ≤ k < M∗,

lim
γ→1

Pout(r log(1 + ρ), ρ)
.
=

P

(
max
m>k

( max
m1<m2...<mm

(βm1 + βm2 + . . . + βmm)) <

max( max
1≤m≤k

( max
m1<m2...<mm

(βm1 + βm2 + . . . + βmm)), 0)

)
. (4.32)

Note that since λ1 ≤ λ2 ≤ . . . ≤ λM∗ , we have α1 ≥ α2 ≥ . . . ≥ αM∗ , and

therefore β1 ≤ β2 ≤ . . . ≤ βM∗ . Therefore,

max
m1<m2...<mm

(βm1 + βm2 + . . . + βmm) = βM∗−m+1 + βM∗−m+2 + . . . + βM∗ . (4.33)

This implies,

lim
γ→1

Pout(r log(1 + ρ), ρ)

.
= P (max(β1 + β2 + . . . + βM∗ , β2 + . . . + βM∗ , . . . , βM∗−k + . . . + βM∗) <

max(βM∗−k+1 + βM∗−k+2 + . . . + βM∗ , βM∗−k+2 + . . . + βM∗ , . . . , βM∗ , 0))

(a)
= P (βM∗−k < 0). (4.34)

To see the equality (a), note that if βM∗−k < 0, then βj < 0 for all j ≤ M∗ − k, and

hence

max(β1 + β2 + . . . + βM∗ , β2 + . . . + βM∗ , . . . , βM∗−k + . . . + βM∗)

= βM∗−k + . . . + βM∗

< βM∗−k+1 + βM∗−k+2 + . . . + βM∗ (< 0 for k = 0)

≤ max(βM∗−k+1 + βM∗−k+2 + . . . + βM∗ , βM∗−k+2 + . . . + βM∗ , . . . , βM∗ , 0).
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Also if βM∗−k ≥ 0, then βj ≥ 0 for j ≥ M∗ − k, and hence

max(βM∗−k+1 + βM∗−k+2 + . . . + βM∗ , βM∗−k+2 + . . . + βM∗ , . . . , βM∗ , 0)

= βM∗−k+1 + βM∗−k+2 + . . . + βM∗ (= 0 for k = 0)

≤ βM∗−k + . . . + βM∗

≤ max(β1 + β2 + . . . + βM∗ , β2 + . . . + βM∗ , . . . , βM∗−k + . . . + βM∗).

Now we have, limγ→1 Pout(r log(1 + ρ), ρ)
.
= P (βM∗−k < 0) = P (1− r

s
−αM∗−k <

0)
.
= ρ−d (from lemma F.4) where

d = inf
α1≥α2≥...≥αM∗ ,αM∗−k>1− r

s

M∗∑
i=1

(2i− 1 + |N −M |)αi (4.35)

=
M∗−k∑

i=1

(2i− 1 + |N −M |)
(
1− r

s

)
(4.36)

= (M∗ − k)(M∗ − k + |N −M |)
(
1− r

s

)
(4.37)

= (M − k)(N − k)
(
1− r

s

)
(Recall k = bsc). (4.38)

This concludes the proof.

In Theorem F.2, note that, for a fixed k, the exponent specified is maximized

when s → k + 1 with s < k + 1. Therefore, the superposition scheme can achieve an

exponent arbitrarily close to (M −k)(N −k)
(
1− r

k+1

)
for r < k +1 and for k < M∗.

The diversity versus DMR curve that is achievable using the superposition scheme

for MIMO system with M = 3, N = 1 and L = 1, and M = N = 3 and L = 1

for different values of s is shown in Fig. 21 and Fig. 22 respectively. The diversity

multiplexing tradeoff, which is an upper bound on the diversity versus DMR curve,

is also shown in the figure.
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Fig. 21. Diversity versus DMR Curve for 3× 1 MIMO System with L = 1.
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3. Block Fading SISO Channel / Parallel SISO Channels

Theorem F.3 When M = N = 1, the superposition scheme with Rc = s
L

log γ, can

achieve an exponent of (L− bsc)(1− r
s
).

Let λl = |Hl|2 be the eigenvalue corresponding to Hl and let λl = ρ−αl . Let α∗n =

maxn(α1, α2, . . . , αL) denote the nth largest value in the set {αi, i = 1, . . . , L}. By

proceeding in a manner similar to the proof in Theorem F.2 for the MIMO channel

case, for k < s < k + 1 for some integer k, we obtain

lim
γ→1

Pout(r log(1 + ρ), ρ)
.
= P

(
1− Lr

s
− α∗L−k < 0

)
.
= ρ−d (4.39)

where

d = inf
α∗L−k>1−Lr

s

L∑
i=1

αi (4.40)

= (L− k)

(
1− Lr

s

)
. (4.41)

The infimum occurs when L − k values of α are 1 − Lr/s and the remaining values

are 0.

Note that the exponent in Theorem F.3 is maximized when s approaches k + 1

from below.

4. Block Fading MIMO Channel

Theorem F.4 For the L-block fading M × N MIMO channel, the superposition

scheme with Rc = s
L

log γ, achieves an exponent of

dC(r) = ((M − c1)(N − c1)L− c2(M + N − 1− 2c1))

(
1− Lr

s

)
(4.42)

where c1 = b s
L
c and c2 = bs− c1Lc.
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For the M ×N block fading MIMO channel with L blocks, let α∗n = maxn({αm,l, l =

1, . . . , L, m = 1, . . . , M∗}) denote the nth largest value in the set {αm,l : ∀m, l}.
Let k be an integer such that k < s < k + 1. Proceeding as in Theorem F.2 we

have

lim
γ→1

Pout(r log(1 + ρ), ρ)
.
= P

(
1− Lr

s
− α∗M∗L−k < 0

)
.
= ρ−dC(r) (4.43)

where

dC(r) = inf
α∗

M∗L−k
=maxLM∗−k({αm,l})>1−Lr

s

L∑

l=1

M∗∑
m=1

(2m− 1 + |N −M |)αm,l. (4.44)

Let k = c1L + c2. Then LM∗ − k = (M∗ − c1 − 1)L + L − c2. One set of α’s that

corresponds to the infimum is specified below.

αm,l =





1− Lr
s

, 1 ≤ m ≤ M∗ − c1 − 1;

1− Lr
s

, m = M∗ − c1, 1 ≤ l ≤ L− c2;

0, m = M∗ − c1, L− c2 < l ≤ L;

0, M∗ − c1 < m ≤ M∗.

(4.45)

We have

dC(r) =

M∗−c1−1∑
m=1

(2m− 1 + |N −M |)L
(

1− Lr

s

)
+

(L− c2)(2(M∗ − c1)− 1 + |N −M |)
(

1− Lr

s

)

= ((M∗ − c1 − 1)(M∗ − c1 − 1 + |N −M |)L+

(L− c2)(2M
∗ − 2c1 − 1 + |N −M |))

(
1− Lr

s

)

= ((M − c1 − 1)(N − c1 − 1)L + (L− c2)(M + N − 1− 2c1))

(
1− Lr

s

)

= ((M − c1)(N − c1)L− c2(M + N − 1− 2c1))

(
1− Lr

s

)
.

Note that the exponent specified in Theorem F.4 is maximized when s → c1L+c2+1.
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Fig. 23. Diversity versus DMR Curve for 2× 2 MIMO System with L = 2.

The diversity versus DMR curve for M = N = L = 2 achievable using the

superposition scheme is shown in Fig. 23.

G. Distortion SNR Exponent

In this section we show how the diversity versus decodable rate tradeoff developed in

the previous sections can be used to obtain the distortion SNR exponent of layered

transmission schemes. We also compute the achievable distortion SNR exponent of

the superposition scheme.

Lemma G.1 Consider a layered source channel coding scheme SC obtained from a

layered channel coding scheme C whose DMR versus diversity tradeoff is dC(r). The

achievable distortion SNR exponent of scheme SC satisfies

afixed
SC (b) ≥ inf

r≥0
dC(r) + br. (4.46)

The bound becomes tight if d′C(0) = d
dr

dC(r) |r=0< 0.
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Corresponding to the layered coding scheme C, let RC(H, ρ) denote the decodable rate

where H denotes the current channel realization and ρ denotes the average receive

SNR. The average distortion DSC(ρ)
.
= ρ−afixed

SC (b) when the receive SNR is ρ is given

by

DSC(ρ) =

∫

H

fH(H)2−bRC(H,ρ) dH

=

∫ ∞

r=0

[∫

H:RC(H,ρ)=r log(1+ρ)

fH(H) dH

]
2−br log(1+ρ) dr (4.47)

≤
∫ ∞

r=0

P (RC(H, ρ) ≤ r log(1 + ρ))(1 + ρ)−br dr. (4.48)

P (RC(H, ρ) ≤ r log(1 + ρ))
.
= ρ−dC(r). Therefore, from (4.48), we have

afixed
SC (b) ≥ inf

r≥0
dC(r) + br. (4.49)

Therefore an exponent of infr≥0 dC(r) + br is achievable. We will now show that this

bound is tight under the condition that d′C(0) < 0.

Let fr(r) =
∫
H:RC(H,ρ)=r log(1+ρ)

fH(H) dH and let r = {r : d′C(r) < 0}. Note that

dC(r) is always a decreasing function of r. The region r is obtained by just excluding

the region where d′C(r) = 0. In region r we have,

fr(r) =
d

dr
P (RC(H, ρ) ≤ r log(1 + ρ))

.
=

d

dr
ρ−dC(r)

= ρ−dC(r) · log ρ · (−d′C(r))

.
= ρ−dC(r) (since d′C(r) < 0 for r ∈ r ).

From (4.47) we have

DSC(ρ) ≥
∫

r

fr(r)(1 + ρ)−br dr. (4.50)
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It then follows that

afixed
SC (b) ≤ inf

r∈r
dC(r) + br. (4.51)

Consider a region rA < r < rB not in r such that rA ∈ r. In this region dC(r) = dC(rA),

since d′C(r) = 0. Hence dC(r) + br > dC(rA) + brA. Therefore,

inf
r∈r

dC(r) + br = inf
r∈r∪(rA,rB)

dC(r) + br. (4.52)

We can apply the above result for all regions in r ∈ [0,∞) − r provided the point

r = 0 lies in r. It then follows that

inf
r∈r

dC(r) + br = inf
r≥0

dC(r) + br. (4.53)

Therefore the lower bound (4.49) and the upper bound (4.51) coincide when d′C(0) < 0.

This concludes the proof.

We will now specialize the result for the proposed fixed rate superposition scheme.

Theorem G.1 The distortion SNR exponent achievable by the fixed rate superposi-

tion scheme with Rc = s
L

log γ where s = c1L + c2 + 1 in the limit γ → 1 is given



91

by

afixed
SC (b) =





b c1L+c2+1
L

, for 0 ≤ b ≤ L (M−c1)(N−c1)L−c2(M+N−1−2c1)
c1L+c2+1

(M − c1)(N − c1)L− c2(M + N − 1− 2c1), otherwise
. (4.54)

Consider the superposition scheme corresponding to s = c1L + c2 + 1. First note

that for r ≥ c1L+c2+1
L

, dC(r) = 0, and therefore, for r ≥ c1L+c2+1
L

, dC(r) + br ≥
dC(r) + br |

r=
c1L+c2+1

L
= b c1L+c2+1

L
.

Therefore

afixed
SC (b) = inf

r∈[0,∞)
dC(r) + br = inf

r∈[0,
c1L+c2+1

L ]
dC(r) + br. (4.55)

In the range of interest note that both dC(r) and br are linear functions of r and

therefore dC(r) + br is a line. The infimum therefore occurs either at r = 0 or at

r = c1L+c2+1
L

. Therefore,

afixed
SC (b) = min

(
dC(0), b

c1L + c2 + 1

L

)

= min

(
(M − c1)(N − c1)L− c2(M + N − 1− 2c1), b

c1L + c2 + 1

L

)
.

This proves the Theorem.

It is interesting to compare these results with some of the results derived for the

distortion SNR exponent defined for family of schemes that depend on the SNR. An

upper bound, referred to as the informed transmitter upper bound, was derived on

a∗(b) in [14, 17] by assuming that the channel state information (SNR and channel

realization H) is available at the transmitter. The bound is given by

a∗(b) ≤
min(M,N)∑

i=1

min (b, (2i− i + |N −M |)L) . (4.56)
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From (4.7), it follows that this bound is also an upper bound for afixed
SC (b). On

comparing the upper bound with the achievable exponent, we see that the proposed

scheme is optimal in terms of the exponent for b < |N−M |+1
M∗ and for b > MNL2.

We also wish to point out that the maximum achievable distortion SNR exponent

of the broadcast scheme discussed in Chapter III and in [12] is the same as the

exponent of the superposition scheme proposed here. The broadcast scheme is a

generalization of the superposition scheme considered here where the rate and power

allocated to the superposition layers could be chosen based on the SNR. Hence, no

superposition scheme, including those that depend on SNR, can perform better than

the scheme proposed here in terms of the distortion SNR exponent.

The achievable distortion SNR exponent and the informed transmitter upper

bound for 3× 1, 2× 2 MIMO systems with L = 1 and for 2× 2 MIMO system with

L = 2 are shown in Fig. 25, Fig. 26, and Fig. 27 respectively. In all these cases,

we see that the upper bound and the achievable exponent coincide for b < |N−M |+1
M∗

and for b > MNL2. For the 3 × 1 case with L = 1, the distortion SNR exponent is

characterized for the entire range of bandwidth expansion.

H. Application in Digital Data Transmission

Before we conclude this chapter, we would like to mention that although our moti-

vation for defining the diversity versus decodable rate tradeoff is from a joint source

channel coding perspective, the tradeoff is useful even for studying digital data trans-

mission. For example, consider a system where we have a long stream of data to

be sent to a particular user over a MIMO fading channel and the receive SNR and

the current channel realization is not known at the transmitter. We would like the

coding scheme to be such that the user recovers a rate close to his capacity. In this



93

0 0.5 1 1.5 2 2.5 3 3.5 4
0

0.5

1

1.5

2

2.5

3

3.5

Bandwidth Expansion (b)

D
is

to
rt

io
n 

S
N

R
 e

xp
on

en
t (

a(
b)

)

s ®  1

ITUB

Fig. 25. Distortion SNR Exponent for 3× 1 MIMO System with L = 1.
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Fig. 26. Distortion SNR Exponent for 2× 2 MIMO System with L = 1.
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Fig. 27. Distortion SNR Exponent for 2× 2 MIMO System with L = 2.

case, we could transmit the information using a layered channel code. Using some

feedback, the transmitter could be informed about how much rate the receiver has

recovered and then, in the next block, the transmitter attempts to transmit the re-

maining information. The diversity versus decodable rate tradeoff is a good measure

to study the high SNR performance of such a system. To illustrate this point, we

study the average throughput of a layered channel coding scheme and compare it with

the throughput of a system in which the SNR and the fading realization are known

at the transmitter.

For the MIMO channel, when the SNR and the fading realization is known at

the transmitter, the throughput is the same as the average capacity which is given by

Cav = E

[
M∗∑
m=1

log(1 +
ρ

M
λm)

]
≈ M∗ log ρ. (4.57)

The throughput above is shown for the case with no power control. With power

control, we only get a power gain and hence the scaling with SNR is the same.
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For a setup where the SNR and the fading realization is not known at the trans-

mitter, we consider a layered channel coding scheme where the receiver feeds back

the amount of data that is successfully recovered in the current block and then the

transmitter attempts to transmit the remaining information. We consider a simple

protocol where the receiver processes only the received symbols corresponding to the

current block to decode the bits and ignores all previous transmissions. A simple

bound on the throughput η is given below

η ≥ P (RC(H, ρ) < r log(1 + ρ)) 0 + (1− PC (R(H, ρ) < r log(1 + ρ))) · r log(1 + ρ)

≈ (1− ρ−dC(r))r log(1 + ρ)

≈ r log(1 + ρ) if dC(r) > 0.

The above bound is valid for any layered coding scheme for any r where dC(r) > 0. We

apply this bound for the superposition scheme with Rc = s log γ with s → M∗. For

the superposition scheme, dC(r) ≥ 0 for any r < s. Thus we can get the throughput

to scale as M∗ log ρ without knowing the fading realization or the SNR.

I. Conclusion

In this chapter, we defined the diversity corresponding to a decodable multiplexing

rate of r as the rate of decay of the probability that a receiver is unable to decode a

rate of r log(1 + ρ) where ρ is the SNR at the receiver and is unknown at the trans-

mitter. We showed that the diversity versus DMR tradeoff is a suitable framework to

analyze layered source channel codes. We proposed a superposition based scheme and

showed that, for the M × N MIMO channel, it achieves a diversity arbitrarily close

to (M −k)(N −k)(1− r
k+1

) for integer k < min(M, N). This rate of decay is the best

possible rate of decay when min(M, N) = 1. We also computed the diversity versus
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DMR curve for the block fading MIMO channel. We then showed how the diversity

versus DMR tradeoff can be used to compute the distortion SNR exponent of the

corresponding layered source channel coding scheme. We showed that we can find

superposition schemes that do not depend on SNR that can achieve the same distor-

tion SNR exponent as that of the broadcast scheme of [12]. The achievable distortion

SNR exponent is also shown to be optimal for b < |N−M |+1
min(M,N)

and for b > MNL2.
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CHAPTER V

CONCLUSION

In this dissertation we studied problems involving transmission of a discrete time

Gaussian source over some frequently encountered non-ergodic channels. Specifi-

cally we considered the AWGN channel whose SNR is not known at the transmitter,

Rayleigh fading MIMO channel whose fading realization is not known at the trans-

mitter but SNR is known at the transmitter, and Rayleigh fading MIMO channel

whose SNR and fading realization are not known at the transmitter. Since we were

interested in the performance over a wide range of SNR we used distortion SNR ex-

ponent, defined as the rate of decay of the mean square error distortion with SNR,

as the performance metric.

We showed that layered source channel coding schemes are very promising for

all these problems. The achievable distortion SNR exponents obtained using layered

schemes proposed in this dissertation were as good as and better in some cases than

the achievable exponents of all other joint source channel coding schemes reported so

far. The layered schemes were also shown to be optimal in certain cases. Specifically,

for the AWGN channel, the optimal distortion exponent was shown to be equal to the

bandwidth expansion b and was shown to be achievable using a layered scheme called

the fixed rate superposition scheme. This scheme also achieved the optimal exponent

for the L-block Rayleigh fading M × N MIMO channel with SNR unknown at the

transmitter for b < |N−M |+1
min(M,N)

and for b > MNL2. Also for the case when the SNR is

known at the transmitter, an SNR dependent superposition scheme called the broad-

cast scheme was shown to be optimal for these values of b. For the MIMO channel,

for |N−M |+1
min(M,N)

< b < MNL2, although the exponents reported in this dissertation are

better than all the exponents reported so far, the problem is still open.
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