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ABSTRACT

Interactive Simulation of Fire,

Burn and Decomposition. (December 2007)

Zeki Melek, B.S., Bogazici University;

M.S., Bogazici University

Chair of Advisory Committee: Dr. John Keyser

This work presents an approach to effectively integrate into one unified modular

fire simulation framework the major processes related to fire, namely: a burning

process, chemical combustion, heat distribution, decomposition and deformation of

burning solids, and rigid body simulation of the residue. Simulators for every stage

are described, and the modular structure enables switching to different simulators if

more accuracy or more interactivity is desired. A “Stable Fluids” based three gas

system is used to model the combustion process, and the heat generated during the

combustion is used to drive the flow of the hot air. Objects, if exposed to enough

heat, ignite and start burning. The decomposition of the burning object is modeled as

a level set method, driven by the pyrolysis process, where the burning object releases

combustible gases. Secondary deformation effects, such as bending burning matches

and crumpling burning paper, are modeled as a proxy based deformation.

Physically based simulation, done at interactive rates, enables the user to ef-

ficiently test different setups, as well as interact and change the conditions during

the simulation. The graphics card is used to generate additional frames for real-time

visualization.

This work further proposes a method for controlling and directing high resolution

simulations. An interactive coarse resolution simulation is provided to the user as a
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“preview” to control and achieve the desired simulation behavior. A higher resolution

“final” simulation that creates all the fine scale behavior is matched to the preview

simulation such that the preview and final simulations behave in a similar manner.

In this dissertation, we highlighted a gap within the CG community for the

simulation of fire. There has not previously been a physically based yet interactive

simulation for fire. This dissertation describes a unified simulation framework for

physically based simulation of fire and burning. Our results show that our imple-

mentation can model fire, objects catching fire, burning objects, decomposition of

burning objects, and additional secondary deformations. The results are plausible

even at interactive frame rates, and controllable.
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NOMENCLATURE

αa dissipation rate for gas a (could be combustible fuel gas or smoke)

· dot product

∆t Timestep of the simulation

∆x Grid size

∇ partial differential operator ( ∂
∂x

, ∂
∂y

, ∂
∂z

)

∇2 second order partial differential operator ∇ · ∇ = ( ∂2

∂x2 ,
∂2

∂y2 ,
∂2

∂z2 )

v′(~x, t) Adjusted final data at a time t, and a position ~x

v(~x, t) Final data at a time t, and a position ~x

φ Implicit distance field (level set), divergence

ρ density

× vector cross product

υ kinematic viscosity of the fluid

~ν Velocity field of a moving interface

~νN Normal component of the velocity field of a moving interface

~ω vorticity

~D Direction of decomposition

~f external forces
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~u velocity of the fluid

~fw Vorticity confinement force

af Combustible fuel gas

as Exhaust gas, smoke

b Stoichiometric mixture rate

BCi,j,k One if the cell i,j,k is a filled solid boundary cell

C Combustion amount

d Amount of decomposition

df density of fuel gas

do Oxygen density

ds density of smoke

dr
i,j Keyframed variable at time tj, at position ~xi, and at scale r

fg Gravity force

fT Buoyancy force

Gr Gaussian weight function with radius r

k1 Strength of decomposition

k2 Rate of fuel gas release

kE Diffusion constant for the solid-air interface

kS Diffusion constant for the solid
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KT diffusion constant

m(~x, t) Matching function

op Number of octaves

p pressure

P (~x) Turbulence noise at ~x

r Rate of burn (0 < r ≤ 1)

rs Conversion rate from solid fuel to solid gas

Sa Source for gas a (could be combustible fuel gas or smoke)

Sturbulance Scale of turbulence

T Heat

T0 Output heat from the combustion reaction

Tamb Room temperature

Tpyrolysis Self-pyrolysis threshold for a solid

Tsp Solid pyrolysis threshold (how volatile the solid is)

Tthres Lower flammability temperature where burning can occur

V Amount of solid fuel

v(~x, t) Preview data at a time t, and a position ~x
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CHAPTER I

INTRODUCTION

In the push for greater realism in computer graphics applications, complex physical

simulations are playing a larger and larger role. From real-life experience, users are

often familiar with the physical phenomena being simulated, and different simulations

have varying success at replicating the details of a physical process. Such details can

make the difference between a believable virtual world that draws the user in and a

jarring environment that destroys any sense of presence.

Natural phenomena such as water, smoke and fire have been studied for cen-

turies. Mathematical equations have been derived to define and predict their behav-

ior. Physically based simulations are used to investigate their behavior in time using

these equations, given an initial state and boundary conditions. As more computa-

tional power becomes available, these scientific simulations are used for increasingly

more complex and accurate simulations.

There has recently been an increasing interest within the computer graphics

community for simulation and visualization of natural phenomena. These visual sim-

ulations play an increasingly important role as a part of the story within the motion

picture and game industries, and can be important cues in applications such as emer-

gency personnel training. Generally, these applications require visually compelling

but not strictly accurate models. However, the models need to be capable of captur-

ing the visual characteristics of the phenomenon, which is usually not addressed in

scientific simulations. Accuracy is defined as how well the simulation matches with

the observation. In the case of visual simulation, we would like to match what we

This dissertation follows the style of IEEE Transactions on Visualization and
Computer Graphics.
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Fig. 1. Burning a match and a log.

see. To summarize, visual plausibility is the key requirement for visual simulations

(Fig. 1).

Different phenomena might require completely different simulation models that

are incompatible with each other. Combining different models and integrating them

to work together is a hard problem (Fig. 2). Expanding current simulation systems

to include additional models is not an easy task either. For these reasons, current

simulation systems have only focused on parts of the actual phenomena. If we look at

state of the art fire simulation research, there are different models for the combustion

reaction, fire spread (different models at different scales, such as fire spread on a house

vs forest), heat generated from the fire, and visualization.

Visual simulations are in some cases required to be interactive and easy to con-

trol/choreograph. Interactivity and accuracy are usually counter to each other in

simulating natural phenomena because of the complex physics involved (accuracy

and performance trade-off). Interactive methods are usually very simplified/adhoc

systems compared to the accurate solutions, and they are not visually complex enough
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to capture all the fine scale visual detail we encounter in natural events. As we stated

earlier, scientific simulations do not necessarily make good visual simulations, and

they are definitely not practical.

Fig. 2. Everything happening together. Flame, solid object catching fire, starting to

burn and decomposing all happening together.

A. Simulating Natural Phenomena in Computer Graphics

Early solutions for simulating natural phenomena in computer graphics (CG) include

randomized functions, fractals, and particle based solutions that generate plausible

but not physically based results. On the other hand, the scientific simulation litera-

ture, especially computational fluid dynamic (CFD) literature, has generated many

methods to create more and more accurate results, but with a huge computational

complexity/cost. Recently, a number of advances have made realistic physically based

modeling of smoke and other gaseous phenomena practical for CG requirements.

These coarse-grid fluid-dynamic equation solvers are capable of capturing fine scale

swirling motion of the air, with a very small computational cost.

Just as in simulation, complexity vs cost is an issue in visualization of the detail-

rich behavior of natural phenomena such as fire. Very realistic results are achieved

using photon map solutions combined with blackbody radiation, but the interactive

results are far from convincing, so far. One exception we should note are computer
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games, but often they achieve a realistic look by using adhoc nonphysically based

techniques, prerendered/offline simulated images, or even recorded and preprocessed

video.

B. Interaction and Control

Controlling the simulation behavior is a hard problem. Traditionally in a physical

simulation, this is achieved by setting the starting conditions. On a complex and

lengthy simulation, this might be difficult, inefficient or even impossible to do, because

of the sheer number of parameters controlling this complex physical phenomenon.

One can also process the results of the simulation, than adjust the simulation at one

desired editing point, and continue to simulate from the point of adjustment again.

This refinement process could be lengthy and unpredictable since the desired end

result is not guaranteed.

A general simulation framework, capable of handling various conditions accu-

rately yet responsive enough to be used with limited preprocessing or stored data,

can go beyond the boundaries of classical systems. In an application such as firemen

training within the highly dynamic environment of a building fire, results of the de-

cisions of the trainee should be immediately evaluated by the training application.

Another case we should look at is artistic/creative applications, where the user can

choreograph using simple tools that control the simulation behavior.

A desired solution would be to provide a preview simulation running interac-

tively, modeling only the basic simulation behavior plausibly. This structure will

enable the user to access and control the simulation behavior immediately and get

the desired behavior or starting point quickly. Later, a more accurate fine scale simu-

lation could be used for more accurate or pleasing results guaranteed to have similar
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gross behavior.

C. Hypothesis

The hypothesis of this dissertation is as follows:

One can simulate different aspects of the burning process in a unified phys-

ically based framework by taking advantage of some simplifying assump-

tions and achieve visually plausible results at interactive rates on current

hardware. More accurate simulations could be guided to have global behav-

ior similar to the interactive results.

Here is what I mean by:

• visually plausible: an accurate enough result, which looks as though it could

happen for the given conditions.

• burning simulation: physically-based, and accounting for all the parts of the

burning phenomenon, such as ignition, decomposition, bending and crumpling.

• unified simulation framework: all in one package.

• interactive: speeds fast enough on current hardware for users to choreograph

by changing parameters and conditions and get the results of these changes

immediately.

• guide: maintain the same global behavior.

D. Contributions

The objective of this work is to effectively integrate the major processes related to fire,

namely a burning process, chemical combustion, heat distribution, decomposition and
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deformation of burning solids, and rigid body simulation of the residue into one unified

modular fire simulation framework. This has not been achieved before. Simulators

for every stage will be provided, and the modular structure will enable switching

to different simulators if more accuracy or more interactivity is desired. Although

this work will not try to propose the best solution for every component, we will

present suitable solutions for every aspect of the phenomena discussed above, and

demonstrate the suitability of the simulation framework in addressing them.

This work tries to bridge the gap between interactive methods and physically

based simulations, accurately simulating major aspects of the burning process from a

physical basis, and creating visually convincing images, at interactive rates on current

hardware.

Physically based simulation, performed at interactive rates, will enable the user

to efficiently test different setups, as well as interact and change the conditions during

the simulation. The artist, on the other hand, can use the exact same tools to

choreograph a scene. An interactive coarse resolution simulation is provided to the

user as a preview to control and achieve the desired simulation behavior. A higher

resolution final simulation that provides the fine scale behavior is matched to the

preview simulation such that the preview and final simulations behave in a similar

manner.

Here one should note that our work is aimed at computer graphics. Most of the

methods discussed in the next chapters converge to the actual solution in the limit

case (where the grid sizes and time steps go to zero), but that would not happen in

practice, and is not even necessary for visually acceptable results. Unlike scientific

simulation, results that do not necessarily match theoretical or experimental data

exactly are perfectly acceptable in computer graphics. Algorithm simplicity, unified

physically based simulation, and the interactive user experience are the major aspects
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of this work.

This dissertation will address

• A unified simulation framework addressing many different phenomena related

to combustion and the burning process:

– Combustion process

– Hot air motion

– Solid objects interacting with flames/air motion

– Heat distribution and exchange

– Solid objects catching fire (even when not even touching the flame)

– Flame spread on burning objects

– Decomposition of burning objects

– Deformation of burning objects (bending)

– Burning objects breaking into pieces

• Interactive simulation and visualization. A coarse resolution simulation and

tools to interact with the simulation are described.

• Simulation control. Interactive simulation is used as preview to guide a higher

resolution simulation that generates finer scale detail.

E. Overview

The rest of the dissertation is organized as follows. Chapter II addresses simulation of

fire in computer graphics (CG). We will go over the background work, and describe our

three-gas flame model. A brief introduction of fluid dynamics and its application in
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our framework is explained. In Chapter III we propose a new model for simulation of

burning and decomposing solid objects. We also propose a simple yet efficient model

to approximate bending/crumpling-like behavior. Integration with the flame model

is explained in Chapter IV. In Chapter V we address interactivity issues. We will

propose preview-based simulation control, and will go over the details of the matching

process. In Chapter VI we will discuss visualization issues, and provide graphics

processing unit (GPU) based inbetweening for real-time visualization. Chapter VII

will summarize our results and address future work.
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CHAPTER II

SIMULATION OF FIRE

Fire creates a unique problem compared to other natural phenomena. It has a very

complex visual signature, both in a still image and video. To accurately capture

its properties, one should generate its visual properties, as well as its very complex

motion. Early models used a simplified approach, generating fractal textures and

particles to create complex visuals and motion. Later models included physically

based properties.

The very earliest fire models used particles and textured or warped blobs to

generate flames. This technique, combined with some simple physically based air

motion, is widely used in the motion picture industry and games, because of its ease

of controllability. On the other hand, to achieve realistic or plausible fire behavior a

large amount of initialization time is required by an artist/technician, and seemingly

simple changes might require large amounts of labor. These models are still in use in

the games (interactivity) and entertainment (visual quality) industries. One should

note that, in both applications, the motion and behavior is predefined.

Physically based modeling of fire has been an ongoing research area, and many

algorithms are available in the computational fluid dynamics (CFD) literature. Direct

implementation of these algorithms requires relatively high resolution grid sizes to

be accurate or even -in some cases- to be valid. The high computational cost and

large storage requirements makes these algorithms impractical for CG applications.

Hybrid approaches using partially physically based data have been favored in CG

applications. Usually these use some simplified flame representation (flame skeleton,

geometric primitive, etc) and complement it with physically based motion of the air.



10

A. Background

1. Fluids in CG

Before we investigate previous approaches to fluid dynamic simulations in CG, we

need to understand Lagrangian and Eulerian approaches.

The Lagrangian approach defines points in space and labels them as separate

particles. Properties such as velocity, density or pressure are defined at these particles

and are advected with the moving particles. The Eulerian approach on the other hand

defines fixed points in space and tracks changes of the properties. Both methods have

their strengths and weaknesses.

The Lagrangian approach is basically a particle system, which is trivial to im-

plement. Particle motions could be computed very fast. To increase detail in parts

of the system, one only needs to add more particles at the desired location. On

the other hand, spatial derivatives are not easily defined; since one requires spatial

relations between particles. Other difficulties include finding nearest neighbors or

enforcing incompressibility. Particle systems are very popular in CG and they are

used extensively in the game and movie industries.

The Eulerian approach defines points (vertices)in space, and the connectivity of

these points (mesh). The simplest Eulerian method uses a fixed regular grid, but

unstructured meshes have been used as well. Since we know the connectivity, spatial

derivatives are easily defined at any point. Interpolation is required in between points

(such as during advection), which causes dissipation/smoothing of the data. The scale

the system can resolve depends on the size of the grid. Spatially adaptive methods

such as octrees can be used, but this makes spatial derivatives harder to compute.

Eulerian methods are used extensively in scientific simulations but their memory

requirements have limited their use in the CG community until recently. With the
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increase of computational power and memory on common desktops, as well as with

the recent advancements of coarse-grid fluid solutions such as “Stable Fluids” and

with the introduction of level set methods, Eulerian methods have gained immerse

popularity in CG community.

Recently, increased interest is in combining two methods to take advantage of

best of the two worlds. Particle systems are gaining popularity with Smoothed Par-

ticle Hydrodynamic (SPH) methods combining an Eulerian phase to reconfigure the

particles [96]. Eulerian approaches on the other hand are using semi-Lagrangian

schemes to speed up calculations and use different methods to minimize the effects

of the inherent smoothing. It is an exciting time for fluid simulations in CG.

In the earliest Eulerian work in CG, Kajiya and Von Herzen [56] worked on very

coarse grids, using the very limited computer power they had at that time. Foster

and Metaxas [35][37] reintroduced the method to the CG community, and were able

to capture nice swirling motions using relatively coarse grids. Their model used an

explicit integration scheme, bounding their time step in order to keep the simulation

stable. They also used a costly relaxation step to ensure mass conservation.

Stam [108][109] used a semi-Lagrangian advection scheme and implicit solver to

make the simulation unconditionally stable; even large time steps are allowed in his

“Stable Fluids” model. He also used pressure-Poisson equations to conserve mass.

Because he used a first order integration scheme, these simulations suffered from

numerical dissipation. This model can handle boundaries inside the computational

domain.

Fedkiw at al. [28] included vorticity confinement in the “Stable Fluids” model,

keeping the smoke “alive” and increasing the quality of the flow with a very small

amount of additional computational cost. Note that we included a practical intro-

duction to the “Stable Fluids” method in Appendix A.
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Simulation of liquids require a free surface tracking method. Foster and Fedkiw

[34] introduced the level set method, and Enright et al. [25] used a particle level

set method to correct for the volume loss due to the interpolation. Bargteil et al.

[4] formulated the surface tracking as a contouring problem to avoid the volume loss.

Losasso et al. [67] extended the particle level set method to as many regions as desired,

and proposed techniques for simulating interactions between them, such as surface

tension forces, complex chemical reactions, or one or two materials converting into

another one. They demonstrated liquids mixing, reacting, and releasing combustible

gas that then burns in one single simulation framework.

To overcome the large space requirements of Eulerian methods to simulate fluids

with fine scale features, different methods are proposed, such as using octrees [65] or

run length encoding (RLE) [49]. Shah et al. [105] take advantage of the Galilean In-

variance to let the grid follow the important part of the fluid. Similarly, Rasmussen et

al. [98] used whole grid increments to follow the fluid. To handle complex, deforming,

or moving boundaries, Eulerian fluid simulation is generalized to tetrahedral meshes

[30][31][58]. Irving et al. [52] combines two and three dimensional techniques for an

efficient simulation.

Particle based methods have shown significant promise. Yoshida et al. [127] used

smoke particles (puffs) to model the motion of the smoke and vorticity fields to take

obstacles into account. Smoothed particle methods such as the smoothed particle

hydrodynamics (SPH) [22] [78] and the moving particle semi-implicit method [96]

have been proposed. Lagrangian methods require a large number of particles, and

to address this issue, hybrid methods have been proposed [130]. Kim et al. [57] use

marker particles for turbulent and splashing water. Instead of the fluid velocity,

particles have been used to carry the vorticities and have been combined with a grid

[40][103].
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Recently, Yuksel et al. [128] proposed a new method for the real-time simulation

of fluid surface waves and their interactions with floating objects using wave particles.

Other than incompressible fluid solutions, compressible fluid solutions have been

proposed [126]. Goktekin et al. proposed a method for modeling viscoelastic fluids

[42].

2. Combustion

Combustion is an ongoing area of research. Fuel is preheated by ignition, and the gases

that are mixed with air (the oxidant) in “good” concentration start the combustion,

giving an exothermic reaction. Besides water and carbon dioxide, the burning process

results in other combustion byproducts, some of which might themselves be subject

to further combustion.

Fig. 3. Combustion process.

The fuel gas mixes with the oxidizing gas creating a mixture zone. The ratio of

gas to air varies across the mixture zone (Fig. 3). The pure fuel is heated as it moves

from its source at the center of the flame toward the reaction zone. Because there is no
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oxygen in this case, the fuel is broken down into smaller molecules and radicals, which

also forms soot (carbon). This process is very luminous and gives diffusion flames their

distinctive yellow color. As the reaction zone is approached, the increasing amount of

oxidizing gas allows the chemical combustion reaction to occur. Combustion continues

outward throughout the reaction zone until the stoichiometric contour (flame front)

is passed and the reaction is completed. The heat generated during the reaction keeps

the reaction zone at the combustible temperature, triggering more combustion, thus

creating more heat and combustion byproducts [23]. Diffusion (laminar) flames are

created when “pure” fuel gas coming out of the fuel source mixes with the oxidizing

gas through the mixture zone. Diffusion flames are the type commonly seen when an

object burns. On the other hand, if fuel and oxidizing gases are well-mixed before

entering the reaction zone, they create a premixed flame.

Once ignited, a diffusion flame stabilizes. Flames tend to be carried upward due

to convection of the air that has been heated by the combustion process. Smoke,

consisting of water vapor and other byproducts, is carried along with this column

of air. The heat produced by the flame can also radiate to vaporize combustible

products from nearby matter through chemical decomposition. This process is called

pyrolysis [8]. Thus, when an object (such as a piece of wood) burns, the flames are

formed from combustible portions of the object being vaporized and then oxidizing

in the region just beyond the surface.

The color of a flame in the reaction zone is determined by the energy released

in the exothermic oxidation process. Thus, a “pure” burning chemical may emit a

single wavelength of light, while a more complex substance (e.g. wood) may emit

at numerous wavelengths. In addition, the heat generated by combustion can cause

combustion materials to emit light across a broad spectrum in the form of thermal

radiation [8].
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3. Flames in CG

Within the CG community, early models of fire include Reeves’s particles [100] and

Perlin’s procedural noise function [90]. Inakage [51] uses a physical model to emit

light in the regions of combustion for still images. Chiba et al. [18] and Takahashi et

al. [117] both use a grid based representation of the space, and flames themselves are

modeled by placing geometric primitives around particle trajectories. Some physical

properties are linked into these models, but they are not physically based models per

se. More or less the same models are still used in games or movies for interactive or

visually stunning results respectively. Since they are not physically based, they are

choreographed completely, and getting the desired behaviour/look depends on the

skills/patience of the artist.

Recent physically based models include Lamorlette and Foster [60], combining

particles with a flame skeleton, and Nguyen et al. [80], defining the flame front as a

moving boundary between two fluids and using a level set method to capture very

complex motion of the fire. The actual combustion process is not modeled, but an

expansion term is introduced to add fine scale detail without using any randomized

term. Another recent work by Feldman et al. [29] uses incompressible fluid equations

to model suspended particle explosions. By enabling ∇ · u > 0, they model an

expansive flow without the need to simulate compressible fluids. Ihm et al. [50] used

this result to model expansion of chemical reactions.

In the scientific simulation domain, NIST has developed the CFAST fire simulator

[54], giving an accurate simulation of the impact of fire and its byproducts. Bukowski

and Séquin [11] have integrated CFAST and the Berkeley Architectural Walkthru

program, making the results of CFAST more understandable. This is an example

of using scientific simulation for visualization. The visuals make investigation of
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simulation results easier, but for CG purposes the visual results are too simple. A

newer simulator implemented by NIST is the FDS [72], which has a very similar

framework to what we propose to model combustion. Also, while CFAST and FDS

are more accurate models, they are not suitable for interactive simulation.

The spread of fire has been another area of research. Perry and Picard [92]

represent the flame front using particles, adding new particles as the front expands.

Stam and Fiume [111] use a map to define the amount of fuel and temperature on

every point on the object, and use turbulent wind fields and warped blobs. Beaudin

et al. [7] use a similar but more accurate flame front technique to model the spread,

and guarantee that the boundary always lies on the object. Wei et al. use the Lattice

Boltzmann Model to simulate fire at interactive rates [125], and add visual detail

by using textured splats. They recently [129] extended their model to track flame

fronts over volumetric implicit solids. Jones [53] introduced a method that accurately

models both thermal flow and the latent heat during the phase change to model

melting solids. A CFD based physical simulation outlined in [21] treats combustion

and turbulence independently. The turbulence is modeled using a multi-resolution

turbulence model, and particles are used to track the flame front for the combustion

reaction.

B. Flame Model Overview

The initial module of any fire simulation framework is a flame model. The two fluid

boundary approach in [80] is exciting, yet compressing the reaction zone into a surface

is not always realistic. It is also too computationally complex to be considered in an

interactive application. We propose a simpler three gas flame model. Amounts of

fuel, smoke and oxygen are defined on a coarse grid, and the reaction zone is defined
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Fig. 4. Real vs simulated matches in different orientations.

by the conditions that satisfy the combustion reaction. This simple scheme enables

us to model the chemical combustion process, as well as simulate the motion of

the gases within the simulation region. Heat, coming out of the simulation, drives

the combustion process forward, and causes air currents. Air motion is simulated

as a single fluid, assuming the governing motion comes from the hot air currents.

This simplification gives an accurate overall motion, but fails to incorporate as much

small scale motion as the previous model can capture. We demonstrate a wide range

of flame conditions, including ignition, self sustaining flames, various combustion

reactions resulting in wider or narrower reaction zones, and self-extinguishing flames

(Fig. 4). Note that we have published parts of the three gas flame model in [74].

C. Three Gas Simple Flame Model

Details of the “Stable Fluids” model could be found in Appendix A. In “Stable

Fluids” a non-reactive substance such as smoke is carried with the motion of the fluid

(Eq. A.6). We use the same vector field solver, and use the resulting vector field to

advect and diffuse three quantities, fuel gas df , exhaust gas (including smoke) ds, and
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heat T .

∂df

∂t
= −(u · ∇)df − αfdf + Sf (2.1)

∂ds

∂t
= −(u · ∇)ds − αsds (2.2)

∂T

∂t
= −(u · ∇)T − αT T + KT∇2T (2.3)

where KT is a diffusion constant, alphaa is the dissipation rate and Sa is a source

term for gas a. Notice that the dissipation values can differ for the three quantities.

Thus, the characteristics of the motion of the fuel, smoke, and temperature can differ

significantly, although all are carried by the motion of the single 3-gas fluid system.

For fuel gases αf is small if not zero, whereas smoke has a larger αs. Sf is

initially empty, except the initial source flame. During the simulation, as objects

start burning, they too become sources. Smoke and temperature do not have source

terms, since smoke and heat comes from the burning process, according to the amount

of fuel and air consumed within one time step (Fig. 5).

Fig. 5. Heat distribution around the flame.
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Temperature has a large KT which simulates diffusion of the heat and small αT

value, diffusing fast but not dissipating within the system. Diffusion of the temper-

ature field is solved with a similar approach to that used in [108], using an implicit

integration step, which gives a sparse linear system when discretized. Note that we

have not used a diffusion term for the gas motion. The implicit solver, being uncondi-

tionally stable, comes with a cost; it introduces smoothing to the gas motion similar

to diffusion.

The fluid system is modified by the presence of the fuel, exhaust gas, and tem-

perature. Referring to Eq. A.2, the external force, f , acting in any one cell is given

by:

f = fg(df + ds)


0

0

−1

 + fT (T − Tamb)


0

0

1

 (2.4)

where fg and fT are positive constants controlling the force components based on

gravity and temperature respectively, and Tamb is the room temperature. Hot air will

thus rise, and cold air fall, creating convection currents necessary to give the correct

flame shape. The smoke and fuel gas will tend to fall, though this effect is usually

not very noticeable (i.e. fg should be fairly small).

D. Combustion Reaction

The combustion (burning) in a cell is defined by:

C = rmin(do, bdf ) if T > Tthres (2.5)
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∂df

∂t
= −C

b
(2.6)

∂ds

∂t
= C

(
1 +

1

b

)
(2.7)

∂T

∂t
= T0C (2.8)

where the oxygen density do is defined such that the total amount of gas in each cell

is constant (df + ds + do = const). Conceptually, four parameters are used to control

the shape and the stability of the flame. r is the burning rate (0 < r ≤ 1) defining

the percentage of the fuel gas that can be burned in a second. Tthres is the lower

flammability temperature where burning can occur, and T0 is the output heat from

the reaction. It can be sufficient to start a reaction in a neighboring cell, or it might

not be sufficient, extinguishing the flame. b is the stoichiometric mixture, controlling

the oxygen requirement of the combustion and used to model different reactions.

The fuel gas is ignited either by reaching a sufficient temperature, or by a special

“ignition” step. This combustion increases the heat in the system and can provide

enough heat to the neighboring cells to continue the burning process on the next time

step. Smoke is produced as a by-product of the combustion, and tends to rise with

the hot air produced by the flame.

E. Results

Our results show that we can simulate a variety of scene setups successfully. We can

get plausible results with even not-so-suitable-to-our-model cases, such as explosion-

like fast burning and smoke filling a closed room and extinguishing the burning flame

(Fig. 6).

This simple yet flexible model described above is strong enough to handle var-

ious fire related phenomena and can be used as the underlying flame model in our
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Fig. 6. Two extreme cases. Our fire simulator can handle these extreme cases: (a) an

explosion like fast combustion process, (b) flame burning in a closed area uses

all the oxygen and suffocates itself.

simulation framework. We will integrate this model into our simulation framework

and demonstrate the flexibility of the model. We also will discuss how the fine scale

motion lost in our simplification can be included during visualization in chapter VI.

Before we move to burning and decomposing objects, we will briefly summarize

the simplification assumptions in our flame model. We will also list the parameters

controlling the combustion reaction.

1. Simplifications and Analysis

Even though our framework for simulation is general, the individual modules we have

proposed make a number of simplifying assumptions, which lead to some shortcom-

ings. We describe below some of our key assumptions, simplifications, and shortcom-

ings, along with the reason we accept them.

• Single fluid model. Although air, fuel gas, and exhaust gases will have different

properties, we choose to model the system with a single moving fluid. We

therefore do not capture properties such as the mixing of fluids of different

viscosity, which hurts our ability to capture some fine-scale detail. However, our
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model still captures the larger-scale motion of heated air, and is significantly

cheaper computationally. We also believe that the fine detail is more of a

rendering issue than a key to simulation, and such details can be better added

as a visual postprocess.

• Constant density air. Our assumption that the sum of the air, fuel, and exhaust

gas in a cell is constant is somewhat unrealistic. In particular, the effects of

combustion, such as the pressure generated and the resulting density changes

are not directly modeled (we do simulate some effects via the buoyancy forces).

This simplification, together with the previous one, simplifies the equations

for fluid flow. Although our framework is general, the sample implementation

presented here is aimed for an interactive and responsive simulation.

• Expansion of the reaction zone. One specific property of the combustion reaction

is expansion of the gas, which gives a more round shape to the flames. This

could be added to our model by introducing outward forces at the reaction

zone, similar to Nguyen et al. [80], or setting ∇ · u to be larger than zero at the

reaction zone, similar to Feldman et al. [29].

• Coarse resolution simulation for interactivity. One might argue the need for

a low resolution physically based simulation, since there are some production

quality simulation models around ([80]). These other methods, though, are non-

interactive, miss key parts of the entire burning process, and are difficult to fine-

tune. We present a framework to model many aspects of fire related phenomena

together in one single simulation framework, and the coarse simulation used here

is one of the possible implementations. Our particular implementation runs at

interactive rates, enabling the user to fine tune the simulation behavior quickly,

giving plausible results. As mentioned below, having the interactive method
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can allow us to more easily control behavior in more complex simulations.

2. Controlling the Shape of the Flame

In order to simulate different burning reactions, it is important for an animator to

have some control over the flame shape. The shape of the flame can be controlled by

modifying a few key parameters:

• Turbulence controls the amount of additional random motion added to the

fluid motion field. If zero, the flame will eventually stabilize in a fixed shape.

Introducing turbulence causes the flame to have a more realistic motion (Fig.

7).

Fig. 7. With and without turbulence. The flame at left experiences no turbulence

whereas the right flame does. The flame at left will remain in that shape,

while the one on the right will change over time.

• Burn rate gives the amount of fuel that can be burned in one timestep, as

a percentage of the maximum amount of fuel that can combust (i.e. is at

an adequate temperature and is mixed with air appropriately). Large (=1.0)

burning rates tend to create very thin and sharp flames, since fuel is usually

consumed soon after mixing with air, while slower burning rates create larger

and more blurry flames (Fig. 8).
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Fig. 8. Comparison of different burning rates. The flame at left has a faster burning

rate than the one at right.

• Air use (i.e. the stoichiometric mixture) describes how much air is needed for

the fuel to combust. This can be used to model different combustion reactions,

requiring more or less oxygen.

Generally, as air use increases, the flame size becomes much larger and more

spread out (similar to a low burn rate), since the gas must spread and diffuse

more in order to mix with enough air to combust (Fig. 9).

Fig. 9. Effect of air usage. From left to right, the combustion requires more and more

air to burn the same amount of fuel gas.

• Output temperature controls the intensity of the combustion. Lower output

temperatures can lead to flames that are not self-sustaining or that let some

fuel go unburned. High output temperature can cause flames to spread rapidly,
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ensuring full combustion and inducing self-ignition in other regions.

• Ignition threshold sets the temperature needed for fuel to combust. A lower ig-

nition threshold is used to model highly flammable gases, while a higher ignition

threshold can model almost nonflammable gases. Relating this to the pyrolysis

temperature of any solids helps to simulate very flammable or nonflammable

materials.

Although other parameters can be modified as well (e.g. the diffusion rate for

temperature), these are more fundamental to the simulation and will tend to change

the simulation as a whole, rather than just allowing simulation of different types of

burning. They also tend to be less predictable in their effects.

Our examples and descriptions have focused on diffusion flames, where pure fuel

is released that gradually mixes with air. These are the common flames seen when

objects burn. We note, however, that our method can just as easily simulate premixed

flames, where the air and fuel are mixed when introduced to the environment.
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CHAPTER III

BURNING SOLIDS

Within the CG community, there have been only a small number of attempts to

address burning objects. Burning solids have been modeled either as a simple boolean

switch, burning/not-yet-burning, or a flame front sweeping a surface. In the former

model, after the solid reaches a self-pyrolysis temperature, it turns the switch on and

starts emitting fuel gas at a constant rate. In the latter model, the front is marked as

actively burning, and the area swept is marked as burned. Many models have been

proposed to track the sweeping flame front.

Fig. 10. Burning bunnies. OpenGL output from the interactive simulation.

A burning solid decomposes, and changes both geometrically and topologically,

which makes this an interesting problem from a modeling point of view (Fig. 10).

Both approaches mentioned above treat the solid as a nonchanging object, and lack

the ability to capture the geometrical and topological changes a burning object goes

through. The most closely related work has been on melting solids, which takes the

change of the shapes into account.

In this chapter we will start with the related background work, including level
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set methods and free-form deformations. Note that we provide a brief practical intro-

duction to the level set methods in the appendix. Our simulation method for burning

objects will be presented in three sections. First we will start with objects catching

fire, namely the pyrolysis process. Than, we will present the decomposition of the

burning objects, together with the discussion of our proposed multi-representation

simulation framework. Finally we will discuss bending and crumpling behavior.

A. Background

In this section we will present related previous research on decomposition of objects.

We will also briefly look at previous work on the level set methods and free-form

deformation tools, since we will use them in our model (Fig. 11).

1. Previous Work on Breaking/Deforming Objects

Since our motivating case is deformations of burning objects, we will first look at

related work in this area. Losasso et al. [66] models burning objects using remeshing,

and can model fine scale decomposition structures. They present a novel technique

for simulating phase change of solid objects into fluids, such as melting volumetric

solids and burning thin sheets. However, this work does not addresses secondary

deformation effects due to structural changes. Although this effect is minor for large

objects, it creates a dominant deformation on small objects. Examples include the

upward bending seen in burning matches and the crumpling of burning paper. The

current state-of-the-art for creating such deformations involves an artist modeling the

deformation manually.

There has been some work on deformations related to physical processes. One

example is given by O’Brien et al. [83]; their work deals with fracturing solid objects.
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Fig. 11. Decomposition in action.

Yngve et al. [126] combine shock waves together with the fracturing of solids. Carlson

et al. [13] solve the melting problem by treating the solid as a liquid with high viscosity

that changes in space and time, allowing the same material to exhibit different states.

Modeling internal stresses on a moving viscoelastic fluid is presented by Goktekin et

al. [42] using a level set method [104][85][27].

Other deformation work models imprints and tracks in the ground. Methods

used for doing so include bump maps [68][69], heightfields [115], and elastic sheets

[15]. Some methods also include models of soil dynamics [61][84]. Similarly, soft

body deformations of colliding objects have been investigated [41][24][88]. Adaptively

sampled Distance Fields (ADFs) have been used to detect collision of soft bodies

[38]. The contact deformation is modeled using forces defined inside the overlapping

regions.

2. Level Set Methods

Level set methods, first introduced in [86] are a simple yet powerful approach for

computing moving interfaces. They have recently started to gain popularity within

the computer graphics community. Many applications, including incompressible and

compressible flow problems and the recent thin flame model [80], are solved using

level set methods. More information on level set methods and their applications in

computer graphics can be found in recent publications [104][85][27]. We will provide

a brief introduction on level set methods in Appendix B.
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3. Free-Form Deformation

Many different methods have been proposed for modeling clay-like deformations

including Octrees [2], Freeform Deformations (FFDs) [20], Finite Element Models

(FEMs) [122][39], Adaptively Sampled Distance Fields [9], and Level sets [3]. Dif-

ferent user interfaces have been presented to control the deformations [71][9][63].

Recently, vector fields have been used to control deformation on surfaces [121].

Free-Form Deformation (FFD) tools are widely used in soft-object animation and

shape deformation. The points on the object are represented as an affine combination

of the vertices of the encapsulating shape around the object. Barr [5] introduced a

set of hierarchical transformations for deforming an object, including twist, bend and

taper operations, using the position vector and surface normal of the undeformed

object and a transformation matrix. Each level in the deformation hierarchy requires

an additional matrix multiplication. Sederberg and Parry developed a technique

for deforming the solid geometric models in a free form manner [87][102]. Their

method could be applied to quadrics, CSG based models, parametric surface patches,

or implicit objects with derivative continuity. The FFD is usually defined in terms

of a tensor product trivariate Bernstein polynomial. Coefficients of the Bernstein

polynomial are the control points. Coquillart presented an extension to this method,

Extended FFD (EFFD) [20], adding arbitrarily shaped bumps or bending the object

along an arbitrarily shaped curve using B-spline control points. Chang and Rockwood

[16] deform objects using a Bezier curve and affine maps controlling handles.

Affine combinations of vertices encapsulating a shape form an interpolation

scheme. Vertex positions could be used as data values in these interpolation func-

tions to form deformations. Usually, these methods are used for deformations defined

by a user. Many interpolation schemes have been proposed [70][59]. Warren et al.



30

[123][124] extend the Washpress interpolant for convex shapes into 3D. Ju et al. [55]

use mean value coordinates [32] for 3D non-convex shapes. Similar results were pro-

duced concurrently by Floater et al. [33].

B. Burning Solids

We will start with a brief overview of the burning process. The heat produced by the

flame can vaporize combustible products from nearby solid matter through chemical

decomposition. This process is called pyrolysis [8]. Thus, when an object (such as a

piece of wood) burns, the flames are formed from combustible portions of the object

being vaporized and then oxidizing in the region just beyond the surface.

In our simulation model, solid materials inside the computational domain are

voxelized and the corresponding grid cells in the fluid’s computational domain are

marked as filled. This filled/empty information is used in flow calculations [108][28].

In the advection step, the particle tracer hits and stops on filled grid cells, and in the

diffusion step the filled grid cells are assigned the same amount of density as their

empty neighbor, making the incoming and outgoing density flows equal. If a filled

grid cell has more than one empty neighbor, average values are used, but it is possible

for material one voxel thick to ”leak”.

Each filled grid cell is a potential fuel source. Active fuel sources emit fuel

gas density into the neighboring unfilled cells at every time step. Potential fuel

sources can later self-ignite, becoming active fuel sources. Every filled grid cell has

a self-pyrolysis temperature threshold, which is a material property (nonflammable

materials simply have an arbitrarily high pyrolysis temperature). When a filled grid

cell reaches its pyrolysis temperature, it becomes a fuel source. Since the self ignition

temperature of the fuel is generally much smaller than the pyrolysis temperature,
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if there is enough air around, the resulting fuel starts burning once it mixes with

air. Note that the combustion reaction occurs in the flame simulation module we

presented in the previous chapter.

Since heat is driving the pyrolysis process, we will discuss the heat exchange

between the solid and air first. Next, we will talk about the heat diffusion inside the

solid object. Finally, we will present the pyrolysis process and how we model the

combustible gas release.

Fig. 12. Burning logs during interactive simulation.

1. Heat Exchange

We model the heat transfer within the simulation framework in three stages: heat

transfer in the air, heat transfer between the air and the solid, and heat conduction

within solids. This three-stage heat transfer model enables us to treat solids with

varying thermal properties (Fig. 12).

For the heat transfer between the solid and the air, we first find all solid-air

boundary voxels in the distance field representation and mark them as boundary

solid cells (BSC) or boundary air cells (BAC) depending whether they are inside or

outside of the solid. We initialize the heat in the BACs from the flame simulation

module by interpolation of the heat info from the air.
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For each BSC, we exchange heat to/from the adjacent BACs, using the heat

differential. Since the inter-object heat diffusion is processed in the next stage (Sec

2), we do not process the neighboring filled solid cells. For simplification, we only

consider direct neighbors, 6 for the three dimensional case. We use the average heat

differential by averaging the heat differential in three axes:

BCi,j,k =


1, if cell i,j,k is BAC

0, o.w.
(3.1)

d

dt
T i

i,j,k = BCi+1,j,k(Ti+1,j,k − Ti,j,k) + BCi−1,j,k(Ti−1,j,k − Ti,j,k) (3.2)

d

dt
T j

i,j,k = BCi,j+1,k(Ti,j+1,k − Ti,j,k) + BCi,j−1,k(Ti,j−1,k − Ti,j,k) (3.3)

d

dt
T k

i,j,k = BCi,j,k+1(Ti,j,k+1 − Ti,j,k) + BCi,j,k−1(Ti,j,k−1 − Ti,j,k) (3.4)

d

dt
Ti,j,k = kE(

d

dt
T i

i,j,k +
d

dt
T j

i,j,k +
d

dt
T k

i,j,k) (3.5)

Finally the change of heat in the boundary air cells is interpolated back to the

heat information in the air.

2. Heat Diffusion

Heat transfer inside solids is modeled as a diffusion process using implicit integration.

In this way, the heat transferred from outside the object as above spreads into the

interior of the object being burned (This is similar to heat diffusion in the air as we

discussed in the previous chapter II).

d

dt
T = kS∇2T (3.6)

where kS is a constant based on density, thermal conductivity, and specific heat of
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the material. For most objects being burned, this heat diffusion is quite slow (kS is

small), and constant through the object. For nonuniform material, we can incorporate

variations of thermal conductivity in our simulation by adding one more property,

thermal conductivity, as a volumetric grid. The implicit solver defined in [108] and

discussed in the previous chapter (Chapter II) is used to solve the diffusion equation

above (Eq. 3.6), using a conjugate gradient method.

3. Pyrolysis

Once a filled solid cell reaches the self-pyrolysis temperature threshold Tpyrolysis, it is

marked as a pyrolysis cell and a pyrolysis process is applied at every simulation time

step until it runs out of solid fuel contained in the cell. This temperature can be set

low for volatile solids, arbitrarily high for nonvolatile solids, or vary throughout the

solid (if we add another property) to model mixed solids. Note that this information

could also be generated from a texture map to allow variations across the object.

During the pyrolysis step, some of the solid fuel is converted into fuel gas until it runs

out of the predefined amount of solid fuel contained in the cell (V ). Again, this is a

material property.

When T > Tpyrolysis

∂

∂t
df = rs

∂

∂t
V (3.7)

where V is the solid fuel amount, df is the density of fuel gas, and rs is the conversion

rate from solid fuel to fuel gas. Each cell is checked for whether it is in pyrolysis, and

fuel gas is generated, consuming solid fuel, if so. We have an in-depth analysis of the

amount of solid fuel converted in the next section.

Note that although there are a large number of parameters controlling the py-
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rolysis process, the decomposition model is integrated into our interactive flame sim-

ulation framework, thus enabling the user to tweak the parameters for the desired

simulation behavior easily and fast. Parts of this burning model have been published

in [75].

C. Modeling Decomposition

The biggest problem for modeling decomposition of burning solids is how to represent

the solid object (Fig. 13). It is easy to see that simple explicit boundary representa-

tions, such as polygons, are not suitable for this job: the object is undergoing radical

topological changes, and could reach an invalid (non-manifold) object representation.

Either a large amount of special case detection and handling is required, or volu-

metric representations should be used. There are multiple possibilities to represent

a solid object, some more suitable in some cases, and not suitable in the others. For

example, solid fuel contained inside the object represented volumetrically is suitable

for modeling the fuel release during pyrolysis. On the other hand, a signed distance

field representation of the object is suitable for modeling topological changes using

level set methods, and easier to visualize.

Level set methods are usually used for highly changing boundaries, such as liq-

uids, but have also been used to model changing boundaries of solid objects. A level

set is a powerful method to track moving interfaces. We will start with the multi-

representation framework used to model interactions between simulation properties.

Later, we will present the overview of the simulation, and will go into details of each

step of the simulation.
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Fig. 13. Decomposition of a log. Flame is not shown for clarity.

1. Multirepresentation Framework for Physically Based Simulation

For simulations involving complex objects, a number of different properties must be

represented. An object undergoing combustion is an example of this—heat amounts,

fuel consumption, and even object shape must be modeled and changed over time.

Ideally we would put everything into a unified representation, but this is sometimes

not possible/feasible due to measurement limitations or the suitability of a specific

representation.

Traditionally, material properties are modeled procedurally or volumetrically.

While such a single-representation modeling approach may be effective for many ap-

plications, it also has various drawbacks. Also, within a simulation framework, it

is not usually feasible to convert between representations at every time step, and

such conversions often tend to lose accuracy through repeated conversion. An alter-

native approach is to keep multiple representations of the same object and use the

appropriate one in different parts of the simulation. In these approaches, however,

the different representations actually refer to the same object and do not contain
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additional information about the object.

We have defined a model for supporting interactions between different properties

of an object kept in different representations, as well as functions based on this inter-

action. Note the difference to the previous methods: we are proposing using different

representations to define different properties, every representation is only a partial

definition of the object, and all representations together define the object in the sim-

ulation (Fig. 14). This model is especially useful in physically based modeling, where

the time variation of some properties affects other properties including geometry or

topology.

Fig. 14. Separation of properties from the representations.

A multi-representation framework basically puts each different property into

whichever representation(s) best suits it. An example of such a dual representation

in use is in Guendelman et al. [44], where a dual representation (one implicit and one

boundary) is used for a rigid object. Within a simulation, the properties are accessed

and modified, and some of these changes can affect the representation(s) used for

that property. This framework allows us to separate the properties from their repre-

sentations, and separate the main simulation modification and interaction among the
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properties (Fig. 15). Doing this requires shifting the simulation design from the rep-

resentation to the property itself. More details of our multi-representation framework

could be found in [76].

Fig. 15. Going from single representation to multirepresentation.

Since we heavily depend on data exchange between separate representations, all

properties (and thus all representations) should support an interpolation interroga-

tion, to get the value of any property at any point inside or on the boundary of the

object. When one property shares more than one representation, both representa-

tions refer to the same thing, and thus we must ensure that all these representations

are synchronized throughout the simulation.

2. Overview of the Simulation Structure

We structure the simulation around object properties, defining property manipulation

functions (PMFs).

• External PMFs account for actions that take place outside/around the object

during the simulation and that affect the object. Some examples of these are

external heat, collisions, wind forces, magnetic fields, etc. Note that external

PMFs do not necessarily change the object—they can model how the object

affects others.
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• Internal PMFs account for changes of some properties within the object it-

self; these can be (but do not have to be) secondary effects of external PMFs.

Internal PMFs can be defined as chains of functions where changes in the val-

ues of one property of the object triggers changes in other properties (and are

thus called property interaction functions) or other values of the same property.

Examples of internal PMFs include heat propagation within a solid, force prop-

agation through an object, and changes in object composition due to chemical

or physical reaction.

The simulation structure using a multi-representation paradigm is as follows.

• First, the heat exchange to/from the outside is modeled by an external property

manipulation function on the heat property.

• Second, internal heat diffusion is modeled as an internal PMF on the heat

property itself.

• The new heat distribution is used to trigger pyrolysis from the volume repre-

sentation of the solid fuel amount property and the released fuel gas is output

to the fire simulation. The change in the solid fuel amount is modeled as an

internal PMF.

• The release of fuel from the solid also has a secondary effect, in modifying the

boundary property representation (internal PMF). This is how the decomposi-

tion of the object is achieved.

• For visualization, a temporary polygonal representation is created; this can be

thought of as an internal PMF on the boundary property.
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• The items must be able to undergo rigid body motion (a global property) within

the simulation. Coupled with this, we need to perform collision detection on

the objects. These are external PMFs.

• As objects burn, their topology can change, eventually causing them to split

into two or more pieces. We must detect these changes and modify the object

topology.

Fig. 16. Decomposition steps. Two representations of the object are used to define

the decomposition. First a volumetric fuel set is used to track the material

loss during pyrolysis, and a vector field is formed, defining the decomposition

direction. The second representation is a distance field, which is advected

using this vector field.

a. Decomposition

The decomposition of the burning solid is modeled as a moving boundary in the

distance field representation of the solid. Level set methods, which we use to model



40

decomposition, are a simple yet powerful approach for computing moving interfaces

[86][85]. The decomposing solid is defined implicitly as

φ(~x, t) = 0 (3.8)

We define the decomposition of the object with two components: d the amount

of decomposition, and ~D the direction of decomposition.

∂

∂t
φ = d(~x) ~D(~x) · ~N(~x) (3.9)

Defining d, the amount of decomposition, is trivial. We define it proportional to

the amount of solid fuel released as fuel gas in a time step.

d(~x) = k1
∂

∂t
V (~x) (3.10)

0 ≤ k1 ≤ 1 (3.11)

where V is the solid fuel representation and k1 is a constant controlling the strength

of decomposition. Note that k1 represents the physical quantity of the ratio of residue

(nonflammable material) vs the solid fuel (flammable material) and thus controls the

amount of ash left.

Once the amount and direction of the decomposition is defined, semi-lagrangian

levelset methods [113][114] are used to update the implicit distance field.

Defining ~D, the direction, is dependent on how we define the pyrolysis process.

We have implemented two versions, one with a constant pyrolysis process and one
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with time varying pyrolysis. They are covered in the next section.

3. Defining Decomposition Direction

As stated earlier, we have implemented two versions of decomposition, one with a

constant pyrolysis process and one with time varying pyrolysis.

a. Constant Rate Pyrolysis

Our first implementation is based on a constant fuel gas release model. During

simulation, any object cell passing the self-pyrolysis threshold converts a fixed amount

of solid fuel into gaseous fuel until it consumes all of its solid fuel. It is a simple on/off

switch, continuing until it runs out of fuel (or until the temperature drops low enough,

which is unlikely in realistic simulations).

∂

∂t
V (~x) = dt


k2, T(~x) ≥ Tsp and V(~x) ≥ 0

0, otherwise
(3.12)

−1 ≤ k2 ≤ 0 (3.13)

where T (~x) is the temperature at ~x. k2 controls how fast fuel gas is released. Together

with the self-pyrolysis temperature threshold (Tsp), it controls how volatile the solid

will be. Since the fuel gas release is constant from burning cells, tracking the flame

spread direction is not possible. For the direction, then, we used for our decomposition

direction the normal from the implicit model, which is a “sure” way to ensure the

boundary continually moves inward.
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~D(~x) = − ~N(~x) = − ∇φ(~x)

|∇φ(~x)|
(3.14)

Putting equations 3.10 and 3.14 together, the decomposition is defined as

∂φ

∂t
= −k1

∂

∂t
V (~x) (3.15)

b. Time-varying Pyrolysis

Instead of having a constant release rate, we can define the amount of fuel released

as being proportional to the solid fuel left. There are then multiple ways of defining

the pyrolysis, one of them being

∂

∂t
V (~x, t) = dt


k3(1− V (~x,t)))

V (~x,t=0))
), T(~x) ≥ Tsp

and V(~x,t) ≥ 0

0, otherwise

(3.16)

We choose a monotonically decreasing function, since it will give us the benefit

of determining the direction of the moving flame front. Cells newly entering into

the pyrolysis stage will have a higher output than the cells in a more advanced state

of pyrolysis. By examining these differences, we can define the direction of flame

propagation.

~D(~x) =
∇ ∂

∂t
V (~x)

|∇ ∂
∂t

V (~x)|
(3.17)

Putting equations 3.10 and 3.17 together, the decomposition is defined as
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∂φ

∂t
= −k1

∂

∂t
V (~x)

∇ ∂
∂t

V (~x)

|∇ ∂
∂t

V (~x)|
· ~N(~x) (3.18)

Note that equation 3.18 is valid for a wide range of pyrolysis definitions. We can

adjust the release rate over time to be any monotonically decreasing function, and

equation 3.18 holds.

Fig. 17. Constant-rate vs time-varying pyrolysis. Constant-rate pyrolysis is at left,

time-varying at right.

c. Comparison

As seen in figure 17, both methods of decomposition give similar results. This is to

be expected, since the amount of decomposition applied is the same in both cases.

Even in the closeup view the results are almost the same. The only differences are

that the direction of decomposition changes slightly, and that the normal possibly

gives a nicer approximation. To summarize: in most cases, time-varying pyrolysis is

not needed to model a realistically decomposed model. Note that the color change

rendered is based on how long a given cell has been in pyrolysis.
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d. Rigid Body Motion

Collisions are determined by comparing objects pairwise. For one object, we use a

set of particles placed at the vertices of the visualization polygons. After a global-

to-local transformation of the vectors, interpolation on the distance field grid of the

other object directly gives us the approximate distance to the boundary, letting us

know whether the objects have collided (and if so, where) [44].

Note that the particles live only for one frame/timestep of the simulation, since

the visualization polygon is discarded and recreated in the next timestep, keeping only

the position, velocity, and angular velocity of the solid piece from frame to frame.

Standard collision response approaches then model response of the pieces. Note that

rigid body motion is a global change affecting all representations of the object in the

multi-representation framework.

e. Disconnected Pieces

Pieces that become disconnected in the burning process should be detected. The

polygons created from the implicit representation are used to detect such separations.

Here, note that we need to have a complete solid object representation (including

topological connections), compared to the faster polygon-soup algorithms.

We begin by tagging all vertices as “not visited”. We select an unvisited vertex.

We tag it as “visited”, and put it into the process queue. We process the first vertex in

the queue by traversing all connected unvisited vertices. They are tagged as “visited”

and put into the process queue. This iterative process tags all the vertices forming

a connected component in a breadth-first-search fashion. We process the rest of the

vertices similarly, and find all the connected components.

Once the connected components are detected within the given solid, all the cells
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containing the same connected component are copied to a new solid object. This

procedure splits the volume and distance fields accordingly, creating two or more

separate solid objects.

This structure allows us to simulate the motion of individual pieces, while each

still burns and decomposes inside its local computational domain. Finding the changed

center of mass and estimating the moment of inertia is straightforward once each ob-

ject has been separated. Here, we use unit mass particles placed at the filled cells of

the new solid to estimate the new center of mass and moment of inertia.

Fig. 18. Integration of simulation modules.

4. Algorithm

Figure 18 shows an overview of the entire fire simulation process, including how our

solid decomposition method fits in. The simulation occurs in two separate “threads”

connected via the pyrolysis and heat transfer steps. Within this simulation framework,

the solid simulator incorporates the following steps:
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• Heat is exchanged to/from the outside through the solid/air interface. The heat

property is updated.

• Internal heat diffusion is modeled using Eq. 3.6. The heat property is updated.

• The solid fuel amount property is changed in the cells undergoing pyrolysis

based on the heat property.

• The fuel release in the previous step is used to define the amount of decomposi-

tion, and used to update the implicit boundary representation using a levelset

method. The zero isosurface of the updated implicit boundary representation

is used to visualize the object.

5. Parameters

There are many parameters controlling the decomposition behavior of the burning

objects. We briefly overview these:

• Self Pyrolysis temperature of the material determines how volatile a solid is (at

what temperature it releases combustible gases).

• Diffusion rate controls the heat diffusion in the solid, and thus the spread of

the flame front on the solid.

• The fuel/residue rate controls how quickly and how far the object decomposes,

and how much ash is left.

• The fuel gas multiplier controls the amount of fuel gas coming from the burning

solid, and thus the size of flames.

There are also additional parameters that affect the combustion reaction, and

hence indirectly control the decomposition behavior.
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• Oxygen use rate (stoichiometric mixture) controls the size of the reaction zone

as well as the survival of the flame under low oxygen conditions.

• Output heat determines how easily a flame becomes self-sustaining and spreads.

These parameters reflect physical quantities; if actual physical quantities are

known (e.g. the thermal conductivity), they can be used.

Our parameters give a user a great deal of control for describing object behavior,

and the interactive framework enables rapid testing of values.

D. Bending Matches, Crumpling Paper

Fig. 19. Real vs simulated matches without bending.

Burning objects is a complex physical process. To simulate a burning object, the

combustion reaction, heat distribution, fuel consumption, and even object shape must
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be modeled and changed over time. The pyrolysis process, where an object releases

combustible gases, causes decomposition and additional structural changes in burning

objects. Although these structural effects are usually minor, some create a dominant

deformation on burning objects. One such structural change is caused by microscopic

contraction of fibers within a burning object. This results in effects that are quite

noticeable at the macroscopic level, such as the way matches bend when burned, and

the way burning paper tends to crumple. We can simulate the combustion reaction,

the object catching fire and burning, and even the decomposition of the object as

it burns, but unless we model the fiber contraction, the simulated matches will not

behave like actual burning matches (Fig. 19).

Many complex physical simulations require modeling of a number of different

phenomena. Depending on the particular application, these phenomena can require

different levels of accuracy in order to create an overall visually plausible result.

Though an “ideal” simulation might accurately simulate all details of all physical

phenomena, this is usually impractical, given constraints on time, processing capabil-

ity, and even underlying knowledge of the physical process. Instead, what is usually

done in the computer graphics (CG) community is to simplify the physical model,

use a simpler simulation, and eliminate certain secondary effects in order to achieve

a plausible result in reasonable time. This is the case for all simulations, but it is

particularly magnified in interactive applications.

In this section we will present an efficient model for certain secondary effects

in burning objects, such as bending burning matches and crumpling burning paper,

thereby increasing visual plausibility of the overall simulation for only a reasonable

cost in efficiency. We do this by attempting to model the large-scale effects of certain

physical processes, rather than spending a disproportionate amount of computation

on a minor yet potentially complex phenomenon. In particular, we propose a way of
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approximating larger-scale deformations of objects guided by the results of a simulated

physical process.

The major contributions in this section are

• We present a framework for creating deformations guided by physical simula-

tions. This includes:

– Defining a proxy object.

– Mapping simulation parameters to the proxy object.

– Modifying the proxy object based on the simulation results.

– Creating a deformation using the modified proxy object.

• We apply this global framework on our burning objects to model physics-driven

simulation of two physical phenomena, namely:

– Bending burning matches.

– Crumpling burning paper.

Note that we have published this deformation model in a more generalized form

[77].

1. Simulation Guided FFD

Rather than modeling the actual chemical process fully, we propose a simplified

model to mimic similar behavior for secondary deformations. Similar to the multi-

representation framework described earlier, we use the change of object properties

during the simulation to control the deformation. Note that we assume there is some

physically based simulation determining the “major” processes acting on the object,
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and the effects of any “secondary” processes are either too complex to model, or too

time-consuming to simulate. We therefore use a simplified deformation, guided by

the primary simulation, to model the deformations created by these secondary effects,

rather than modeling the effects themselves.

The overview of our proposed method is as follows (Fig. 20)

• Run the simulation for the primary physical processes affecting the initial object.

• Place a proxy object around the deforming object of interest.

• Map the simulation results from the initial object onto the proxy object.

• Determine an approximated deformation for the proxy object using the mapped

properties.

• Use the deformed proxy object to control a deformation applied to the original

object.

In the remainder of this section, we will describe the elements in the most general

terms. Later sections will show how this can be specialized to the burning process.

a. Placing a Proxy Object

The basic idea here is to define a simplified object which can later be used to deform

the object of interest. We refer to this simplified shape as a “proxy object.” Given a

particular object or region of interest, there are many ways of defining a proxy object.

Options include a bounding box, the convex hull of the object, a simplified version of

the original object, or a user-specified simple shape. This proxy object simplifies the

calculations required for deformation, such that we can define the deformation using

the proxy and than apply the same deformation to the high resolution object.
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Fig. 20. Simulation driven deformation process. (a) initial object, (b) placing proxy,

(c) subdivide along the deformation axis,(d) mapping parameters onto the

proxy, (e) deformation defined on the proxy, (f) apply the deformation onto

the initial object.

In general, we will consider the proxy object to be a polygonal boundary repre-

sentation that encapsulates the object of interest. However, it is certainly possible to

use other proxy objects. For example, a tricubic spline function would be useful for

some applications where deformations of the internal structure must be modeled. In

other applications, a medial or skeleton-based representation might be useful. There

is no particular restriction on the proxy object that can be used, other than that it

must be usable in the later stages of the process; the later need to map properties

onto the proxy and define a deformation from the proxy might influence the particular

choice of a proxy object. Obviously, in most cases the proxy object should be signif-

icantly simpler in some sense (e.g. fewer polygons, lower genus, or more convenient

representation) than the original object, since the idea is to simplify the simulation.

Note that while this is not a strict restriction, we will make an assumption that we

have a single proxy object of genus zero. In reality, even if we start with a genus zero
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object, solids might undergo topological changes during complex physical simulations.

We usually do not want to have to model such topological changes explicitly in the

proxy, as it would defeat the simplicity we are seeking in the proxy. So, we assume

that a genus zero proxy will be sufficient to represent any deformations and that any

changes in the deformation due to topological changes in the underlying object will

have only a minor effect. Clearly this is not always the case; if a single deformation

cannot be used to model the underlying deformation, or if the proxy would need to

change in genus, another method might be more appropriate.

b. Mapping Simulation Results

Given a proxy object and a simulation on the underlying object, the second step

involves mapping the “interesting” simulation properties from the original object

onto the proxy. The exact nature of this mapping will vary depending on exactly

what proxy object was chosen. Note that we are not mapping the results of the

deformation we are trying to simulate, rather we are mapping properties that can be

used to later define the deformation. For example, for the examples we provide below

related to burning objects, we map internal heat distribution and rate of pyrolysis

onto the proxy faces.

If we assume that we have an encapsulating convex proxy object, the mapping

process can be as simple as a cylindrical or spherical map. If a skeletal proxy is

used, the mapping process can be a simple retraction to the skeleton. Note that this

mapping onto the proxy is not necessarily one-to-one; several points of data from the

underlying simulation can map to the same point on the proxy object, or none of the

underlying points on the object might map to a particular point on the proxy. Also

note that parameters could map to different parts of the proxy object. For example,

for an encapsulating polygonal proxy, we could conceivably map parameters to the
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faces, or to the edges, or to the vertices. The part that we want to map to should

be determined by the way the proxy object itself will be deformed, as described in

Section c.

c. Defining Deformation of the Proxy

The critical part of our proposed method is defining the approximated deformation

on the simplified proxy object. However, it is difficult to give details for this process

as this portion will be very specific to the particular simulation. The main point is

that we take the parameters that have been mapped onto the proxy object, and use

these to define a deformation of the proxy object itself.

A few examples of the ways that the mapped properties (the “values”) might

define a deformation on the proxy object include:

• The values can be used as constants for a spring system along edges of the

proxy. The proxy object can then be simulated to equilibrium.

• The values can be used to define a local transformation (e.g. scaling, translation)

of the proxy mesh. The deformed proxy is formed from the superposition of

these local transformations.

• Weighted averages of the values can be used to determine parameters of the

proxy. For example, a medial proxy representation could have the radius infor-

mation set by the mapped parameters.

• Values can be used to apply weighting to particular points. For example, for a

tricubic rational spline proxy, some values could adjust the positions of control

points, and others the weights.

Generally, a “good” deformation will have these properties:
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• The deformation will have the same effect on the proxy that one would want

it to have on the underlying object. That is, the proxy object should “behave”

in the same way (though at a coarser level) as you would want the underlying

object to behave in response to those simulation parameters.

• It will be significantly cheaper to compute than the simulation on the original

object would have been. Note that you could potentially use the exact same

deformation as would have been used on the original object, but save significant

time by simulating over a much simpler object.

• The user should be able to control the way the deformation behaves. Gener-

ally, this deformation is an abstract model for some more complex underlying

process. Because of this level of abstraction, it is likely that a user will need

to set some parameters manually (e.g. the ratio between a particular mapped

property and the spring constant it defines on the mesh). In addition, user

control of parameters allows greater artistic control in some cases, while still

ensuring that the deformation is defined by the physical simulation.

d. Applying the Deformation

Finally, we apply the deformation defined on the proxy to the encapsulated object.

The proxy will define the deformation that will be used to warp the local coordinate

system of the actual object. The specific way this is accomplished will depend on the

way the proxy was defined.

For basic encapsulating polygon proxies, the simplest approach is to use the proxy

object as a free form deformation (FFD) lattice around the deforming object. We can

decompose the cells into tetrahedra [81] and apply piecewise linear interpolation using

barycentric coordinates inside the tetrahedra. This approach can be made arbitrarily
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more complex. If more continuity is desired, a nonlinear interpolation method could

be used. Or, one could easily use mean value coordinates [55] or similar interpolation

schemes to define a deformation from a given polygonal proxy.

Other types of proxies would afford different deformations. For example, tricubic

spline proxies could directly define an FFD. Skeletal or medial proxies could be used

as the basis for a distance-field based deformation of space.

2. Bending Matches

We describe here how the deformation described above can be used to model the

bending of burning matches (Fig. 21).

Fig. 21. Before and after simulation driven bend deformation.

Matches are made out of fibrous material oriented along the length of the match.

During burning, the fibers lose water and other chemicals. Though there is still

debate about the precise mechanism, this loss of material causes the fibers to contract

at a microscopic level. Due to the shape of a flame, the upper part of a match
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receives more of the heat generated from the combustion reaction that forms the

flame. Thus, it is hotter on the upper side of the match compared to the bottom; this

means that the fibers on the top contract more than the ones at the bottom. This

imbalance accumulated at the microscopic level forces the match to bend upwards

at the macroscopic level. This is exactly the type of situation our proposed method

was designed for: a simulation-driven deformation, where modeling the true process

(fiber deformation at a microscopic level) is impractical, but the overall behavior is

significant.

We begin by selecting a proxy object for the match. Due to the shape of the

match, we use a simple bounding box aligned along the match axis as a proxy. This

bounding box is subdivided into a number of individual segments along the bending

axis (the length of the match), creating a 1x1xN FFD lattice surrounding the match.

During the simulation of burning and decomposition, the rate of pyrolysis d
dt

P

and internal heat T of the object are mapped onto the faces of the proxy object. Each

face of the proxy will store the average of the pyrolysis rate and heat values that map

to it. Since the proxy object we used in the previous step is rectangular, we can just

use a cylindrical mapping from the burning match onto the lattice. Note that this

simplification does not take changing topology during the decomposition process into

account, but this should introduce only a minimal amount of error.

Before we define the deformation, we need to clarify one issue. We can define a

simple cylindrical mapping at the start, but what will happen as we bend the match?

Since the match will also decompose, the faces will change and we cannot fix the

mapping. One thing to note here is that although the match is bending in world

space, it is still undeformed in its own local space, and so is the proxy. Hence we can

define the mapping from the object to the proxy in the unbent local object space.

At this point, we have our proxy object and some simulation values (pyrolysis rate
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and heat) stored at the faces, and must use that information to deform the proxy ob-

ject. To achieve the bending behavior we are seeking, we consider opposing faces of the

proxy object. The proxy faces are contracted or expanded according to the difference

on facing faces. This individual contraction/expansion of the individual proxy cells

defines a smooth deformation along the proxy object. This contraction/expansion of

the opposing faces also causes rotation of the rest of the lattice.

Dij
T = ∆Ti −∆Tj (3.19)

Dij
P =

d

dt
Pi −

d

dt
Pj (3.20)

Dij =


αDij

T + βDij
P , Pi, Pj ≥ Pthresh & Ti, Tj ≥ Tthresh

0, otherwise
(3.21)

where i and j are opposing faces, Dij is the rotation amount, and α and β control how

much the heat and rate of pyrolysis affect the final deformation respectively. These

are the parameters that allow an element of user control to the deformation. Tthresh

and Pthresh are thresholds for starting the deformation. Note that the axis around

which the rotation occurs is perpendicular to both the ~ij axis and the axis along the

match length.

On a rectangular proxy, we have two sets of opposing faces, hence two sets

of deformation values for every cell (Dij,Dkl) one pair for each axis, orthogonal to

the match length. We rotate the cells centered around the “active” cell using these

deformations (Fig. 22). Here, we can either apply half of the required rotation to

both sides, or fix one side (if the match is anchored or held at one end) and apply

the whole rotation to one side only.

Finally, we use our deformed proxy to deform the match itself. We subdivide

the proxy lattice cells into tetrahedral elements [81] and apply piecewise linear inter-
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Fig. 22. Bending match using simulation guided FFD.

polation using the barycentric coordinates inside the tetrahedra to deform the space

around the burning match. Although this approach is only C0 continuous, we have

not observed any artifacts even with a fairly small number of segments (N = 20).

This, creates the overall deformation that we were seeking.

Note in all of this the importance of the choice of proxy object. The particular

proxy object we chose to use plays a big role in what mapping can be used, how the

proxy object itself can be deformed, and how easy it is to define a deformation from

the proxy. While a different proxy object could be used, it might require significant

modification of the approach, particularly for determining how the mapped values

are used to define the deformation.
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3. Crumpling Paper

We describe here a second application, crumpling of burning paper, using a different

type of proxy object. Like matches, paper is also made out of fibrous material.

When paper is burned, the contraction of the fibers can cause the paper to crumple

(the specific nature of crumpling depends on the fiber structure). A simple single

axis lattice proxy object like that presented in the previous section would not be

applicable here, because of the planar structure of a sheet of paper.

Fig. 23. Deformation of the center cell on the “2D lattice”. Note that the deformation

falls off as we move farther from the deformation axis.

First, we choose a proxy object suitable for representing the deformation of the

planar paper. We use an enclosing bounding box, subdivided along two axes to form

a NxMx1 lattice around the object. We will call this lattice a “2D lattice” (Fig. 23).

One should notice that this approach is suitable for a burning sheet of paper, but not

for burning folded origami artwork.

Similar to the case of bending burning matches, the rate of pyrolysis and heat

are mapped onto the faces of the proxy, with each face storing an average. In this

case, however, we use an orthogonal mapping from the object to the proxy. The face

normal of the object determines whether the properties of that face are mapped to

the top or bottom of the proxy.

The proxy object is then deformed. Similar to the case for matches, we will use

rotations defined by the difference in values on opposing faces. For the match bending

case, a simple rotational scheme worked fine using the deformation Dij, but we need
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to use a more complex scheme to deform our 2D lattice.

We will deform the proxy lattice by combining the deformation effects computed

at each cell of the lattice. For a given cell of the lattice, i, we set an amount of

deformation, Di, by the same process as for Dij in Equation 3.21. There are several

possible ways to deform the proxy cell from this value. We choose a simple approach

that works as follows:

• We choose an axis for the cell. The cell will cause the lattice to tend to “fold”

about this axis, ~u. Generally, we choose ~u to be one of the two lattice axes,

passing through the center of the cell, though any axis through the center would

be valid. We have not observed any difference in choosing one of the two lattice

axes randomly versus alternating the deformation axis between neighboring

cells.

• We then define how the deformation in that cell, Di, will affect other cells in

the lattice. That is, we model the result of the deformation of that cell on the

nearby cells. This will be defined as a rotation about the axis chosen above.

The amount should be highest near the axis and fall off as one moves away

from the axis. We choose to use a cosine function to describe this weighting

(Eq. 3.23), though a different function (e.g. gaussian) could be used instead.

This effect corresponds to the rotation around the deforming cell in the match

case, except only cells near the axis of the deforming cell are modified.

• The deformation defined above will tend to cause stretching in the lattice as we

move along the deformation axis away from the cell. To minimize this effect,

we add a deformation that pulls the corners of the cells closer to the axis (Eq.

3.24) as we move along the axis away from the original cell.
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• At this point, we have defined a deformation function independently for each

active cell. We then need to combine the contribution of these deformations

within all the cells of the mesh. So, each cell of the lattice will end up in a

new position defined by the deformation amounts given by the other cells (Eq.

3.22). Note again that after summing these deformations, we immediately have

the final position of that cell – i.e. the result of the deformation.

To summarize, then, the new position of a vertex, Vj, in the lattice is determined

as follows:

V ′
j = Vj +

∑
i

Di ∗ distu(i, j) ∗ (D1
ij + D2

ij) (3.22)

D1
ij = α ∗ cos(distv(i, j)) (3.23)

D2
ij = β ∗ distv(i, j) (3.24)

where distu(i, j) is the distance along the deformation axis of cell i to vertex Vj, and

distv(i, j) is the distance of cell Vj orthogonal to the deformation axis of cell i. α

and β are parameters that allow user control of the deformation - i.e. controlling the

amount of deformation created by these effects.

The collection of individual deformations results in a deformation that mimics

the crumpling action seen in burning paper. Note that for simplicity we omitted any

explicit tests to avoid self-intersections; self-intersections were never seen as a problem

in our examples.

Because of the additive deformations, we observe excessive stretching behavior

around the corners (Fig. 24). This is an expected result, since we are not using a

volume preserving scheme. While controlling α and β can help reduce this, they

are not sufficient. To avoid the artifacts that would result from such a stretching,
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Fig. 24. Excessive stretching at the corners.

a relaxation step is applied to pull back those over-stretched areas to create a more

plausible deformation. This is done by setting a spring mass system with the rest

lengths defined from the initial state, and iteratively allowing the system to come to a

rest state. In practice, we have observed that just a couple of iterations of relaxation

are sufficient to avoid noticeable artifacts from the stretching. Note that such a cloth-

like solver could have been used as an alternative (but slower) method for deforming

the proxy lattice.

Now that we have deformed the lattice mesh, the final deformation is then applied

to the paper itself (Fig. 25). Again, we can easily tetrahedralize the lattice, and use

this to apply a linear FFD. A more complex deformation could be used but did not

appear necessary in our tests.

Fig. 25. Crumpling paper during burning. (top) decomposition alone, (bottom) de-

composition and crumpling. Flames are not shown.

Note again the significance of our choice of proxy shape. Besides requiring a
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different mapping from the previous example, the deformation process applied was

also significantly more complex.

4. Evaluation

a. Limitations and Drawbacks

Though our model presented here is simple, there are some drawbacks that accompany

this simplicity:

• We ignored topological changes during the mapping of physical properties onto

the proxy object.

• Material compression during the bending is ignored.

• Self collisions are not handled.

• The proposed model is suitable for simple deformations and might be of more

limited use for complex deformations.

• By definition, we are not simulating the “real” physics.

b. Advantages

Although we do not simulate the actual physical process, we can approximate visually

important deformations easily using our proposed model. Our method thus also has

several advantages:

• This framework has a minor computation overhead that is easily integrated into

existing systems.

• The user has some control over the desired behavior. Though the deformation

is still physically-based, we have not eliminated the opportunity for user input.
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• The method is “based” on simulation data, and thus is driven by a physical

process, but does not actually simulate the “real” physics behind the process,

which might be overkill for many purposes.

• Plausible results are easy to construct for the cases presented.

E. Results

Our results show that we can split the flame and solid simulation into two separate

modules. By representing the solids on different grids from the fluid simulator, the

solid module can be executed as a separate (but synchronized) thread. We will discuss

the integration and synchronization issues in the next chapter. It is also possible to

handle multiple solids with different material properties simultaneously as multiple

threads. The simulations of the air flow and of the burning solid can be run at

different rates.

Our results show that we can handle many kinds of burning objects with our

simulation. Our model is also the very first model to address decomposition of burning

objects [75][76] in CG. Our model is flexible, and easily extendable. We demonstrate

extensibility by incorporating a bending/crumpling model, which is the very first

model to address this phenomena.
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CHAPTER IV

INTEGRATION

Even though there has been some work on simulation of flames in CG, there is not

even a partially complete framework addressing fire related phenomena. Oxygen use,

smoke filling, tracking flame fronts on burning objects, or simple fire spread has been

simulated, but never in an integrated framework. Burning object decomposition, and

internal stresses associated with that has not been investigated to our knowledge,

especially within the graphics community.

The physical process enables us to separate the combustion and pyrolysis pro-

cesses, and simulate them in their respective spaces as presented in the previous two

chapters. We presented the properties of each module, and in this section we will

discuss the required communications among them (Fig. 26).

Fig. 26. Volatile and non-volatile bunnies.
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A. Solid-Fluid Coupling Overview

Solid-fluid coupling is done two ways. In the single direction coupling, or one-way

solid-fluid coupling, either solid or fluid motion is predetermined and its effect on the

other is found. In two-way coupling on the other hand, solid can affect fluid and

vice versa. In general, two-way coupling is a difficult and computationally expensive

problem. For an extensive overview about solid-fluid coupling we encourage the reader

to review two recent dissertations [14][43] focusing specifically on this issue.

Two-way coupling is performed using fluid pressure to generate forces on the

solid, with solid motion providing boundary conditions for the fluid velocity. Particle

based methods such as smoothed particle hydrodynamics (SPH) use boundary parti-

cles to track the fluid-solid interface [96]. The drawback of particle based methods is

preventing leaks.

In a recent work, Carlson et al. [12] presented the rigid fluid method, using

distributed Lagrange multipliers (i. e. particles) to ensure two-way coupling that

generates realistic motion for both the solid objects and the fluid as they interact

with one another. Their simulator treats the rigid objects as if they were made of

fluid. Guendelman et al. [66] developed a new method for dealing with thin objects

that do not contain an interior, coupling cloth-like objects with the particle level set

method. A related work, though not a solid-fluid coupling, is Losasso et al [67], which

presents an impressive extension to particle level sets by dealing with multiple liquids

simultaneously.

Another classification for fluid-solid coupling is between “strong” and “weak”

coupling. Strong coupled systems evolve both solid and fluid together. Weak coupled

systems on the other hand use a partitioned approach, and update solid and fluids

iteratively. Strong coupling is more stable but less efficient.
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B. Integration

We have developed a simulation framework, presented first in [75], consisting of two

main modules, along with a synchronization and data exchange interface. The two

main components are a fire/flame simulation and a solid object simulation; each of

these is composed of several sub-modules dealing with different phenomena. The

two simulations are coupled together by: pyrolysis (transferring fuel from the solid

representation to the fluid representation), heat interpolation (transferring heat in-

formation from the fluid simulator to the solid representation), and external forces

(changes in air motion due to object movement and the reverse).

The fire module is responsible for air motion, gas distribution, and heat gen-

eration. It models the combustion process, which generates heat and drives the air

motion.

Input/Output of the flame module is as follows:

• Fuel sources, including solids in pyrolysis, provide fuel gas to the module.

• The interface with the solid object module also provides occupancy information

( filled/unfilled voxels), which are taken into account during air motion.

• Fire simulation provides heat information to the decomposition process.

• Moving air can affect, and could be affected by, moving objects.

The solid objects module consists of heat transfer, object decomposition, and

a rigid body solver. The decomposition module interfaces to the fire simulator to

obtain heat near the object, and diffuses this heat into the object. If any part of the

solid is in pyrolysis, it outputs fuel gas to the fire simulation, by converting solid fuel

held in the combustible solid to gaseous fuel in the fire simulator.

Input/Output of the solid module is as follows:
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Fig. 27. Extending the model to include bending/crumpling.

• Heat information should be provided from an external source, from the flame

module in this case.

• Air motion can affect rigid body motion, hence air motion near the solid should

be provided. Although this is a relatively minor effect, it might be necessary to

model floating of burning paper pieces for example.

• During pyrolysis fuel gas is injected into the fire simulation module with some

direction.

• The motion of the solid object can affect the air motion, so the motion vectors

along the solid-air boundary should be provided to the air motion module.

C. Flame - Solid Interaction

By representing the solids on different grids from the fluid simulator, the solid module

can be executed as a separate (but synchronized) thread (Fig. 27). It is also possible
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to handle multiple solids with different material properties simultaneously as multiple

threads. The simulations of the air flow and of the burning solid can be run at different

rates.

Fig. 28. Burning match.

The two simulations are joined through the pyrolysis step:

• A pyrolysis time step begins with the initialization of filled/unfilled information

from the solids into the flame module. The solid grids are examined to find

whether the point at the center of a fluid grid cell is inside any solid. If so, that

fluid grid cell is marked filled, restricting air flow in the fluid simulation.

• The air-solid boundary cells are traced and the heat gradient between air and

solid is used to exchange heat explicitly. Heat diffusion is computed for the air

and solids separately, using different diffusion rates.

• The next step is transferring forces in the fluid motion field. The fluid flow

exerts forces on moving solids, and moving solids generate forces within the

fluid field.
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• The fire module takes one time step in the fluid dynamic simulation, using the

forces and filled/unfilled information set in the previous steps. The resulting

air motion field is used to advect fuel and smoke gases, as well as heat. The

resulting gas distribution combined with the heat is used for the combustion

process. In each cell, fuel gas (and oxidizer) is consumed, and smoke and heat

are formed.

• Solid objects are simulated within their own local space. Each cell is checked for

whether it can undergo pyrolysis or not. The pyrolysis cells convert solid fuel

into fuel gas as a function of heat. This fuel gas is passed to the flame simula-

tor. The fuel conversion differential drives the object decomposition process, as

described above. Decomposing objects are checked to see if they have separated

into two or more parts, and rigid body motion is determined. Secondary effects,

such as bending and crumpling are performed by warping the local space, which

requires no changes in the flame-solid interface setup.

D. Results

Our results show the strength of the hybrid representation. Different solids, as well

as separated pieces, such as ash, could be packaged separately, and the individual

decomposition processes could be run as parallel threads, taking advantage of modern

multithreaded/multicore CPU architectures. It is also possible to handle multiple

solids with different material properties simultaneously as multiple threads (Fig. 28).

The simulations of the air flow and of the burning solid can be run at different rates.

The pyrolysis step of the simulation will be the synchronization and data exchange

point. The packages themselves are good for rigid body simulation, and a distance

implicit set is used for the collision detection. Here, one should note that during



71

decomposition, the center of mass of the solid changes, as well as the moment of

inertia, and both are accounted for.

The FFD model is placed between the flame simulation and solid decomposition

processes. The proposed process is simple, and could also be used to model similar

behavior in other small-scale objects. By using an FFD approach, we can deform

complex models without the additional simulation cost associated with modeling the

actual physical process of the secondary deformation.

There are also some drawbacks to our hybrid synchronized approach. Our strong

coupled and simultaneous execution of flame and solid processes has the problem of

losing some fluid mass. To point out a sample problem, when solids move around the

fluid, the formerly unoccupied fluid will now be occupied. Since our model is targeted

for interactive applications at coarse resolutions, we can assume that this fluid loss

is minor compared to other dissipation effects, and the benefits of having a parallel

thread with loose synchronization is more beneficial. Although it is not a major

problem in interactive applications, it should be taken into account and addressed in

cases of high resolution and more accurate applications.
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CHAPTER V

INTERACTIVITY AND SIMULATION CONTROL

As we discussed in the first chapter, the simulation and visualization of natural phe-

nomena has been an area of great interest within the computer graphics community.

Advances in the fluid simulations underlying many natural processes have made visual

simulation of such phenomena quite popular. Despite recent hardware and algorith-

mic improvements, however, these simulations of water, smoke, clouds, fire, etc. can

take a long time (many minutes to hours) to compute.

There are two particular challenges faced in controlling simulations in many

applications. One of these is making the simulation match some artificial, user-

defined keyframe (e.g. smoke forming a shape). This desire has driven recent research

in which the fluid system is forced or “encouraged” to match those keyframes as

closely and smoothly as possible. A second challenge is the long time taken to produce

a production-quality simulation. Only after a long period of simulation might one

discover that a simulation is not producing the right effect, and evaluating the effect

of any change is also time consuming. Our work presented here is designed to address

the latter issue.

A reasonable approach is to first run a fast, low-resolution simulation before the

“full scale” one, but these very changes in the grid and time resolution can result in

different simulation behavior. Beyond the increases in complexity of the events and

changes in the initial conditions, the numerical simulation itself will behave differently

when the fluid grid is resized. Numerical dissipation in the vector field, which causes

an artificial viscosity inherent to the semi-lagrangian methods, will decrease as the cell

size decreases. Also, better sampling of boundary cells for objects in the grid changes

the shape of the fluid volume (this has been combatted by adaptive subdivision [65]
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Fig. 29. Uncontrolled vs controlled simulation. Uncontrolled simulation on the left,

where the logo does not catch fire, and controlled simulation on the right,

with the logo catching fire as seen in the preview (top).

and tetrahedral meshes [30][58]).

In this chapter, we present a simple method for matching a fine grid fluid simula-

tion to a coarse resolution “preview” simulation. This enables one to first use a simple

interactive simulation (e.g. a GPU based fluid solver [46]) to produce a plausible, but

rough, simulation. With the interactive simulation, a user can fine-tune and chore-

ograph initial conditions and parameters quickly while getting visual feedback. We

sample the data from this preview simulation in order to capture the gross properties
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of the simulation that we are most interested in maintaining. Our matching process

makes the final simulation more closely match these samples, and thus maintain the

properties of interest (Fig. 29).

The obvious concern is that by matching to a coarse simulation, the benefits of

the high-resolution simulation could be lost. The key observation here is that we

do not require “exact” matching at the single grid cell level, but rather ensure that

the gross (and specific smaller) properties of the simulation at user-defined scales are

maintained. The controls placed on the high-resolution simulation will, in general,

have only a minor effect on the simulation, and will have little effect on the fine-scale

detail present.

Note that in contrast to some earlier methods that deal only with simple non-

reactive gases or liquids, our method is better suited to match multiple properties at

once. We demonstrate our implementation on a reactive gas flame model.

In summary, the main aspects of this chapter are that we:

• present an automated method for obtaining guidance data from coarse interac-

tive simulations,

• present a method for adjusting a complex simulation from our guidance data,

and

• can handle complex, reactive systems with multiple densities.

This is all tied together in an efficient method that is easy to incorporate into

existing systems. Together, these aspects give a designer of a complex fluid simulation

a valuable tool to control the details of a simulation, reducing the time costs of

repeated reruns and restarts.
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A. Simulation Control Background

Fig. 30. Placement of data collection points. Data collection points could be placed

in various ways. The examples show cases of changing the spacing of match

points, and the size of the Gaussian filters.

The goal of control in a physically-based system is to modify the “true” simula-

tion in a way that is visually plausible [6]. Control of general rigid body simulations

has been one of the more explored topics [17][95][94]. Control of fluid systems was

first investigated by Foster and Metaxas [36] and later by Foster and Fedkiw [34].

Rasmussen et al. [98] proposed a production model using particles to control liquid

simulations. Shi and Yu have proposed methods for matching smoke [106] and liquids

[107] to changing target shapes. Pighin et al. [93] have combined Eulerian and La-

grangian representations to create a system for interactively manipulating fluid flows.

Their method parameterizes a fluid simulation from advected particle paths, allowing

fine-grained control of the system by manipulating these paths. Hong and Kim [47]

uses a geometric potential field to generate forces to match target shapes. Schpok et

al. [101] control the simulation by manipulation of automatically extracted simula-

tion features. Recently, Angelidis et al. [1] and Kim et al. [57] provide path control

for smoke simulations. Though not controlling simulation, the work of Treuille et al.

[118] also allows a user to generate high resolution simulations interactively. However,

this requires massive and time-consuming preprocessing of scenes similar to the one

the user wants.
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Closer to our approach, several algorithms have focused on the keyframe concept.

Treuille et al. [119] proposed a fluid control system based on user-defined smoke den-

sity keyframes. The fluid system is controlled by parametric wind and vortex fields

that are manipulated to make the simulation achieve the specified keyframes. The

amount of adjustment to the vector field is minimized via a non-linear optimization.

This optimization is expensive, and dimensionality grows with the length of the sim-

ulation. The approach was practical only for 2D simulation, but McNamara et al.

[73] improved on it by using a discrete adjoint method for gradient calculation. They

achieve much faster convergence for control parameters, enabling fine-grain keyframe

control even on large 3D fluid animations.

Instead of optimization, Fattal and Lischinksi [26] introduce new terms into the

standard flow equations, offering a closed form solution for the control parameters.

Matching target densities using only advection is usually not possible, and so they

propose smoke gathering, diffusing the error field. This allows complex smoke an-

imations to be controlled with little additional expense. Although our system was

developed to match more general simulations, it resembles the keyframe matching in

this work. We use different sampling, matching, and error computations. Also, while

they use a global optimization to hit an arbitrary keyframe, we use local optimization

to hit keyframes that are closely related to those computed without keyframing.

In these prior methods, control of fluids is usually achieved by controlling external

forces f [119][73][26], and external sources S [73]. McNamara et al. [73] use sources

and sinks only for the liquid simulation, similar to Foster and Metaxas [35], and

Fattal and Lischinski [26] use smoke gathering instead of sources and sinks. Except

for Fattal and Lischinski, previous fluid control systems focus on single density fields

only. When multiple densities are advected with the flow, controlling only the flow

field can not guarantee simultaneous matching of all density distributions. Although
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there may be potential for previous methods [119][73] to be extended in this way,

there is no such published demonstration.

B. Preview Based Control

As described earlier, we begin with an initial (low resolution) simulation we call the

preview. We will refer to the preview data at a time t, and a position ~x as v(~x, t). Note

that v is actually a vector function, which may include various scalar and vector data

from the simulation. Similarly, we have a second (high resolution) simulation that

we refer to as the final, v(~x, t). Our goal is to produce an “adjusted” final version,

v′(~x, t) that more closely matches the preview. Note that the final may differ from

the preview in both spatial and temporal resolution.

Generally, we would like the ability to control how closely we want the final

to match to the preview. At some regions/times we might wish to match exactly,

at others we might not care about matching at all, and at others we might want

something in between. We define a function, m(~x, t) ∈ [0, 1] to describe how closely

we wish to match.

The rough intuition, then, is that our matching process attempts to adjust the

final such that

v′(~x, t) = v(~x, t) + m(~x, t)(v(~x, t)− v(~x, t)) (5.1)

We now describe the way we specify the matching function (section 1), how all

the information is sampled (section 2), and how it is used to match our final to the

preview (section 3).
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1. Describing the Matching Function

The matching function m can be defined continuously over time and space. However,

such a continuous representation tends to be impractical, first because the simulation

data itself tends not to be continuous (but rather sampled at a grid), and second

because defining this matching function continuously could use excessive amounts of

memory.

Instead, we choose to specify the matching function as a collection of delta func-

tions. That is, we choose a number of points, in time and space, at which we want

to match the preview. For each of these points, we will have a single scalar value

(mi,j ∈ (0, 1]) that specifies the level of matching we desire, i.e. m(~xi, tj).

There are several potential methods for choosing the positions (~xi and tj) at

which to specify the matching function (see figure 30). The most straightforward

method is to place the sample points on a regular grid across the entire simulation

domain and evenly through time. However, there are other options for choosing

these points: e.g. probabilistically in either a completely random fashion or weighted

to capture some feature/simulation event, or interactively based on user-identified

regions of high importance.

2. Sampling Simulation Data

In order to perform matching, we must be able to determine the data values for the

simulation at the ~xi. Note that simulation data is provided over a grid. Analogous to

sampling that occurs in computer vision contexts, we consider this simulation data

as representing only the lowest available layer in scale space [62]. Scale space can be

thought of as adding an additional dimension, scale, to the data. The scale dimension

is effectively the width of a blurring kernel that is applied to the data. Any sample of
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simulation data, then, must be taken at a particular scale, r. Therefore, we can extend

our match points to also take into account scale, i.e. mr
i,j, allowing for collection (and

match weighting) of multiple scales at a single spatial point.

While we could treat temporal data in a scale sense, there are significant problems

that arise with such assumptions. Thus, we will assume that our sample is taken at

a fixed point in time, tj.

Fig. 31. Two types of wind forces. Directional and angular. The diagram at left has

a high directional (but no angular) component, while the diagram at right

has a high angular (but no directional) component. The length of the arrows

show the weights relative to a Gaussian kernel.

a. Scalar and Vector Data Sampling

For a scalar property, d, we obtain a sample at time tj, at position ~xi, and at scale r

as follows:

dr
i,j =

1∑
Gr

∑
x

Gr(~xi, ~x)d(~x, tj) (5.2)

G is the Gaussian weight function with radius r:

Gr(~xi, ~x) = e−r|~xi−~x|2 (5.3)
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That is, we use Gaussian weights to sample the data. Note that our samples will

occur only at the i, j, r defined by the match points.

Vector data ~D is sampled similarly, but we collect two pieces of information:

direction ~D1 and angular momentum around the sample point with unit mass ~D2, each

stored as vectors (figure 31). Storing this angular momentum allows us to maintain

angular motion in the vector field at a scale relative to the size of the filter kernel, and

does not directly affect the finer-grained vortices simulated in the higher-resolution

simulation.

Fig. 32. Sampling positions and scales are independent of the grid size resolution.

~Dr
i,j,1 =

1∑
Gr

∑
x

Gr(~xi, ~x) ~D(~x, tj) (5.4)

~Dr
i,j,2 =

1∑
Gr

∑
x

Gr(~xi, ~x) ~D(~x, tj)× (~x− ~xi) (5.5)

Position and scale is always recorded in terms of the physical space being sim-

ulated, not the grid-based space (thus, it will apply equally, regardless of simulation

grid size - see figure 32). We can sample all of the key simulation data, including

density fields (e.g. particle concentrations, heat, gas amounts) and vector fields.

We allow r to be chosen and set arbitrarily. However, note that the effectiveness

of later matching will be governed by an interplay between r and the spacing between
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the ~xi. In practice, we typically use a uniform grid of ~xi, and in order to obtain a

good coverage of the simulation domain, we use a single scale, r, such that nearby

sample points overlap in influence (see figure 30).

b. Keyframe Storage

For a given time, tj, we refer to the collection of match points and all sampled

simulation data for those match points as a keyframe. This is a slightly different

notion of “keyframe” from that of the traditional sense, but conveys a similar idea—

namely that it is the information that we want to match. Each keyframe records the

following information:

• Time (tj) for the keyframe sample.

• Weight (mr
i,j) for each of the match points.

• Position and scale (xi, r) of each set of sampled variables.

• Keyframed simulation variables (dr
i , ~Dr

i,1, ~Dr
i,2) such as density values, heat, and

flow fields.

3. Matching the Final

In the matching process, we sample the final (unmatched) simulation at the same

points specified in the keyframe. The difference between the final and the keyframe

will be used to modify (match) the final. It is important to first understand the

simulation structure.
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a. Flow Equations

As has been discussed in appendix A, the inviscid Euler equations for incompressible

flow u are

∇ · u = 0 (5.6)

∂u

∂t
= f − (u · ∇)u−∇p (5.7)

and density d advected by the flow is defined as

∂d

∂t
= S − (u · ∇)d + kd∇2d (5.8)

Here, f accounts for external forces and S defines a density source (or sink).

More detailed explanation is given appendix A.

Instead of changing the governing equations or adding additional controls, we

opt to control the equations using external forces and density sources at the data

collection locations. That is, we will define f and S in order to obtain a match. Our

use of wind forces and density sources prevent physical inaccuracies, such as negative

pressure. Just as importantly, the basic simulation computation is unchanged from

an “uncontrolled” simulation. This makes our approach very easy to integrate into

an existing simulation framework.

b. Matching

The matching is done in two passes. In the first pass, the simulation is sampled at

the xi and scale(s) r. For scalar data we obtain the (weighted) current value dr
i :
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dr
i =

1∑
Gr

∑
x

Gr(~xi, x)d(~x, t) (5.9)

To provide matching, all we need to do is to specify the source S for that scalar

variable:

S(~x, t) = max
i,r

(W (tj, t)G
′
r(~xi, ~x)mr

i,j(d
r
i − dr

i )) (5.10)

The max function should be taken to mean the maximum absolute value (maintaining

the sign); the reasoning is explained below. Note that we use two functions to spread

data, a spatial one, G′
r, and a temporal one, W . Both of these are discussed below

(sections c and d respectively).

Similar to sources controlling densities, we use external forces (f from Eq. 5.7)

to control the flow. ~Dr
i,1 and ~Dr

i,2 are computed in the obvious way (see equations 5.4,

5.5, 5.9)

f(~x, t) = max
i,r

(W (tj, t)G
′
r(~xi, ~x)mr

i,j(fl + fv)) (5.11)

fl(~x, t) = ~Dr
i,1 − ~Dr

i,1 (5.12)

fv(~x, t) = ( ~Dr
i,2 − ~Dr

i,2)× (~xi − ~x) (5.13)

Here the max function should be taken to mean the vector with maximum magnitude.

The max functions that appear in equations 5.10 and 5.11 are chosen to prevent

overcompensation during matching. Notice that any point can fall within the influence

region (i.e. within the G′
r radius) of several match points. These separate controls

may give differing or even conflicting information. For example, one match point
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might want to increase density, and another to decrease it. Or, two points might

both want to increase the density. If we were to sum these contributions, we may add

far too much density. An averaging process is feasible, but would likely overweight

less important additions (e.g. a point near the center of one match point could get

minimized by points from the fringes of other match points). The “ideal” would

be to formulate this as a more complicated optimization problem, but this would

require several iterations with no guarantee of convergence. Instead, we compromise

with a method that provides convincing results, with far less work, by simply taking

the maximum (magnitude) contribution from any of the sources. In this way, we

are guaranteed to maintain the most important changes, while reducing chances of

overcompensation (Fig. 33).

Fig. 33. Stress testing the matching process. Simulations produced strictly from the

matching process. Fire data is sampled in the preview. The burner is turned

off in the final simulation, and all fire is created from the matching function.

The top row shows the final with “burst” control, and the bottom row shows

the final with “continuous” control.
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c. Spatial Blending

The spatial blending function, G′
r, spreads a factor of the difference value over a

region. We use the same Gaussian weighting function as for sampling. The mul-

tiplicative factor is one over the sum of the squares of the Gaussian weights. The

intuition behind this choice is described here.

Assume we have a difference Q between the sampled density of the preview and

the final at some point. In order to make the final match the preview, the sampled

final value must therefore increase by Q. That is, we need to have

Q =
∑
~x

Gr(~xi, ~x)Q′
~x (5.14)

where Q′
~x is the increase in density at point ~x. One way to do this is to increase the

density value of each point contributing to the sample by Q—i.e. Q′
~x = Q. However,

if the sample point is of a large scale (high r), this can involve a very large number

of points. Adding Q to all of them introduces a significant amount of overall density

to the scene (roughly Qr2), and also affects points far away from the sample as much

as it affects the sample itself. This is undesirable.

We would prefer to instead distribute any additional density closer to the sample

point (where it will have more effect), but still want to spread the additional density

smoothly, to avoid artifacts. An obvious choice (but not the only one) is to use a

Gaussian spread function, of radius equal to the scale we aim for. That is, we have

Q′
~x = Gr(~xi, ~x)Q′′. We now must find Q′′, the amount to apply via a Gaussian spread

to result in the correct overall change, Q. Substituting into equation 5.14, we have:
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Q =
∑
~x

(Gr(~xi, ~x))2Q′′ (5.15)

Solving for Q′′ gives us the correct weighting to use, yielding the final spatial

blending function:

G′
r(~xi, ~x) =

Gr(~xi, ~x)∑
~x(Gr(~xi, ~x))2

(5.16)

d. Temporal Blending

Since keyframes are defined at only a point in time, if we perform matching only at

the keyframe times, we would have a sudden introduction of density/force into the

system. This would be extremely unrealistic and jarring, and therefore we choose to

gradually match the simulation state incrementally, starting just before the keyframe

time. This incremental matching enables us to use “dumb” sources/sinks, rather than

running an optimization procedure to obtain an exact control solution, as is done in

most keyframe matching approaches. As a result, we introduce a temporal spread

function, W , to gradually match keyframe data.

Fig. 34. Two possible weight functions. The blue curve provides continuous con-

trol, while the red curve provides “burst” control. The yellow markers are

keyframed points during preview.

W is defined as a function (e.g. piecewise-linear or Gaussian) that gradually

increases over a number of timesteps (ts), peaks at the actual keyframe time ti, and



87

falls off sharply for some time afterwards (te). For example, a linear temporal blending

function would have the form:

W (ti, t) =


| t− (ti − ts) |, (ti − ts) < t < ti

| (ti + te)− t |, ti ≤ t < (ti + te)

0, o.w.

(5.17)

By changing ts and te we can vary from “burst” like keyframe control to “con-

tinuous” control (see figure 34). A burst control minimizes control interference, but

creates sharp potentially visible changes in the simulation state. Still, it is applicable

to a reactive simulation, such as fire simulation.

C. Controlling Fire Simulation

As mentioned previously, part of our motivation is in the control of complex simula-

tions. One such complex fluid based simulation is fire. We have implemented such

a simulation by integrating a fluid-based flame simulator, combustion model, heat

transfer model, solid pyrolysis model, solid decomposition model, and rigid body

simulator into a common framework. Using coarse resolution simulation modules we

were able to achieve somewhat interactive speeds (7 fps for 30x30x30 resolution on a

1.8 GHz P4).

1. Implementation and Results

Using our fire simulation framework, we record keyframes from a coarse simulation

that runs at interactive rates. We place data points in a regular grid across the entire

simulation environment, recording user interactions and taking keyframe data. The

amounts of fuel gas, smoke, and heat are keyframed as density values, and air motion
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is keyframed as a vector field.

We achieved successful matching of the final simulation to the preview under a

variety of example cases. This included cases where the behavior of the unmatched

system was very different from that of the preview (and matched final).

Due to the number of competing variables, particularly within the simulation

model itself, comprehensive performance analysis is not possible. However, based on

our testing, we are able to make several observations regarding performance:

• The additional overhead added in the preview simulation due to keyframe gen-

eration was less than 5% of the simulation time in our experiments.

• The additional overhead for keyframe fitting during the final simulation was

10-30 % of the simulation time in our tests. Generally, for a fixed set of data

collection points in a keyframe, as the resolution of the final simulation increases,

the additional cost of matching decreases. This is to be expected, in that the

keyframe matching time grows relatively slowly compared to the additional

simulation cost on a larger grid.

• Using too sparse of a data collection point resolution tended to give poor match-

ing results. This will vary, of course, based on the absolute resolution of the

preview, and the relative increase in resolution for the final. In effect, the control

is diffused over too wide a region.

• Finally, relatively lower resolution preview grids tended to yield larger match-

ing overhead during the final simulation. This is due to the fact that as the

resolutions become much more disparate, the simulations become less and less

similar.
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Fig. 35. Simulation control in action. During the coarse resolution interactive simu-

lation (top row), the user ignited a match and burned the conference logo.

During higher resolution simulation (second row), the match barely lit, hence

the logo did not burn at all. The controlled simulation (last row) injected

additional combustible gas and heat into the system, and thus burned in a

manner similar to that in the preview simulation. Note that the simulation

control matches the fluid domain only, and hence does not have direct control

on how the logo burns and decomposes.



90

Figure 35 shows the user igniting a match in the preview, and than proceeding

to burn a SCA logo. A 30x30x30 interactive simulation is used for the preview. An

uncontrolled simulation running at 60x60x60 resolution causes the match to burn in

a slightly different fashion. At first, the match does not burn strongly enough to

ignite the logo, and although later the match bursts into flame it is not enough to

ignite the logo. The controlled simulation uses half second separated keyframes using

10x10x10 uniformly placed data collection points. The controlled simulation more

closely matches the preview, creating additional heat sufficient to ignite the logo.

Figure 33 shows a stress test on the method. In this scene, we ignite a burner,

and the user puts a log into the flame, and the log starts to burn. For the stress test,

we turn off the burner. Without the burner, the log would not burn. If we enable

matching and use burst control with only a single data collection point placed at the

burner, one can observe the control process in action as bursts of fireballs occur at

keyframe intervals. If we use a temporally wider control, the burner appears to be

burning.

D. Parameters and Control

We briefly summarize here the key parameters that govern the simulation matching

behavior; many are referenced in the previous sections.

• Scale and Density of Match Points. The resolution of both the final simulation

and the preview simulation, as well as the size of the simulation features we

want to match, determines the scale and number of the match points we should

use for sampling.

• Temporal Resolution. Controls on the temporal resolution of both the keyframe

capture (tj) and the temporal spread function (W ) used during matching can
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have a significant effect. If the tj are too far apart, the simulation may diverge

to a point that control becomes obvious. The temporal spread function is

important to adjust the speed at which matching occurs, and thus affects how

obvious the control appears.

• Threshold. Not discussed here, but useful for a practical implementation, are

thresholds that set a level for deviation from the keyframe, below which no

matching will occur. This reduces unnecessary controls for nearly-matching

simulations, and can reduce computation time.

E. Discussion

Note that the data collection points and keyframe matching step are defined locally in

both space and time. This structure does not provide mass conservation of densities

throughout the system. For reactive systems where densities should change over time,

such as fire simulation, this is often desirable. In addition (as mentioned below), due

to the source of our keyframes, any sourcing/sinking should be minor. For general

purpose fluid simulations, mass conservation similar to that of Fattal and Lischinski

[26] should be provided.

A second point to note is that we are not solving a (potentially quite large) linear

system for the correct solution, rather we let the overlapping control points “fight” to

fit the keyframes. As mentioned in the previous section, incremental corrections are

small, and diluted over time, to keep the not-physically-based control plausible. In

highly constrained conditions (i.e. lots of overlapping sample points), or degenerate

cases such as fully overlapping sample regions, multiple data control points could

compete against each other, potentially creating instability in the system. We have

never observed such instability in any of our sample runs, however it is certainly
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possible. By limiting the peak of the weight function, some such instabilities can be

prevented. Considering a degenerate case with two fully overlapping Gaussians, we

can prevent overcorrection by limiting the peak of the weight function to 0.5.

Our additive/subtractive scheme can create negative densities (i.e. removing den-

sity when there was none to begin with). This requires correction after adding/subtracting

all sources affecting a point, but is a local operation.

One could argue that our additive/subtractive scheme is blurring the fine-scale

detail we are trying to generate. Additional sourced density does tend to blur the

simulation results, in that it is added evenly over a region, thus reducing contrast in

(though not eliminating) fine-scale detail. However, note that stronger fitting (i.e.

more sourced density) only occurs when the simulations diverge significantly, which

is neither typical nor expected. Also, nothing about our method prevents the use

of other common methods for “faking” fine-scale detail, such as warped blobs, or

advected textures.

Finally, we use the “Stable Fluids” (appendix A) model, which favors stability

over accuracy, and coarse resolution simulations suffer from artificial viscosity and

dissipation. One could argue that by matching to a coarse simulation we are losing

all the benefits of using high resolution simulation. We would like to point out that

matching is performed only at a gross level, using an even lower resolution than

the coarse simulation for matching, and guaranteeing that the results match only in

the aggregate. In the sample case seen in figure 35), the user ignites a match, and

proceeds to burn the logo. In the uncontrolled case, the match does not ignite, hence

during the rest of the simulation the logo is not burned. In the controlled case, we

are able to push additional heat and combustible gas seamlessly to ignite the match

and start the burning of the logo. In either case, the higher-resolution simulation

contains significantly more fine-scale detail.
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Our keyframe matching draws easy comparisons with prior methods for keyfram-

ing fluid simulations. For simple simulations (e.g. smoke only), one can imagine ways

to incorporate our keyframe samples as input to other keyframing approaches, then

use those approaches to perform the match. Indeed, those keyframing approaches

have the potential of creating more plausible motion, in that they use more sophis-

ticated keyframe matching techniques (e.g. optimization). However, there are two

main points that we feel make our approach superior for our range of applications.

First, and perhaps most importantly, the prior keyframing methods can make

very few assumptions regarding the status of the system from which they hope to

hit the keyframe. On the other hand, we have a system that ought to behave in the

same fashion as the system from which we derived our keyframes. Since the preview

and final follow the same physically-based rules, and are matched in the previous

keyframes, the two simulations should never diverge by much. Thus, the changes to

the system to match our keyframes should be generally minor, and our simple sourcing

scheme should suffice. We should achieve similar performance with our significantly

simpler method.

Second, our system is better suited than prior approaches for fluid simulation

systems with multiple densities. Other than Fattal and Lischinski’s method [26],

earlier methods achieved most of their success by modifying the vector field; this is

not a feasible approach for several applications, particularly with multiple density

fields. Also, our method works fine for reactive systems, while prior approaches have

to enforce a conservation of mass, or allow only limited sourcing/sinking.

On the other hand, systems requiring mass conservation would perform more

poorly in our system. As an example, rising smoke could disappear in one location and

appear somewhere else in order to fit our preview. We can easily incorporate global

mass conservation in our approach, but usually it is local mass conservation that is
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desired. Increasing the frequency of keyframes will minimize the visual distraction,

yet adding too much control in this manner will tend to blur the simulation temporally

and defeat some of the purpose of using a high resolution simulation.

Ideally, we would like to have a mathematical model to compensate for the

different behavior of the simulations using the characteristics of the underlying fluid

equations. Until such intelligent methods are proposed, the simulation matching

approach presented in this chapter is trivial to add into fluid systems. No change in

the broad simulation structure is required, and the computations, including Gaussian

sampling and introducing new sources and sinks, are easy to implement. This method

is much simpler than prior keyframing approaches, and yet works well in environments

with an assumption that only minor changes to the simulation will be required. Also,

no implicit knowledge is required about the simulation, it could be applied to a variety

of fluid simulations, and any number of important variables could be matched.

Although most of the shortcomings of this method are addressed here, a very

important assumption we make is that a physically based interactive simulation is

provided for user interaction and data collection. In our fire simulation, we used a

very simple flame model at a very coarse resolution (303 grid), that achieves interactive

rates (5-7 fps on a 1.8 GHz P-IV) on very simple scenes (one flame source and one

wood piece). Increasing either scene size or scene complexity will reduce interactivity.
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CHAPTER VI

VISUALIZATION

In the previous chapters, we present a physically based fire model that is used to

generate simulation key frames at interactive rates. In this chapter we present GPU

based techniques to render the flames and create visual details and in-between frames

to achieve real-time frame rates (Fig. 36).

Fig. 36. Burning a log and a Siggraph logo. On the right, a log is in flames, decom-

posing. The Siggraph logo is burning on the left.

A. Background

Rendering flames is usually done by either using particles or using volumetric tech-

niques. Lamorlette et al. [60] use a statistical approach to generate particles. Nguyen

et al. [80] model black body radiation from the flame and use Monte Carlo ray trac-

ing approach to render the flame volume, simulating light transport in a participat-

ing medium. Interactive applications on the other hand use particles [100], textured

polygonal primitives [18][117], or procedurally generated models [90].

Different techniques have been proposed to increase visual detail during render-
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ing. Stam and Fiume [111] use a map to define the amount of fuel and temperature

on every point on the object, and use turbulent wind fields and warped blobs. Neyret

[79] proposes adding fine detail using advected textures. Losasso et al. [65] use an

octree based simulation structure for liquid and smoke simulation; such a method

could presumably be used for fire. Selle et al. [103] incorporate vortex particles to

reintroduce small scale detail for simulating smoke, fire and explosions, addressing

the limitations of vorticity confinement [112][28] on low resolution grids.

To break up the visual artifacts due to the coarse resolution motion fields, several

methods are proposed. One such method is to generate a randomized energy spectrum

in the Fourier domain. By taking the inverse FFT one forms a vector field, which

in turn is combined with the simulated flow field to add turbulence. The turbulent

motion is controlled by the energy spectrum used to generate the random field. Stam

and Fiume [110] introduced the Kolmogorov energy spectrum to the CG community.

They used energy cascading, where the energy introduced at some frequency kinitial is

propagated to higher frequencies at a constant rate. The Kolmogorov energy spectrum

is also used by various other authors [60][99]. Perlin and Neyret [89] proposed the

use of flow noise. Flow noise is generated by using correlated rotations and advection

of small scales by large scales. Hong et al. [48] uses Detonation Shock Dynamics to

generate self sustaining cellular patterns on the simulated flame surface. Bridson et

al. [10] proposed curl noise, using Perlin noise and the Kolmogorov spectrum in the

vorticity domain to generate procedural fluid flow.

B. Volumetric Rendering

All the data is kept in some sort of volumetric form, hence a straightforward rendering

approach will use volumetric techniques. Our visualization steps are as follows:
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Fig. 37. Two sets of quadrilateral stacks are used for different camera angles.

• A 3D texture is generated using gas densities and heat distribution.

• A set of quadrilaterals are rendered from from back to front.

• GPU based visual effects such as color correction, bloom and noise are added

using fragment shaders.

• A 4D noise function is used to generate additional frames, called “inbetween

frames”, until the next one is ready from the simulation. Textures from the

consecutive simulation frames are linearly interpolated for a seamless transition.

The first step is to generate a 3D texture from the simulation data.

Instead of transferring all the simulation data to the GPU, we opt to form the

texture on the CPU, to be used as a starting point for flame visualization, to mini-

mize the bottleneck of CPU to GPU transfer. Here we used a simple function, found

empirically. By trial we found this function to approximate real flames. There are

more advanced rendering techniques, such as [80], taking black body radiation and

participating media into account, but these costlier methods are reserved for offline

applications. Here note that, we are going to apply color correction, and additional

effects on the GPU, and this “initial texture” is just a starting point for flame visu-

alization. The function is as follows:
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~Cf =


1

1

0.6

 ~Cs =


0.1

0.1

0.1

 ~Cb =


1

0.4

0

 (6.1)

~C = T ∗ af ∗ ~Cf + as ∗ ~Cs + C ∗ ~Cb (6.2)

where ~Cf , ~Cs and ~Cb are colors associated with fuel gas, smoke and combustion areas

respectively. Fuel gas emits a yellow color and its intensity varies by both temperature

and fuel density. The reaction zone where the chemical combustion occurs, emits a

red color, giving the flames the distinct red contour. The smoke forming from the

combustion reaction gives a dark gray to black color.

For interactive volume visualization a polygon stack is rendered from back to

front (Fig. 37) using the 3D texture. The number of slices determines the quality of

the rendering, independent from the simulation. The refresh rate will depend on the

GPU only. The standard practice is to place the slices perpendicular to the viewing

direction. Here, we opt to use two sets of predefined slices, placed orthogonal to each

other, and switch at the Π
4

degree corners. The switch is seamless, and does not require

rotating the slices to face the camera for each refresh. This saves a small amount of

GPU-CPU bandwidth if the rotation is performed on the CPU, or execution of a

vertex shader, if rotation is performed on the GPU. Note that a third set is needed

for the up/down rotation.

C. GPU Rendering

With current hardware, only coarse resolution simulations can be handled at interac-

tive rates. To increase visual detail, Perlin noise is used to warp the 3D texture.
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Fig. 38. Increasing the number of octaves increases fine scale features.

Fig. 39. Increasing the turbulence increases the height of the flames.

Since current graphics hardware does not support random number generation, a

3D base noise texture is created. Perlin noise [90][91] is generated using 4 octaves using

this texture using the random noise function [120][82]. Per pixel texture coordinates

are translated using the following equation:

y+ = masksources ∗maskobjects ∗ Sturbulance ∗ P (~x, op); (6.3)

where P (~x, op) is the Perlin noise at location ~x using op octaves. Increasing the num-

ber of octaves adds more fine scale features (Fig. 38). Sturbulance is used to control

the maximum amount of translation of texture coordinates (Fig. 39). Here, note that

we only translate y-coordinates of the texture space. The mask terms masksources

and maskobjects are used to keep the flames attached to the sources and objects re-
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spectively. Additional fine scale visual detail could be generated using an additional

vector field for turbulence, such as Kolmogorov noise [60] [99].

Fig. 40. Coloring the flame.

Although the color textures generated on the CPU give a flame-like color scheme,

it is just a starting point. First the flame is rendered into a texture and color correction

and interactive fine tuning is computed in a fragment shader. We provide RGB color

bias and brightness/contrast controls, and with real-time feedback the user can go

from realistic looking camp fires to blue colored gas burner flames (Fig. 40).

Another effect is bloom, and it is used to increase the illusion of a very bright

flame. The flame texture is blurred in two passes (horizontal and vertical passes),

and decreased in size. A cutoff threshold is used to blur only certain bright areas

(Fig. 41).

Here are the passes made during the visualization of flames:

• First, the burning solids are rendered, and copied from the framebuffer into the

object texture.

• Using the simulation data, a 3D initial texture is generated at the CPU.
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Fig. 41. Flame rendering steps. At left is pure OpenGL rendering. The next one has

the 3D texture shifted per pixel using Perlin noise. The third one is color

corrected in the fragment shader. The last step adds bloom to the image.

• Volumetric rendering of flames is performed using the initial texture. Texture

coordinates are translated using the Perlin noise base texture, generated only

when the user changes noise parameters. Solid objects are rendered as black-

holes. The framebuffer is copied into the prerendered texture.

• The prerendered texture generated at the last step is used in an image processing

step using fragment shader. In two passes (first in the x, then in the y direction)

the image is filtered. The framebuffer is copied into the bloom texture.

• The last step is the composition step combining all textures. A prerendered

texture is used for color correction and brightness/contrast correction. Then,

the bloom texture is added on top. The object texture is added to complete

the composition process.
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D. GPU Inbetweening

To achieve real-time refresh rates, one can opt for either using a simplified simulation

or using extremely coarse resolution simulations. To achieve a balance between per-

formance and detail, we decided to use resolutions that can run at interactive frame

rates. On a P4 1.8 GHz, we can create a 203 simulation at 5 fps, or on a Core2Duo

2GHz, we can create a 303 simulation at 4 fps. We call these “simulation frames.”

As the next simulation frame is being generated, the GPU is used to keep the flames

alive using a 4D Perlin noise. We call these frames “inbetween frames” (Fig. 42).

Fig. 42. Inbetween frames generated on the GPU. Top row is the simulation frames,

and bottom row is the inbetween frames.

To generate inbetween frames, we used 4D Perlin noise, using the time as the

fourth parameter. For the desired frame rate, the simulation frames are delayed, if

they arrive early. If the simulation frames arrive more slowly, then the visualization

is stopped until the next simulation frame is ready. This scheme works for recording

video, and there are no visible “popping” artifacts. For interactive applications, we

opt to use a free frame rate approach, where we do not delay or stop the visualization,

such that the user always watches a moving flame. Note that this approach generates

a varying frame rate throughout the visualization.
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For a seamless switch, we interpolate the simulation frame with the previous one.

We allow the user to move the objects as the simulation frame is still being simulated,

but delay the combustible gas release until the end of the simulation pass such that

the emitted gas does not show at the previous location of the object.

E. Rendering Burning Solid

Fig. 43. Texture strip used for different stages of pyrolysis.

The distance field representation is polygonalized by an isosurface generation

using tetrahedral decomposition of the boundary cells [81] similar to marching cubes

[64]. This method generates a polygon soup, and additional pointers are used to

keep track of which simulation cell the generated triangles belong to, and merge

the corresponding ones. After each timestep, previous visualization polygons are

discarded and new ones are created.

Fig. 44. Two orientations used for the tetrahedral decomposition.

This working scheme simplifies the implementation, yet the lack of frame-to-

frame tracking prevents consistent texture coordinate inheritance during the interac-

tive simulation. Instead, we use projection methods to map texture coordinates from
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the implicit form onto the visualization polygons.

The faces are tagged with the stage of pyrolysis they are in, by using the centroid

to check what percentage of the solid fuel initially contained has been used. This

information is used to select a gradually changing texture for the face.

We prepared a texture strip (Fig. 43), where the wood color first gets red to

indicate the flame front, and later it turns to black indicating the burned wood 1.

Although we do not explicitly track the flame front like some other models [92][7],

our results visualize the flame front successfully because of the underlying physical

modeling.

F. Matching Flames and Solids

Fig. 45. Matching the flame to the object. On the left, the turbulence is too low to

generate separating flames. In the center image, the turbulence is high enough

to create separating flames, but the flame looks like it is not attached to the

object. On the right, the object mask is applied on the turbulence parameter,

and we get separating flames farther from the object, and the flame is tight

around the object.

The texture advection method generates separating flames and adds fine scale

visual detail. When combined with the objects and burners (fuel gas sources), the

separation of flames at the object boundary generates floating flames. What we would

1Thanks to Erin Devoy, she had the original idea and tested for its applicability.
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like to have is separating flames far from the burning object, but a tighter fit around

the object (Fig. 45).

Fig. 46. Generating the object mask. A binary alpha mask is generated from the

objects, and than smoothed for soft blending.

Two masks defined in Eq. 6.3 are used to control the amount of texture transla-

tion (Figures 46 and 47). The first mask, masksources, can be replaced with y2, since

the texture coordinates range from 0 at the bottom and 1 at the top of the simulation

domain.

The second mask, maskobjects, requires some processing. First, a black and white

alpha mask of the filled/unfilled space is created. Since the flame simulator updates a

filled/unfilled mask in each timestep during the synchronization step (pyrolysis), we

can use this data to generate the mask. Note that we do not need a high resolution

texture. Second, the texture is processed in layers, and filtered in the x, y and z

directions in three passes. This will create a soft blending mask.

Fig. 47. Blending the source and object masks.
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G. User Interaction: Flame Painter

One sample application we implemented to demonstrate the capabilities of the inter-

active simulation framework is the “Flame Painter”. Here the user can click on the

solid object to ignite it (Fig. 48). During the simulation, the user can interact at any

time to expand the flames and choreograph how the object is going to burn.

Fig. 48. Flame painter interface. The user controls where and when the object starts

to burn.

In our implementation we tried to keep the physical part of the simulation, and

decided only to pump heat into the object at the selected location, which in turn

ignites the object. When the user clicks anywhere on the object, we use the OpenGL

selection buffer to find the corresponding triangle. The triangle centroid is used to

inject heat into the system. This additional heat causes the object to enter pyrolysis

from the selected location, and it starts emitting combustible gas. The emitted gas
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ignites, since we already injected enough heat to start the combustion reaction. This

combustion reaction generates more heat, and if the object is volatile enough, it will

keep burning by itself.

H. Results

Although fluid simulations using just the GPU look promising [46], there is always

a trade-off between accuracy and speed just like in CPU implementations. One can

choose to use lower resolution simulation to achieve real-time simulation, or use higher

resolution at slower simulation frame rates. There is nothing preventing us from using

a GPU based fluid solver, and still use another GPU for inbetweening, as we described

here, to achieve real-time visual feedback. The method presented here is useful to

keep the user experience realtime, while maintaining additional accuracy.

One drawback of our visualization scheme worth discussing here is the fact that

we treat flames separate from the burning object. A series of methods [60][92] plant

flames on the surface of the burning object, which makes the flames move together

with the moving object. In our approach, we emit combustible fuel gas into the

system, and once released, it is not related to the object anymore. At slow simulation

refresh rates, one can move the objects around, but the flame will stay in its previous

position, until the simulation updates itself in the next simulation frame. By updating

the solid object’s position just before the pyrolysis stage, we get the simulation update

itself one frame earlier than a direct implementation. Still, the user has to wait until

the current simulation frame is finished and the visuals are updated.
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CHAPTER VII

CONCLUSION

In this dissertation, we highlighted a gap within the CG community for the simulation

of fire. There has not previously been a physically based yet interactive simulation

for fire. None of the models to date, interactive or not, have been able to address

everything related to fire and burning in one unified framework. This dissertation

describes a unified simulation framework for physically based simulation of fire and

burning.

A. Summary of Results

In this work we bridge this gap and provide a complete simulation framework, to-

gether with physically based modules, working at interactive rates. We described our

simulation framework, together with implementations of the modules addressing dif-

ferent parts of the related phenomena. Our results show that our implementation can

model fire, objects catching fire, burning objects, decomposition of burning objects,

and additional secondary deformations. The results are plausible even at interactive

frame rates, and controllable. The graphics processor is used to add inbetween frames

to achieve even faster (real-time) refresh rates, as well additional visual detail.

Physically based simulations might be hard to control, since many physical con-

ditions should be set for a desired behavior, and it might not always be possible to

do so. We described a preview based simulation control, which allows interactive

feedback to the user during a coarse simulation, while the fine-scale simulation will

be guaranteed to behave as observed during the preview. Our preview based con-

trol framework could be used as a training or design tool, or as a part of creative

applications. Our results demonstrate the working of the simulation framework.
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B. Future Research

There are many open avenues for future research. In this section, we will discuss

some of the major areas open to further study.

1. Scaling

Our implementation demonstrates small fires, burning logs or matches, and even

campfires, but to simulate a larger scene such as burning houses, forests or, a bonfire

requires higher resolution grids. Our method is scalable but will lose the interactive

rates when high resolution grids are used. A large scale fire at interactive rates

requires extending our method in one or more potential ways:

• Recent research addresses fluid simulations combined with a space partitioning

technique, such as octrees [65].

• Since the fluid solution is Galilean invariant [105], one can move the simula-

tion grid to encapsulate the important region of simulation, e.g. a bounding

box, and discard the rest. Multiple fires at spatially different places could pos-

sibly run in separate encapsulations, but handling boundary conditions, and

merging/splitting those simulations requires additional research.

2. Interaction

Although our implementation demonstrates that physically based simulation of fire

is possible at interactive rates, we have not investigated potential interaction tools.

A sample user controlled flame painter (Section G ) is provided to investigate the

potential, but a complete toolset and UI requires an additional layer on top of our

provided framework.
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3. Visualization

Fire visualization is done using volumetric rendering. Visual detail is added on the

GPU using a noise function, but there is always more potential to enhance the vi-

sualization. The Kolmogorov noise has been popular with offline fire and explosion

rendering [60][99], and worth further investigation. Another problem is that volume

visualization of flames is not connected to the object itself, and one can move the

object, leaving the flames there. The simulation will eventually catch up, dissipating

the flame in the old location, and creating a new flame in the new location. The

separation of visualization and simulation frame rates does make things even worse.

Here, one can extend the visualization such that the flames from the old location

are transformed to the new one, until the simulation catches up. Another possible

solution includes using a ghost object and delaying the translation of the burning

solid until the simulation catches up.

4. Implementation

There are many ways our implementation could be extended:

• In this dissertation we described a unified simulation framework with sample

implementations of different modules. Any one of the modules could be changed

to a more accurate or to a faster (and potentially less accurate) module depend-

ing on the requirements.

• Complete rigid body handling is beyond the scope of this dissertation. Our

rigid body implementation is minimal, and provided as a proof of concept at

best. It is provided such that we can prove that rigid body handling using an

implicit-explicit definition of the solid object is possible.
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• Although we take advantage of the graphics hardware, we only used it for visu-

alization purposes. Current research address fluid simulations on the GPU, and

recent hardware improvements look promising for a complete fire and burning

implementation on the GPU.

C. Hypothesis

The hypothesis of this dissertation is as follows

One can simulate different aspects of the burning process in a unified phys-

ically based framework by taking advantage of some simplifying assump-

tions and achieve visually plausible results at interactive rates on current

hardware. More accurate simulations could be guided to have global behav-

ior similar to the interactive results.

The hypothesis is proved as follows:

• Physically based simulation of fire can be done at interactive rates (Chapter II).

• Different aspects of burning objects can be simulated (Chapter III) within a

unified simulation framework (Chapter IV).

• Interactive coarse resolution simulation can be used as a “preview”, and high

resolution simulation can be guided to ensure similar behaviour as previewed

(Chapter V).

• Even on regular hardware, not only are interactive simulation rates possible,

but one can also take advantage of programmable graphics hardware to achieve

real-time visual feedback for increased plausibility (Chapter VI).
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APPENDIX A

A BRIEF INTRODUCTION TO STABLE FLUIDS

Compressible flow equations introduce a very strict time step restriction associ-

ated with acoustic waves. To avoid this strict restriction, incompressible flow equa-

tions are preferred whenever possible, and they are very popular in CG. When the

speed of the flow is below the speed of sound, the compression effects are negligible

[28]. In compact form, the incompressible Navier-Stokes equations governing fluid

flow are as follows:

∇ · ~u = 0 (A.1)

∂~u

∂t
= ~f − (~u · ∇)~u− 1

ρ
∇p + υ∇2~u (A.2)

where ~u defines the motion of the fluid, and Eq. A.2 describes the fluid flow. Eq. A.1

is the incompressibility condition, hence a divergence free flow.

Looking at Eq. A.2 more closely, ~f is the external force applied to the system,

which includes buoyancy and gravity forces. Since we use incompressible flow equa-

tions, we need buoyancy as an external force term to describe rising hot air.

The next term is the nonlinear part of the Navier-Stokes equation - it is the

advection of the velocity field.

The third term accounts for the pressure induced motion, where p defines the

pressure, the force exerted by the fluid on unit area. ρ is the density of the fluid.

For simplification purposes we can assume uniform density fluid with density equal

to one.
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The last term is motion coming from shearing. υ defines kinematic viscosity of

the fluid defining how much the fluid resists deforming. This term is important for

viscous liquids, but for practical purposes we can drop this term for gases. The loss

of energy coming from the implicit solution is more dominant than viscosity effects in

a gas. Navier-Stokes equations without the viscosity term are called Euler equations,

and they describe inviscid fluid flow.

After the simplifications described above, we have uniform density inviscid flow

defined as follows:

∂~u

∂t
= ~f − (~u · ∇)~u−∇p (A.3)

The “Stable Fluids”[108] solution involves three main steps. We will briefly

introduce them here, but we encourage the reader to refer to the brilliant seminal

paper [108].

• The first step advects the velocity field itself to the next time step using a semi-

Lagrangian advection scheme. A particle at each cell center is traced back in

time over the time step and the new velocity for the cell is the interpolation of

the velocities that the particle had one time step ago. Instead of a first order

integration scheme used in the original paper [108], second (such as the midpoint

method) or third (such as monotonic cubic interpolation [28]) order integration

schemes are preferred to minimize the smoothing effects of the interpolation.

• The second step determines the force term. The buoyancy force is based on the

temperature and the gravity force is based on the amount of fuel and exhaust

gas densities in each grid cell.

• The last step combines Eq. A.1 and A.2 and makes the velocity field divergence
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free and incompressible using a projection method [19]. The flow field found

in previous steps is made incompressible by subtracting the gradient of the

pressure.

∇2p =
1

∆t
∇ · u (A.4)

The pressure is found by solving the Poisson equation (Eq. A.4) with the Neu-

mann boundary condition. The Poisson equation becomes a sparse linear sys-

tem, making the implementation straightforward, using multigrid methods such

as the conjugate gradient [45] [116] [97].

A non-reactive substance like smoke is advected at the same time with the fluid:

∂a

∂t
= −(u · ∇)a− αaa + Sa (A.5)

where αa is a dissipation rate and Sa is a source term for gas a. This gas could be

combustible fuel gas af or smoke as. Since Eqs. A.3 and A.6 have identical structure,

the same solver can be reused. Heat could be also advected as a density using the

same framework. Note our use of the inviscid flow equations leaving the viscosity

term out. If diffusion is to be included in to the model, the equation becomes

∂a

∂t
= −(u · ∇)a− αaa + Sa + +υ∇2~a (A.6)

where υ is the viscosity. The solution for the diffusion term has a similar structure

to Eq. A.4, and the same solver can be used efficiently.
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A couple extensions to the “Stable Fluids” model have been proposed after its

introduction.

The first one we are going to look at is vorticity confinement [28]. Navier-Stokes

equations are “correct” in the limit case, where the grid cell size ∆x goes to zero.

In practice, we will never work close to the limit, and in CG we usually work with

very large grid sizes. This inevitably adds rounding errors in our simulation. The

“Stable Fluids” model uses implicit solvers, which add additional smoothing into our

solution, which comes out as loss of energy. This is noticeable as small scale vorticities

vanish too quickly. Vorticity confinement adds back the “lost” energy as a pedal force

keeping the flow “alive”.

The vorticity confinement force is defined as:

~ω = ∇× ~u (A.7)

~fw = εw∆x( ~N × ~ω) (A.8)

The vorticity confinement force, ~fw, uses local vorticity, ~ω, scaled by the grid

size. This scaling will make sure that as we go to the limit case, the artificial vorticity

confinement force will drop from the equation.

Yngve et al. [126] used compressible Navier-Stokes equations to model explosions,

but this model uses explicit integration and requires very small timesteps for stabil-

ity. Instead, incompressible fluid equations are used to model compressible behavior

whenever possible. The second extension to the “Stable Fluids” model we are going

to look at defines a workaround to model explosions using incompressible equations.

Feldman et al. [29] modifies the equations as follows:
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∇ · ~u = φ (A.9)

∇2p =
1

∆t
(∇ · u− φ) (A.10)

Divergence, φ, is set greater than zero where there is additional fluid introduced

into the system, or some process causes the existing fluid to expand by heating it.

This model is used by Ihm et al. [50] to model various chemical reactions.

Other extensions addresses the space requirements. Shah et al. [105] take advan-

tage of the Galilean Invariance to let the grid follow the important part of the fluid,

keeping the simulation grid size small. Similarly, Rasmussen et al. [98] use whole grid

increments to follow the fluid. Recently, Harris et al. [46] implemented the solver on

the graphics hardware.
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APPENDIX B

A BRIEF INTRODUCTION TO THE LEVEL SET METHOD

Tracking dynamic surfaces presents a series of problems. Pinching and merging

changes connectivity of the surface, and methods working with explicit representa-

tions of the surface require a lot of special case handling to get the new surface right.

A level set is a powerful method to track moving interfaces. The surface is

defined implicitly as the zero isosurface of the distance field, where φ denotes the

signed distance to the surface.

φ(~x) = 0 (B.1)

Implicit definitions of surfaces offer a set of advantages. The surface normal is

defined as follows :

~n =
~∇φ

|~∇φ|
(B.2)

Note that the normal is defined not only on the surface, but everywhere. Not

only the first derivative, but the second order structures such as principal curvatures

k1, k2, and thus mean and gaussian curvatures, are also well defined, everywhere.

Topology is implicit, its handling is trivial, and there is no such consideration as

non-manifold. If required, one can convert to a boundary representation quickly, by

using marching cubes [64].

There are also some drawbacks. An implicit distance field as a regular grid

representation requires a large amount of space, and the amount of fine scale detail
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one can resolve is inversely proportional to the size of the grid cells. Since there is

no direct boundary representation available, one needs to be created for interactive

visualization.

When discretized on a regular grid, one possible definition of ∇ becomes

~∇φ =


∂φ
∂x

∂φ
∂y

∂φ
∂z

 (B.3)

∂

∂x
φi,j,k =

1

2∆x
(φi+1,j,k − φi−1,j,k) (B.4)

∂

∂y
φi,j,k =

1

2∆y
(φi,j+1,k − φi,j−1,k) (B.5)

∂

∂z
φi,j,k =

1

2∆z
(φi,j,k+1 − φi,j,k−1) (B.6)

Moving interfaces, where the surface changes in time, are defined as a level set

φ(~x, t) = 0 (B.7)

And the evolution of the interface is defined as

∂

∂t
φ + ~ν · ∇φ = 0 (B.8)

where ~ν is equal to desired velocity at the interface. Actually we only need the normal

component of the velocity ~νN = ~ν · ~n. If we plug in equation B.2

∂

∂t
φ + ~νN · |∇φ| = 0 (B.9)
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The popularity of the level set methods come from the fact that the velocity field

can come from a number of sources, external or internal. One can use the curvature

to define the velocity field, and use the level set method for surface smoothing. One

can use the fluid flow to define the velocity field, and use the level set method to

track the free surface of the flowing liquid. Level set methods are used from image

processing to surface reconstruction and physical simulations.

To track the evolution of the level set isosurface, the distance field is advected

every time step. Here, semi-Lagrangian methods are preferred. One thing to note

here, is that the level set method is accurate only around the interface and will have

the correct distance to the isosurface only around the interface. One has to reinitialize

to get a correct distance field representation everywhere.

A standard reinitialization algorithm might be slow, especially if it needs to be

executed for every timestep, and several solutions have been studied. If the field is

monotonically increasing or decreasing, one can use a fast marching method to reini-

tialize the distance field. A fast marching method consists of sweeps in pre-ordained

directions and converges rapidly. Another method for dealing with reinitialization

is to define the distance field only locally around the interface. These narrow band

methods expand and shrink the band around the interface as the level set propagates.

To overcome the space requirements mentioned earlier, many extensions are pro-

posed. Octrees [65] and run length encoding (RLE) [49] methods are used to decrease

the space requirements. To handle the mass (or volume) loss due to the grid resolution

and interpolation done at the advection step, Lagrangian extensions such as particle

level sets are proposed [25]. Particle level sets introduce massless particles placed

inside and outside of the interface, which are advected together with the interface.

If inside particles end up outside of the interface or outside particles on the inside,

a correction is done on the level set by averaging particles around the problem area.
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A recent extension adds the capability to track multiple interfaces using the particle

level set method [67].
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