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Abstract

Misinformation about the novel coronavirus (COVID-19) is a pressing societal challenge. Across two studies, one

preregistered (n1¼ 1771 and n2¼ 1777), we assess the efficacy of two ‘prebunking’ interventions aimed at improving

people’s ability to spot manipulation techniques commonly used in COVID-19 misinformation across three different

languages (English, French and German). We find that Go Viral!, a novel five-minute browser game, (a) increases the

perceived manipulativeness of misinformation about COVID-19, (b) improves people’s attitudinal certainty (confidence)

in their ability to spot misinformation and (c) reduces self-reported willingness to share misinformation with others. The

first two effects remain significant for at least one week after gameplay. We also find that reading real-world infographics

from UNESCO improves people’s ability and confidence in spotting COVID-19 misinformation (albeit with descriptively

smaller effect sizes than the game). Limitations and implications for fake news interventions are discussed.
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Introduction

The SARS-CoV-2 (COVID-19) pandemic is a pressing

global health crisis, the mitigation of which relies in

part on non-pharmaceutical interventions that leverage

insights from the social and behavioural sciences (Van

Bavel et al., 2020; Van der Linden et al., 2020).

Misinformation about the disease has spread widely

on social media, ranging from fake ‘remedies and

cures’, such as eating garlic or injecting bleach, to elab-

orate conspiracy theories behind the cause of COVID-

19 (BBC News, 2020). In response, the World Health

Organization (WHO) has warned of an ‘infodemic’

(Zarocostas, 2020), with some claiming that the preva-

lence of misleading information around the virus might

be ‘the most contagious thing about it’ (Kucharski,

2020). Susceptibility to misinformation about

COVID-19 relates to a variety of negative outcomes
(Enders et al., 2020; Roozenbeek et al., 2020b), such
as affecting people’s willingness to comply with
evidence-based health regulations (Imhoff and
Lamberty, 2020), support for violence (Jolley and
Paterson, 2020) and vaccine uptake intentions around
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the world (Loomba et al., 2021; Roozenbeek et al.,

2020b).
To add to the problem, information about COVID-

19 is not always easily classified as either true or false.

Considering the continuously developing scientific

understanding of the virus, information around it can

range between various degrees of unverified or dispro-

ven, making a clear classification of what counts as

‘misinformation’ difficult (Vraga and Bode, 2020).

Nevertheless, in a Pew survey, almost half of the

sample (48%) reported having been exposed to false-

hoods about the virus, the majority of whom claimed

to see misleading information on a daily basis

(Schaeffer, 2020). Another study found that 85% of

U.S. participants believed more than one false or mis-

leading statement about COVID-19 (Miller, 2020).

Frequent exposure to misinformation is particularly

dangerous as repetition increases reliance on false

information (Fazio et al., 2015). As the supply of

evidence-based interventions remains low (Agley

et al., 2020; Pennycook et al., 2020), it is critical to

explore how the spread of misinformation around

COVID-19 may be mitigated.

Theoretical background: Prebunking and

inoculation theory

Preemptively debunking (‘prebunking’) misinformation

is regarded as a promising step towards building atti-

tudinal resistance against misinformation. Prebunking

is a key component of inoculation theory, often

regarded as the ‘grandfather theory of persuasion’

(Eagly and Chaiken, 1993: 561). Psychological inocu-

lation is based on a biological analogy of the immuni-

sation process (McGuire, 1964). Similar to how

exposure to a weakened dosage of a pathogen triggers

the generation of protective antibodies, inoculation

theory posits that a weakened persuasive argument

will elicit motivation to equip oneself with protective

arguments against it (McGuire and Papageorgis, 1961).

Both processes thus rely on the assumption that expo-

sure to a weakened pathogen triggers an immunity-

bolstering response. In the psychological inoculation

literature, the inoculation process commonly consists

of two elements: (1) a forewarning – which elicits

threat and motivation to defend one’s attitudes – and

(2) a pre-emptive refutation (or ‘prebunk’) of the per-

suasive arguments (Compton, 2013; Compton and

Pfau, 2005). Research has demonstrated the robustness

and efficacy of psychological inoculations in conferring

resistance across a multitude of topics (for reviews and

meta-analyses, see Banas and Rains, 2010; Compton

et al., 2021; Lewandowsky and van der Linden, 2021).

Yet, the inoculation analogy is meant to be ‘more

instructive than prescriptive’, and several important

open questions about the boundary conditions of inoc-

ulation theory remain (Compton, 2013: 233).

Specifically, recent inoculation research has seen three
key innovations. First, researchers have begun to dis-

tinguish between prophylactic and therapeutic inocula-

tion approaches (Compton, 2019). Inoculation can be

fully preemptive (prophylactic) when people have not

yet been exposed to misinformation. In contrast, ther-

apeutic inoculation treatments – like therapeutic med-
ical vaccines – are administered to those who have

already had some potential prior exposure to misinfor-

mation as they can still boost immunity and limit fur-

ther spread among the ‘already afflicted’ (Compton,

2019; Wood et al., 2012). In practice, this distinction

matters little as people are inoculated regardless of

prior exposure, but theoretically it helps to elucidate
the conditions under which inoculation can be

effective (Compton, 2019; Compton et al., 2021; van

der Linden and Roozenbeek, 2020).
Second, traditional psychological inoculations often

target specific false or misleading arguments, for exam-
ple about climate change (Cook et al., 2017; van der

Linden et al., 2017b) or vaccinations (Jolley and

Douglas, 2017). This issue-based approach makes it

difficult to scale inoculation interventions. To help

scale the approach further, recent work has shifted

away from inoculating against individual arguments

towards conferring resistance against the techniques
that underlie many instances of misinformation

(Cook et al., 2017; Roozenbeek and van der Linden,

2018; van der Linden et al., 2021).
Third, inoculation research has recently explored the

benefits of ‘active’ versus ‘passive’ inoculations
(Roozenbeek and van der Linden, 2018). Traditional

inoculation research has predominantly required par-

ticipants to passively read a short text as part of the

inoculation treatment (Banas and Rains, 2010;

Compton, 2013). More recent work has produced

interventions that simulate social media environments

in which people are prompted to make decisions pro-
actively, thus generating their own ‘mental antibodies’.

An example of such an active inoculation intervention

is the award-winning ‘fake news’ game Bad News

(Basol et al., 2020; Maertens et al., 2020; Roozenbeek

and van der Linden, 2019; Roozenbeek et al., 2020a), in

which players build psychological resistance against six

common misinformation techniques. Yet, little is cur-
rently known about the differences between active and

passive inoculation treatments (Banas and Rains;

Compton et al., 2021), their persistence over time

(Maertens et al., 2020) and their effect on attitudinal

certainty (Basol et al., 2020).
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In addition, several other important gaps in our
understanding of inoculation theory remain: relatively
little attention is paid to how psychological inocula-
tions affect how likely people are to share misinforma-
tion (but see Roozenbeek and van der Linden, 2020).
Reducing the spread of misinformation and sharing the
‘vaccine’ are important elements in achieving psycho-
logical ‘herd immunity’ (Compton and Pfau, 2009; van
der Linden et al., 2017a), particularly within the con-
text of the COVID-19 pandemic. Furthermore, how
inoculation interventions affect attitudinal certainty
remains an open question. Research suggests that the
more certain individuals are of their attitudes, the more
likely an inoculation is to guide behaviour (Rucker and
Petty, 2004), help resist persuasion (Tormala and Petty,
2002), and persist over time (Tormala, 2016). In the
context of misinformation, it is therefore important
to explore if inoculation interventions not only reduce
susceptibility to misinformation, but also to what
extent people become more confident in their ability
to spot it and whether they are less likely to share it
with others.

The present research

In this study, we address these gaps in the inoculation
literature within the context of COVID-19 misinforma-
tion. To do so, we test two technique-based prebunking
interventions aimed at improving people’s ability to
spot misinformation about COVID-19 alongside each
other. The first intervention is Go Viral!, a novel and
freely available five-minute choice-based browser game
similar in design to other ‘fake news’ games such as Bad
News (Roozenbeek and van der Linden, 2019) and
Harmony Square (Roozenbeek and van der Linden,
2020). We created Go Viral! (www.goviralgame.com)
in collaboration with the UK Cabinet Office and
DROG with support from the WHO and the United
Nations’ Verified Campaign to expose three manipula-
tion techniques commonly used in COVID-19

misinformation: fearmongering, using fake experts,
and spreading conspiracy theories (World Health
Organization, 2020b; Zarocostas, 2020). Go Viral! is
available in three languages (English, French, and
German), is listed by the WHO as an anti-
misinformation resource1 and has been played approx-
imately 300,000 times since its launch in October 2020.
Go Viral! functions as an active inoculation against
future manipulation attempts by pre-emptively warn-
ing and exposing people to weakened doses of COVID-
19 misinformation and letting them generate their own
psychological ‘antibodies’ (van der Linden et al., 2020).

In the game, players start out by browsing their (fic-
titious) social media feed and are slowly lured into an
echo chamber where misinformation and outrage-
evoking content about COVID-19 are common (these
scenarios are aimed at eliciting threat and motivation).
Across three scenarios, players are encouraged to gain
‘likes’ and ‘credibility points’ while learning about
three common manipulation techniques. In the first
scenario, ‘The Fearmongerer’, players create a social
media post by using emotionally evocative language
and watch it go viral. The use of moral-emotional lan-
guage is known to enhance the virality of social media
content (Acerbi, 2019; Berriche and Altay, 2020; Brady
et al., 2017). They are then invited to join Not Co-Fraid,
a group of online ‘truth tellers’. In the second scenario,
‘My Imaginary Expert’, players start sharing content in
the group as Not Co-Fraid’s latest member. Their low
credibility, however, prompts them to back up their
claims by using fake experts, such as Dr Hyde T.
Paine from the ‘University of Life’. By giving Not
Co-Fraid group members the illusion that their content
is endorsed by experts, players gain popularity, and are
eventually asked to become a Not Co-Fraid moderator.
This scenario relies on impersonation and the fake
expert technique, both of which are commonly used
in online misinformation (Cook et al., 2017;
Roozenbeek and van der Linden, 2019). In the final
scenario, ‘Master of Puppets’, players create their

Figure 1. Go Viral! landing page (left) and game environment (middle and right).
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own COVID-19 conspiracy theory. They first pick a

target (e.g. a large NGO, the government or one Bob

from New York), accuse it of shady practices and con-

nect the dots, resulting in nationwide protests.

Conspiracy theories have featured heavily around

COVID-19 (van der Linden et al., 2020) and have

been linked to violent intentions (Jolley and Paterson,
2020) and reduced willingness to comply with health

guidelines (Roozenbeek et al., 2020b). Figure 1 shows

the Go Viral! landing page and game environment.
The second prebunking intervention consists of a

series of infographics about COVID-19 misinforma-

tion. As part of its #ThinkBeforeSharing prebunking

campaign, UNESCO, with input from inoculation

researchers, created a social media package of images
that explain how COVID-19 misinformation is created

and spreads (UNESCO, 2020). Figure 2 shows several

examples.
In this study, we leverage the public availability of

both interventions to test a number of key hypotheses

pertaining to prebunking and inoculation theory as a

way to reduce susceptibility to misinformation. First,

this study advances the literature by testing prebunking
interventions in the context of COVID-19 misinforma-

tion. Second, to date, no published research has

assessed different types of anti-misinformation inocu-

lation or prebunking interventions alongside each

other. Crucially, some findings suggest that so-called

‘active’ inoculation (e.g. in form of a game) confers

attitudinal resistance more effectively than ‘passive’

inoculation (i.e. through reading, see Banas and

Rains, 2010; McGuire and Papageorgis, 1961;

Roozenbeek and van der Linden, 2018). This study is
the first to address this question in the context of mis-

information. Third, this study is one of the first to

explore how prebunking interventions affect self-

reported measures of behaviour; in this case, people’s

willingness to share misinformation with others

(Roozenbeek and van der Linden, 2020). Fourth, we

build on the existing literature on attitudinal certainty

by exploring how such interventions affect people’s

confidence in their ability to spot misinformation.

Fifth, following recommendations to maximise the gen-

eralisability of interventions effects (O’Keefe, 2015), we

also make use of the public availability of both Go

Viral! and the UNESCO infographics in English,

French and German to assess the effectiveness of pre-

bunking interventions in different cultural and linguis-

tic settings (Roozenbeek et al., 2020). Finally, given the

decay of resistance to persuasion effects (Maertens

et al., 2020), we evaluate the long-term effectiveness

of both interventions after a one-week follow-up.
We address the above questions in two high-

powered and large-sample studies. Our Open Science

Framework (OSF) page contains all the necessary

information needed to replicate our findings and meth-

ods, including our datasets, Qualtrics surveys, the full

list of items (social media posts), preregistrations, sup-

plementary tables, figures and analyses, and our anal-

ysis and visualisation scripts: https://osf.io/mbqwj/.

Both studies were approved by the Cambridge

Psychology Research Ethics Committee

(PRE.2020.035).

Study 1

Method

In study 1, we implemented a voluntary pre–post

survey within the Go Viral! game, following the

within-subject paradigm developed by Roozenbeek

and van der Linden (2019), which is relatively unaffect-

ed by testing effects (Roozenbeek et al., 2020a). At the

start of the game, players were asked to participate in a

scientific study. Consenting participants were shown

three misinformation and three real news social

Figure 2. UNESCO infographics.
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media posts (in the form of Tweets) relating to
COVID-19, and asked to rate the manipulativeness of
each post on a 1–7 Likert scale (1 being ‘not at all’ and
7 being ‘very’, following Saleh et al., 2021). After com-
pleting the game, players were asked to participate in
the second part of the study. Upon agreeing to do so,
they were again asked to rate the manipulativeness of
the same social media posts that they saw in the pre-
test, and presented with a series of demographic ques-
tions: age group, gender, education, political ideology
(1 being ‘very left-wing’ and 7 being ‘very right-wing’)
and geographic region. Participants received no finan-
cial compensation.

The three misinformation posts each make use of a
manipulation technique players learn about in the
game (using moral-emotional language, using fake
experts and conspiratorial reasoning), and were taken
from fact-checking websites such as FullFact and the
WHO’s COVID-19 Mythbusters page (World Health
Organization, 2020a). The three real posts are Tweets
about COVID-19, taken from the Twitter accounts of
reputable news sources (BBC News, AP, Reuters). To
avoid potential source confounds, all source informa-
tion (for real and fake posts) was blacked out so that
assessments were restricted to wording and language
use. All social media posts used in this study can be
found in the ‘items’ folder on our OSF page: https://
osf.io/mbqwj/. Figure 3 shows the survey in the in-
game environment.

This study design allows us to test the following
hypotheses about the effectiveness of Go Viral! as a
way to improve people’s ability to spot misinformation
about COVID-19:

H1: People who play Go Viral! will rate misinformation

about COVID-19 as significantly more manipulative

after gameplay.

H2: People who play Go Viral! will be able to distinguish

real news and misinformation about COVID-19 more

accurately after gameplay.

In addition, we test the following null hypothesis:
H0,realnews: People who play Go Viral! will not rate real

news as significantly more manipulative after

gameplay.

Sample

Between 27 October and 26 November 2020, a total of
2634 complete pre–post survey responses were collected
within the Go Viral! game environment, out of 14,755
people who completed the game in this time period (a
response rate of 17.9%). As per our ethics approval, we
excluded 863 underaged participants, leaving a total
sample of N¼ 1771; 52.9% of our sample identified
as male (43.0% female, 1.8% other, 2.3% prefer not
to say); 53.6% indicated being between 18 and 34 years
of age, and 36.3% reported having a university bach-
elor’s degree. Our sample also skewed politically left
(M¼ 3.07, SD¼ 1.24). Finally, most study participants
were from Europe (59.3%) and North America
(22.7%). See Table S1 for the full sample composition.

Results

To test hypothesis H1, we conducted a paired-samples
t-test on the averaged pre- and post-manipulativeness
scores for the three misinformation items.2 We find
that participants rate misinformation about COVID-
19 as significantly more manipulative after playing
Go Viral! (Mmisinformation,pre ¼ 5.61, Mmisinformation,post

¼ 6.07, Mdiff ¼ 0.46, 95% CI (0.419–0.502), t
(2,1770)¼ 21.88, p< 0.001, d¼ 0.52, 95% CI (0.470–
0.569)). We find the same result for the individual emo-
tion item (Memotion,pre¼ 5.40, Memotion,post ¼ 5.83, Mdiff

¼ 0.43, 95% CI (0.367–0.495), t(2,1770)¼ 13.21,
p< 0.001, d¼ 0.31, 95% CI (0.266–0.362)), the fake
expert item (Mfakeexpert,pre ¼ 5.45, Mfakeexpert,post ¼
6.15, Mdiff ¼ 0.70, 95% CI (0.634–0.763), t(2,1770)¼
21.11, p< 0.001, d¼ 0.50, 95% CI (0.452–0.551)),
and the conspiracy item (Mconspiracy,pre¼ 5.98,

Figure 3. In-game survey screenshots: start of the survey (left), consent form (middle) and a social media post (right).
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Mconspiracy,post¼ 6.23, Mdiff¼ 0.25, 95% CI (0.196–
0.308), t(2,1770)¼ 8.77, p< 0.001, d¼ 0.21, 95% CI
(0.161–0.255)). These results support hypothesis H1.

To test hypothesis H2, we conducted a paired sam-
ples t-test on the pre- and post-gameplay difference for
the difference in manipulativeness scores between mis-
information and real news (i.e. the level of ‘veracity
discernment’, or misinformation manipulativeness
minus real news manipulativeness), before and after
playing. Doing so gives a significant post-gameplay
increase in veracity discernment, showing that Go
Viral! players are better able to distinguish real news
and misinformation about COVID-19 after playing, in
support of hypothesis H2 (Mdiscernment,pre ¼ 2.98,
Mdiscernment,post ¼ 3.41, Mdiff ¼ 0.43, 95% CI (0.374–
0.487), t(2,1770)¼ 14.94, p< 0.001, d¼ 0.36, 95% CI
(0.307–0.403]).

For real news, we find no significant difference in
overall pre–post manipulativeness scores (Mrealnews,pre

¼ 2.63, Mrealnews,post ¼ 2.66, Mdiff ¼ 0.03, 95% CI
(–0.0180 to 0.0782), t(2,1770)¼ 1.23, p¼ 0.22,
d¼ 0.03, 95% CI (–0.0174 to 0.0758)). Furthermore,
we find no significant pre–post differences for two
out of three real news items either (both ps> 0.13),
and a small but significant increase in the perceived
manipulativeness of one real item (Masia,pre ¼ 2.83,
Masia,post ¼ 2.91, Mdiff ¼ 0.09, 95% CI (0.0192–

0.157), t(2,1770)¼ 2.51, p¼ 0.012, d¼ 0.06, 95% CI

(0.013–0.106)). A Bayesian paired samples t-test for

the averaged real news items gives a Bayes factor of

BF10¼ 0.057 (error %¼ 0.046), indicating strong sup-

port for the null hypothesis H0,realnews (see van Doorn

et al., 2020).3 Figure 4 shows the results for misinfor-

mation and real news in a bar graph.
Finally, to check for covariate effects, we conducted

a linear regression with the difference in pre–post

veracity discernment as the dependent variable, and

gender, age group, education level, political ideology

and being from Europe (as this was the largest single

geographic region of origin in our sample) as covari-

ates. We find no significant effects (all ps> 0.082),

except for political ideology (p¼ 0.006), so that identi-

fying as left-wing is associated with a higher post–pre

inoculation effect in terms of veracity discernment than

people who identify as right-wing. See Table S3.

Discussion

In a large-sample in-game survey experiment, we

showed that people who play Go Viral!, irrespective

of their demographic background (aside from political

ideology), found misinformation about COVID-19 sig-

nificantly more manipulative after playing than before,

whereas their assessment of real news did not change in
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Figure 4. Bar graph of the perceived manipulativeness of fake news (left) and real news (right), averaged and per individual item.
Error bars show 95% confidence intervals.
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a meaningful sense. The effect sizes are in line with

previous studies that have used similar designs

(Roozenbeek and van der Linden, 2019), and are par-

ticularly encouraging considering these are within-

subjects effects. Although this study allowed us to

leverage the popularity of Go Viral! to collect survey

responses ‘in the wild’, it does not include a comparison

with other interventions aimed at reducing susceptibil-

ity to COVID-19 misinformation. Furthermore, the

absence of a randomised control group allows for lim-

ited causal inference, and we only ran the survey in one

language (English). Finally, to avoid overburdening

game players, we only included a total of six items

and one outcome measure (manipulativeness). We

address these issues in Study 2.

Study 2

Method

We conducted a preregistered randomised controlled

trial on Prolific Academic with three conditions (an

active condition, a ‘passive’ Infographics condition,

and a control condition), across three languages:

English (using a national sample of the United

Kingdom), French and German.4

The active (inoculation) condition involved playing

Go Viral! The Infographics condition involved reading

through the UNESCO infographics.5 The control con-

dition involved attentively playing Tetris for a manda-

tory minimum of five minutes, approximately the same

amount of time it takes to complete Go Viral! We chose

Tetris for several reasons: (1) it has been used as a

control condition in previous studies on inoculation

games (Basol et al., 2020; Maertens et al., 2020;

Roozenbeek and van der Linden, 2020); (2) it is in

the public domain; and (3) it is a simple game with a

flat learning curve.

To begin with, participants performed an item-
rating task, where they were randomly shown nine

real and nine misinformation social media posts (in
the form of tweets, in English, French or German)

about COVID-19. Six of these 18 items were the
same as those used in Study 1, the other 12 were select-
ed using the same procedure as described in Study 1.6

In total, participants thus saw nine real news posts (not
containing misinformation) and nine misinformation
posts (three per manipulation technique: fearmonger-

ing, fake experts and conspiracy). As in Study 1, all
source information was blacked out to avoid source

confounds (Roozenbeek and van der Linden, 2020).
We included three main preregistered outcome meas-
ures. For each post, participants rated the following

statements on a 1–7 scale (1 being ‘strongly disagree’
and 7 being ‘strongly agree’): (1) this post is manipula-
tive (Saleh et al., 2021); (2) I am confident in my assess-

ment of this post’s manipulativeness (attitudinal
certainty; Basol et al., 2020); (3) I would share this

post with people in my network (Roozenbeek and
van der Linden, 2020). See Figure 5.

After completing this item rating task, participants
were randomly assigned to one of the treatment con-
ditions (active inoculation or Infographics) or the con-

trol condition (1:1:1). Both treatment conditions were
followed by manipulation checks to ensure that partic-

ipants paid sufficient attention. As preregistered, low-
effort responses, i.e. participants who gave exactly the
same answers for all 18 social media posts in the pre-

intervention item rating task and participants who
failed one (in the Infographics condition) or two (in
the Go Viral! condition) attention checks were excluded

and resampled.7 Next, participants were given two
tasks in a random order8: (1) a set of questions about

perceived motivational and apprehensive threat adjust-
ed to the context of misinformation about COVID-19
(Miller et al., 2013; Richards and Banas, 2018)9; and (2)

Figure 5. Examples of a manipulative (left) and real (right) social media post from the item rating task (Study 2).

Basol et al. 7



the same item rating task that participants completed
in the pre-test (i.e. the post-test). After these two tasks,

participants answered a series of questions: the ‘vigi-
lance’ measure from the Reuters Digital News Report
(a measure of the extent to which people are concerned
about the accuracy and source reliability of the news

that they consume, with responses ranging from ‘never’
to ‘frequently’ on a four-point scale; see Newman et al.,
2020); perceived resistance against misinformation (1–
7; see Ivanov et al., 2012); motivation to counter-argue

against misinformation about COVID-19 (1–7; see
Ivanov et al., 2017); people’s willingness to share the
game (Tetris/Go Viral!) or the UNESCO infographics
on social media accounts (1–7) and in real life (1–7);

whether people have had COVID-19 (yes/no/unsure/
prefer not to say; see Dryhurst et al., 2020); how
worried they are about COVID-19 (1–7; see Dryhurst
et al., 2020); and whether they would get vaccinated

against COVID-19 if a vaccine became available
(yes/no; see Roozenbeek et al., 2020b). Finally, partic-
ipants were asked several standard demographic ques-
tions: birth year, gender, education, and political

ideology (1 being ‘very left-wing’ and 7 being ‘very
right-wing’).

A week later, UK participants who completed the
initial study were reinvited to partake in a follow-up,10

in which they completed the same item rating task
(with manipulativeness, confidence and willingness to

share as outcome measures) for 12 new, previously
unseen social media posts (6 real and 6 misinformation,
or 2 misinformation posts per technique learned in Go
Viral!). The flowchart in Figure 6 shows the study’s

design schematically.
For study 2, we tested the following hypotheses (all

preregistered except H8):

H3: Participants in both the Go Viral! and the Infographics

treatment conditions will assess the manipulativeness of

real and misinformation more accurately than the con-

trol condition, in all three languages.

H4: Participants in both treatment conditions will be more

confident in their manipulativeness assessments than

the control condition, in all three languages.

H5: Participants in both treatment conditions will be less will-

ing to share misinformation with others in their network

than the control condition, in all three languages.

H6: Participants in the active inoculation condition (Go

Viral!) will be more willing to share the treatment

(with others) than the Infographics condition, in all

three languages.

H7a: One week after exposure to the intervention, partic-

ipants in the inoculation conditions will display min-

imal decay of the inoculation effect (for

manipulativeness, confidence, and sharing).

H7b: One week after exposure to the intervention, partic-

ipants in the infographics condition will display

significant decay of the inoculation effect (for manip-

ulativeness, confidence, and sharing).

Finally, based on our preregistered exploratory analyses on

threat, we hypothesise that:

H8: Perceived threat about COVID-19 misinformation

is significantly higher in the inoculation

condition compared to the Infographics and control

conditions.

Sample

Participants were recruited via Prolific Academic (Peer
et al., 2017). We first conducted a pilot study (n¼ 231)
as a pre-test, in order to validate our item sets.11 Next,
we ran the full study in three different languages: one
with a national sample of the UK (in English), one in
French and one in German.12 Participants were paid
GBP 1.75 for their participation. UK participants who
took part in the follow-up study were paid an addition-
al GBP 0.25. Participants in the Infographics and Go
Viral! conditions were subjected to one (for
Infographics) or two (for Go Viral!) attention checks.
As per our preregistration, low-effort participants were
excluded from the analysis. A priori power analysis
using G*Power with an effect size of d¼ 0.40, 95%
power, three groups and three measurements (pre –
post – follow-up) gives a desired sample size of
n¼ 261 per language to detect a main effect.
However, because the effect size is expected to be
smaller for the confidence and sharing measures
(Roozenbeek and van der Linden, 2020), and in line
with our preregistration, we aimed to recruit 900 par-
ticipants for each language. Unfortunately, due to an
unexpected number of participants failing to provide
the correct game completion password, the final
sample consists of n¼ 710 valid participants for the
UK study, n¼ 610 for the French study and n¼ 457
for the German study, for a total of N¼ 1777. In
total, 606 out of 701 UK participants took part in
the one-week follow-up study (86% retention). See
Table S4 for the full sample composition by each
country.

Results

We first present the (preregistered) analyses for our
three main outcome measures included in the social
media posts item rating task (manipulativeness, confi-
dence, and sharing) separately, for both the misinfor-
mation and real items, focusing primarily on the
difference for each outcome measure before and after
the intervention between conditions (i.e. hypotheses
H3, H4, H5, H7a and H7b.

13 Finally, we present the
analyses for hypotheses H6 and H8, which were not
part of the item rating task and were only assessed
post-intervention (see Figure 6). Our preregistered
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robustness checks for these results, including how they

differ across covariates (age, gender, education, etc.), as

well as the analyses for our vigilance measure

(Newman et al., 2020) can be found in the

Supplementary Analyses section of the supplement.

Manipulativeness. For the pooled sample, a one-way

between-subjects ANOVA shows a significant effect

of condition (control, Go Viral!, Infographics) on the

pre–post intervention difference in the perceived
manipulativeness of misinformation about COVID-19
(F(2,1774)¼ 51.69, p< 0.001, g2¼ 0.055).14 A Tukey
HSD post-hoc comparison shows that the pre–post dif-
ference in perceived manipulativeness for the Go Viral!
condition was significantly higher than the control con-
dition (M¼ 0.45 vs M¼ 0.08, Mdiff¼ 0.37, 95% CI
(0.28–0.46), ptukey< 0.001, d¼ 0.56) and the
Infographics condition (M¼ 0.45 vs M¼ 0.18,

Figure 6. Study 2 design flowchart.
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Mdiff ¼ 0.27, 95% CI (0.18–0.36), ptukey < 0.001,

d¼ 0.41). We find a similar effect in the same direction

for the Infographics condition compared to the control

condition (M¼ 0.18 vs M¼ 0.08, Mdiff ¼ 0.10, 95% CI
(0.02–0.19), ptukey¼ 0.015, d¼ 0.17), indicating that

both playing the Go Viral! game and reading through

the UNESCO infographics significantly increases the

perceived manipulativeness of COVID-19 misinforma-

tion. These results are similar (and significant) in all
three countries; see Table S6 for a full overview as

well as item-level statistics. Figure 7 shows these results

in a violin plot.
For real news, we also find a significant effect of

condition on the pre–post difference in perceived
manipulativeness (F(2,1774)¼ 42.73, p< 0.001,

g2¼ 0.046). A Tukey post-hoc comparison shows that

the perceived manipulativeness of real news is signifi-

cantly higher in the Go Viral! condition than both the

control condition (M¼ 0.51 vs M¼ 0.15, Mdiff ¼ 0.36,
95% CI (0.25–0.46), ptukey < 0.001, d¼ 0.45) and the

Infographics condition (M¼ 0.51 vs M¼ 0.14, Mdiff ¼
0.37, 95% CI [0.26, 0.48], ptukey < 0.001, d¼ 0.45).

However, the Infographics condition does not differ

significantly from the control condition (M¼ 0.14 vs
M¼ 0.15, Mdiff ¼ 0.01, 95% CI (–0.01 to 0.11), ptukey
¼ 0.950, d¼ 0.02). These results are similar across

countries; see Table S6. We thus find partial support

for hypothesis H3: playing Go Viral! initially increases

the perceived manipulativeness of COVID-19 misinfor-

mation, but also of real news (although the effect size is

descriptively smaller than for misinformation). The

UNESCO infographics, on the other hand, only show
this effect for misinformation (albeit to a lesser degree

than Go Viral!), but not for real news.
To test hypothesis H7a and H7b for the manipula-

tiveness measure, we conducted a repeated measures

one-way ANOVA with condition as the between-
subjects factor and time (pre – post – follow-up) as

the within-subjects factor, for the UK sample. Doing

so shows a significant effect of time� condition on the

perceived manipulativeness of misinformation (F

(4,1206)¼ 5.85, p< 0.001, g2¼ 0.004). Specifically, in
the one-week follow-up, UK participants in the Go

Viral! condition rated COVID-19 misinformation as

significantly more manipulative than the control

group (M¼ 5.96 vs M¼ 5.64, Mdiff ¼ 0.32, 95% CI

(0.06–0.59), ptukey ¼ 0.011, d¼ 0.30). The
Infographics condition, however, did not differ signif-

icantly from the control group in the follow-up

(M¼ 5.73 vs M¼ 5.64, Mdiff ¼ 0.09, 95% CI (–0.15

to 0.32), ptukey ¼ 0.64, d¼ 0.08). As a (non-preregis-

tered) robustness check, we conducted a between-
subjects ANCOVA with pre-test manipulativeness as

the covariate and manipulativeness in the follow-up

as the dependent variable. Doing so shows a significant

effect of condition on perceived manipulativeness (F
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(2,602)¼ 5.54, p¼ 0.004, g2¼ 0.013), in that when con-

trolling for the pre-test, participants in the Go Viral!

condition find COVID-19 misinformation significantly

more manipulative in the follow-up than the control

group (Mdiff ¼ 0.29, 95% CI (0.07–0.51), ptukey ¼
0.005, d¼ 0.27) and the Infographics condition (Mdiff

¼ 0.26, 95% CI (0.04–0.49), ptukey ¼ 0.015, d¼ 0.25).
For real news, while a repeated measures between-

subjects ANOVA shows a significant effect of time-

� condition on the perceived manipulativeness of real

news (F(4,1206)¼ 4.62, p¼ 0.001, g2¼ 0.003), there

was no significant difference between conditions for

real news manipulativeness in the one-week follow-up

(F(2,603)¼ 2.04, p¼ 0.131, g2¼ 0.007), indicating that

participants across conditions rated real news as equal-

ly manipulative in the follow-up study. In addition, a

(non-preregistered) between-subjects ANCOVA with

pre-test real news manipulativeness as the covariate

and real news manipulativeness in the follow-up as

the dependent variable gives no significant difference

between conditions (F(2,602)¼ 2.35, p¼ 0.10,

g2¼ 0.005). We thus find support for hypothesis H7a

and H7b: one week after the initial UK intervention, Go

Viral! players continued to rate COVID-19 misinfor-

mation as significantly more manipulative than the

control group and people who read the UNESCO info-

graphics, whereas the initial scepticism of real news

that was observed among Go Viral! players was no

longer detectable one week after the intervention.

Figure 8 shows these results in a bar graph. See

Figure S1 for a plot that includes the data jitter.

Confidence. For the confidence measure, a between-

subjects ANOVA on the pre–post difference in confi-

dence scores for misinformation is significant (F

(2,1774)¼ 29.47, p< 0.001, g2¼ 0.032), in that partici-

pants in the Go Viral! condition are significantly more

confident after the intervention in their assessment of

misinformation than the control group (M¼ 0.34 vs

M¼ 0.05, Mdiff ¼ 0.29, 95% CI (0.20–0.38),

ptukey< 0.001, d¼ 0.44) and the Infographics condition

(M¼ 0.34 vs M¼ 0.14, Mdiff ¼ 0.20, 95% CI (0.11–

0.29), ptukey < 0.001, d¼ 0.29).15 In addition, partici-

pants in the Infographics condition are also significant-

ly more confident in their assessment of

misinformation manipulativeness than the control

group (M¼ 0.14 vs M¼ 0.05, Mdiff ¼ 0.09, 95% CI

(0.002–0.18), ptukey ¼ 0.043, d¼ 0.15). These results

are similar (and significant) in all three countries, see

Table S8.16

For real news, a between-subjects ANOVA shows

no significant difference between conditions for the

pre–post difference in confidence scores (F(2,1774)¼
1.58, p¼ 0.206, g2¼ 0.002). This finding is similar in
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all three countries; see Table S8. We thus find support
for hypothesis H4: participants in both the Go Viral!
and Infographics conditions become significantly more
confident in their ability to assess the manipulativeness
of misinformation about COVID-19 but show no
change for real news. These results are again similar
in all three countries (see Table S8).

To test hypothesis H7a and H7b for the confidence
measure, we conducted a repeated measures one-way
ANOVA with condition as the between-subjects factor
and time (pre – post – follow-up) as the within-subjects
factor, which shows a significant effect of time� con-
dition on confidence to assess the manipulativeness of
misinformation (F(4,1206)¼ 1.19, p¼ 0.009,
g2¼ 0.003). While a Tukey HSD post-hoc comparison
gives no significant difference between conditions (all
ps> 0.12), a (non-preregistered) between-subjects
ANCOVA with pre-test confidence as the covariate
and follow-up confidence as the dependent variable is
significant (F(2,602)¼ 4.44, p¼ 0.012, g2¼ 0.010), so
that participants in the Go Viral! condition are signif-
icantly more confident than the control condition in
their assessment of the manipulativeness of misinfor-
mation one week after the intervention when control-
ling for the pre-test (Mdiff ¼ 0.25 95% CI [0.05, 0.45],
ptukey ¼ 0.011, d¼ 0.23). The results for the
Infographics condition compared to the control
group (ptukey¼ 0.15) and the Go Viral! condition com-
pared to the Infographics condition (ptukey¼ 0.45) are
not significant. For real news, a (non-preregistered)
between-subjects ANCOVA with pre-intervention con-
fidence as the covariate and follow-up confidence as
the dependent variable is significant (F(2,602)¼ 3.49,
p¼ 0.031, g2¼ 0.008), so that Infographics participants
are significantly more confident in their assessment of
the manipulativeness of real news than Go Viral! par-
ticipants (Mdiff ¼ 0.24, 95% CI (0.004–0.47),
ptukey¼ 0.045, d¼ 0.21), whereas we find no difference
between the Go Viral! and control condition
(ptukey¼ 0.85) or the Infographics and the control con-
dition (ptukey¼ 0.09). We thus find support for hypoth-
esis H7a: one week after the intervention, people who
played Go Viral! remained significantly more confident
in their ability to assess the manipulativeness of mis-
information, but not real news. In partial support of
H7b, participants who read the UNESCO infographics
remained more confident in their ability to assess the
manipulativeness of real news, but not misinformation.

Sharing. For the sharing measure, a between-subjects
ANOVA on the pre–post difference in willingness to
share misinformation with others is significant (F
(2,1774)¼ 4.00, p¼ 0.019, g2¼ 0.004), in that partici-
pants in the Go Viral! condition are significantly less
likely to indicate being willing to share misinformation

after the intervention than the control group (M¼ –
0.18 vs M¼ -0.07, Mdiff ¼ 0.11, 95% CI (0.014–0.19),
ptukey ¼ 0.019, d¼ 0.15).17 However, we find no signif-
icant difference between the Infographics condition
and the control group (ptukey ¼ 0.12) nor the Go
Viral! condition (ptukey ¼ 0.71). These effects are direc-
tionally similar but not significant in each individual
country (see Table S10).

For real news, we find no significant pre–post dif-
ference for the sharing measure between conditions (F
(2,1774)¼ 0.28, p¼ 0.75, g2¼ 0.0003), with similar
results across countries (see Table S10). We thus find
partial support for hypothesis H5: in the pooled
sample, participants who played Go Viral! were signif-
icantly less willing than a control group to share mis-
information about COVID-19 with people in their
network. However, we find no such effects for info-
graphics participants, and the effect is only visible in
the higher-powered pooled sample (but not in country-
level analyses).18

To test hypothesis H7a and H7b for the sharing mea-
sure, we conducted a repeated measures one-way
ANOVA with condition as the between-subjects
factor and time (pre – post – follow-up) as the
within-subjects factor, which shows no significant
effect of time� condition on the self-reported willing-
ness to share misinformation (F(4,1206)¼ 0.94,
p¼ 0.44, g2¼ 0.001). In addition, a (non-preregistered)
between-subjects ANCOVA with pre-test willingness to
share misinformation as the covariate and willingness
to share misinformation in the follow-up as the depen-
dent variable gives no significant difference between
conditions (F(2,602)¼ 1.50, p¼ 0.22, g2¼ 0.003).
Similarly, for real news, a repeated measures one-way
ANOVA shows no significant effect of time� condi-
tion on the self-reported willingness to share real
news (F(4,1206)¼ 0.99, p¼ 0.412, g2¼ 0.001). We
thus find no support for hypothesis H7a and support
for H7b for the sharing measure; one week after the
intervention, there is no longer a difference between
conditions in terms of the self-reported willingness to
share either real news or misinformation about
COVID-19.

Sharing the intervention with others. To test hypothesis H6,
we conducted an independent samples t-test (non-pre-
registered) with condition (Go Viral! or Infographics)
as the independent variable and willingness to share the
game or infographics on social media as the dependent
variable. We find that Go Viral! participants are signif-
icantly more willing than Infographics participants to
share the intervention with people in their network
(Mgoviral ¼ 3.95 vs Minfographics ¼ 3.58, Mdiff ¼ 0.37,
95% CI [0.15, 0.61], p¼ 0.001, d¼ 0.19, 95% CI
(0.08–0.31)), in support of hypothesis H6.
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Threat. An ANOVA with traditional threat as the
dependent variable and condition (Go Viral!,
Infographics, control) and threat/post-test order as
the independent variables revealed a non-significant
effect for the overall model (F(5,1771)¼ 1.84,
p¼ 0.35). In contrast, an ANOVA with motivational
threat as the dependent variable and experimental con-
ditions and threat/post-test order as the independent
variables, shows that the overall model is marginally
significant (F(5,1771)¼ 2.19, p¼ 0.053). This effect is
primarily driven by the experimental condition (F(2,
1771)¼ 4.06, p¼ 0.017, partial g2¼ 0.005).
Specifically, a Tukey HSD post-hoc comparison
shows that participants in the Go Viral! condition indi-
cated higher motivational threat than participants in
the Infographics condition (Mgoviral¼ 5.59 vs
Minfographics ¼ 5.43, Mdiff¼ 0.16, ptukey¼ 0.028, 95%
CI (0.013–0.31), d¼ 0.15) and the control condition
(Mgoviral¼ 5.59 vs Mcontrol¼ 5.44, Mdiff¼ 0.15,
ptukey¼ 0.039, 95% CI (0.006–0.29), d¼ 0.14). There
was no significant difference between the control and
Infographics condition (ptukey¼ 0.98). These results
support our exploratory hypothesis H8.

Discussion

We find that both prebunking interventions significant-
ly increase the perceived manipulativeness of misinfor-
mation about COVID-19, compared to a control
group. This result is in line with Study 1 and remained
valid in a randomised controlled setting and across
three different languages. Go Viral! participants rated
misinformation about COVID-19 as significantly more
manipulative one week after the intervention, and were
also significantly more confident in their judgments
and experienced more motivational threat to defend
their attitudes. With regards to real news, unlike
Study 1, we find ambiguous results in Study 2: playing
Go Viral! increases the perceived manipulativeness of
real news immediately after the intervention (similar to
findings by Guess et al., 2020), whereas this effect is not
observed for the infographics. However, this scepticism
of real news among Go Viral! participants dissipates
entirely after one week, unlike for misinformation,
with real news being rated as equally manipulative
across conditions in the follow-up.19 We found no dif-
ferences between conditions for real news for the con-
fidence and sharing measures.

General discussion

Across two large-sample studies using different
research designs, we find strong support that both
active and passive prebunking interventions increase
people’s ability to spot misinformation about

COVID-19 in social media content. Additionally, in
line with previous studies (Basol et al., 2020; Saleh
et al., 2021), we find that prebunking interventions
increase people’s confidence in their ability to spot mis-
information. Crucially, this increase is in the right
direction, so that people only became more confident
in their ability when they correctly rated misinforma-
tion as manipulative. For Go Viral! players, these two
effects remain significant for at least one week after
gameplay, even when presented with previously
unseen misinformation about COVID-19, indicating
robust support for a high degree of retention of the
inoculation effect (Maertens et al., 2020). These results
also speak to the relative benefit of active versus pas-
sive inoculation especially in terms of delaying decay
over time. We also note that, at least descriptively, the
active intervention yielded larger effect sizes for manip-
ulativeness and confidence assessments than the passive
intervention (d¼ 0.56 vs d¼ 0.17 for misinformation
manipulativeness, and d¼ 0.44 vs d¼ 0.15 for confi-
dence). Finally, people were significantly more willing
to share the Go Viral! game with others in their social
media network than the infographics, which points
towards a potential relative benefit of active versus pas-
sive prebunking interventions.

With respect to people’s willingness to share social
media content about COVID-19, we find that playing
Go Viral! significantly reduces willingness to share mis-
information about the virus (in line with Roozenbeek
and van der Linden, 2020). However, this finding is not
significant at the country level (although directionally
similar). Furthermore, this effect was no longer signif-
icant after one week, and we find no difference in shar-
ing willingness for the UNESCO infographics. As such,
the #ThinkBeforeSharing infographics finding is incon-
sistent with recent research showing that getting people
to pause and think can help reduce sharing of false
news online (Fazio, 2020). It is possible that flooring
effects are at play (i.e. participants had relatively low
willingness to share both misinformation and real news
even in the pre-test). Another possibility is that the
sample sizes for the individual countries were not
large enough to detect a significant effect; for example,
a post-hoc power analysis for the sharing measure with
d¼ 0.15, a¼ 0.05 and n¼ 710 (which is what we
obtained for the UK sample) returns an achieved
power of 0.41. It is therefore possible that larger sam-
ples are needed to find consistent effects of misinfor-
mation interventions on sharing intentions.

This study also adds to the ongoing debate about the
extent to which anti-misinformation interventions
influence people’s assessment of real news (Guess
et al., 2020; Pennycook et al., 2020; Roozenbeek
et al., 2020a). Our findings are somewhat ambiguous:
while in Study 1 we find that playing Go Viral! does not
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meaningfully affect people’s assessment of real news,
Study 2 suggests that Go Viral! players find real news
about COVID-19 significantly more manipulative
immediately after gameplay. Curiously, this effect is
observed even for the items that were used in both
studies. At the same time, confidence assessments and
sharing intentions of real news are not affected by pre-
bunking interventions (unlike those of misinforma-
tion), and any heightened scepticism of real news
dissipates entirely one week after playing (unlike for
misinformation). These results may be put into per-
spective with the decline of trust in news in recent
years (Newman et al., 2020). Indeed, a recent cross-
cultural study found that internet users’ navigation
on social media was based on a ‘generalised scepticism’
(Fletcher and Nielsen, 2018). Overall, our findings sug-
gest that while prebunking interventions may (some-
times) influence people’s assessment of real news (see
also Guess et al., 2020), the presence and size of this
effect varies substantially across studies and designs,
and in the absence of established psychometric scales
could be due to item effects rather than genuine under-
lying scepticism (Roozenbeek, et al., 2020a). We
encourage further research on the implications of
heightened scepticism of real news versus misinforma-
tion for truth discernment. Moreover, fact-checking is
not without risk either (in some cases it can backfire,
see Ecker et al., 2020; Krause et al., 2020), emphasising
the question – as with medical treatments – whether the
benefits of any (anti-misinformation) intervention out-
weigh potential side-effects.

Furthermore, inoculation theory has long regarded
threat as integral in conferring attitudinal resistance,
arguing that ‘inoculation would be impossible without
threat’ (Compton and Pfau, 2005: 100–101). This
observation is interesting because McGuire never
explicitly measured threat himself, and a meta-
analysis showed no significant relationship between
threat and resistance, urging inoculation researchers
to take a closer look at the role of threat (Banas and
Rains, 2010). More recent scholarship suggests that
‘motivational threat’ – or threat in the form of motiva-
tion to defend oneself against persuasive attacks – is
conceptually more consistent with inoculation than tra-
ditionally apprehensive threat (Banas and Richards,
2017; Richards and Banas, 2018). Our findings add to
this debate by demonstrating promising effects of moti-
vational threat (but not traditional threat) for the Go
Viral! condition on the perceived manipulativeness of
misinformation. Go Viral! is therefore a promising step
towards the development of interventions that moti-
vate people to engage in attitudinal resistance without
inadvertently heightening anxiety around the imminent
attack or vulnerability of one’s attitudes (Richards and
Banas, 2018).

Like any study, ours has several limitations. First,
our data is self-reported, and we were unable to assess
how playing Go Viral! or reading the UNESCO info-
graphics affects real-world behaviour. Second, we were
only able to conduct a one-week follow-up in the UK.
Third, it should be noted that only configural or weak
invariance across the three language versions of this
survey was established for the manipulativeness, confi-
dence, and sharing measures in Study 2 (both for the
real and the misinformation items; see Tables S24-S28).
However, the alpha levels for each construct were
acceptable at the pooled and individual country level
(0.72–0.92; see Table S5). Additionally, failing to reach
a certain level of invariance should not prevent analy-
ses so long as researchers note this limitation, which we
do here (Putnick and Bornstein, 2016). Fourth, our
study may not have achieved enough power to detect
differences between conditions for the sharing measure,
although judgments were made within a simulated
social media setting (enhancing ecological validity).
Fifth, in selecting the treatment comparisons, we fav-
oured real-world generalisability over maximising
internal validity for this study so future research may
want to adopt a passive control that is more identical to
the active condition across key parameters of interest.

Conclusion

Across two large-sample studies, we provide strong
cross-cultural evidence for the effectiveness of two
short and easily scalable prebunking interventions to
reduce susceptibility to misinformation about
COVID-19. Go Viral!, a five-minute free-to-play
browser game, positively impacts people’s ability to
identify misinformation about the virus for at least
one week after playing, and significantly reduces inten-
tions to share misinformation with others. We argue
that prebunking constitutes a crucial step in the miti-
gation of misinformation about the pandemic. Finally,
as the success of COVID-19 vaccination programmes
worldwide depend in part on minimising the amount of
unreliable information that surrounds them, our find-
ings add to the emerging insight that interventions
informed by behavioural science are a crucial tool to
help mitigate the spread of misinformation.
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Notes

1. See: www.who.int/campaigns/connecting-the-world-to-

combat-coronavirus/how-to-report-misinformation-online
2. Due to the low number of items, the averaged indices for

the misinformation and real news items have relatively

low internal consistency (Amisinformation¼ 0.53 and

Arealnews¼ 0.71). We therefore also report item-level

alongside averaged results.
3. See the Supplementary Analyses and Table S3 for the full

Bayesian robustness testing.
4. The preregistrations can be found here: https://aspre

dicted.org/28sr5.pdf (UK), https://aspredicted.org/fj5qh.

pdf (German), https://aspredicted.org/d23y4.pdf

(French). Aside from the sample size (discussed in the

‘Sample’ section), the addition of hypothesis H8, and

the addition of a non-preregistered ANCOVA analysis

to test hypotheses H7a and H7b (as indicated in the

‘Results’ section), we report no significant deviations

from the preregistration.
5. To stimulate a real social media environment as much as

possible, we deliberately did not set a minimum time for

participants to read through the infographics.

Participants thus had to scroll through the page at their

own pace, much like one may come across the info-

graphics on one’s Twitter feed or Facebook timeline.

6. The items can be found in the ‘items’ folder on the OSF:
https://osf.io/mbqwj/

7. Infographics participants were asked whether the info-
graphics contained a certain hashtag. Go Viral! partici-
pants were required to provide a completion code given
at the end of the game and answer a question about the
final scenario.

8. The presentation of threat items was counterbalanced to

avoid order-effects on the post-rating task.
9. A confirmatory factor analysis was conducted for

Richards and Banas’ (2018) motivational threat measure.
Following their use of Hu and Bentler’s (1999) two-index
criteria of comparative fit index (CFI> .95) and the stan-
dardized root mean square residual (SRMR< .08), the
model demonstrated good fit, v2 (34)¼ 9.48, p< .01,
CFI¼ .94, SRMR¼ .048. Thus, the items exhibited
unidimensionality.

10. Due to budgetary constraints, we were unable to do a
follow-up for all three languages.

11. The full dataset for the pilot study, in which we pre-tested
a set of 15 misinformation and 15 real items, can be
found on the OSF: https://osf.io/mbqwj/. In total, 18
items (9 real and 9 misinformation) were used in the
pilot study; 12 were rejected. For the follow-up study,
we used six real and six misinformation items not tested
in the pilot study.

12. For the German and French studies, we used ‘German-
speaking’ and ‘French-speaking’ as inclusion criteria;
pre-selecting for German or French nationality did not
yield a large enough pool of Prolific participants.

13. We primarily report the results for the pooled sample
(UK, French and German put together). The results

per country are all directionally similar, but, where appli-
cable, we report differences in significance levels. All
item-level statistics for each outcome variable of interest
(descriptive statistics and ANOVA results), pooled and
by country, can be found in Tables S5 to S11. See Tables
S24 to S28 for invariance testing between countries for
both the real and misinformation items for the manipu-
lativeness, confidence, and sharing measures.

14. We report the eta squared (not partial eta squared)
throughout the results section for study 2, except where
specified otherwise. A reliability analysis gives acceptable
internal consistency for the manipulativeness measure for
the misinformation items (M¼ 5.26, SD¼ 0.94,
Cronbach’s a¼ 0.77) and the real items (M¼ 3.13,
SD¼ 1.02, Cronbach’s a¼ 0.81), so we report the results
for the average of both real and misinformation items.
See also Table S7.

15. A reliability analysis shows good internal consistency for
the confidence measure for the misinformation items
(M¼ 5.34, SD¼ 1.01, Cronbach’s a¼ 0.86) and the real
items (M¼ 4.89, SD¼ 1.15, Cronbach’s a¼ 0.90), so we
report the results for the average of both misinformation
items and real items. See also Table S9.

16. We also checked if participants became more confident in

their assessment of misinformation about COVID-19 if

they also correctly perceived misinformation to be more
manipulative. To do so, we conducted an ANOVA with
the pre-post difference in misinformation confidence as
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the dependent variable, and condition and ‘manipulative-

ness-update’ (a binary variable that is positive if the pre-

post manipulativeness score for misinformation is posi-

tive and negative if this difference is negative or in the

wrong direction) as fixed factors. Doing so shows a sig-

nificant effect of condition�manipulativeness-update on

misinformation confidence, in that participants across

conditions who see misinformation as more manipulative

after the intervention also show significantly greater con-

fidence than participants who (incorrectly) see misinfor-

mation as less manipulative post-intervention. This effect

is largest (descriptively) for Go Viral! participants; see

Tables S29 and S30.
17. A reliability analysis shows good internal consistency for

the sharing measure for both the misinformation items

(M¼ 2.34, SD¼ 1.31, Cronbach’s a¼ 0.91) and the real

news items (M¼ 3.17, SD¼ 1.25, Cronbach’s a¼ 0.89),

so we report the results for the average of both real

and misinformation items here. See also Table S11.
18. This may be the result of a floor effect given that average

sharing intentions in online survey research are generally

low (Pennycook et al., 2020).
19. We note that the real news items at follow-up were dif-

ferent items (to avoid item-memorisation effects).

References

Acerbi A (2019) Cognitive attraction and online

Misinformation. Palgrave Communications 5(1): 1–7.
Agley J, Xiao Y, Thompson EE, et al. (2020) COVID-19

misinformation prophylaxis: Protocol for a randomized

trial of a brief informational Intervention. JMIR

Research Protocols 9(12): e24383.
Banas JA and Rains SA (2010) A meta-analysis of research

on inoculation theory. Communication Monographs 77(3):

281–311.
Banas JA and Richards AS (2017) Apprehension or motiva-

tion to defend attitudes? Exploring the underlying threat

mechanism in inoculation-induced resistance to

Persuasion. Communication Monographs 84(2): 164–178.
Basol M, Roozenbeek J and van der Linden S (2020) Good

news about bad news: Gamified inoculation boosts confi-

dence and cognitive immunity against fake News. Journal

of Cognition 3(1): 2–9.
BBC News (2020) Coronavirus: The fake health advice you

should ignore. Available at: www.bbc.co.uk/news/world-

51735367 (accessed 8 March 2021).
Berriche M and Altay S (2020) Internet users engage more

with phatic posts than with health misinformation on

Facebook. Palgrave Communications 6(1): 1–9.
Brady WJ, et al. (2017) Emotion shapes the diffusion of mor-

alized content in social Networks. Proc Natl Acad Sci

USA 114(28): 7313–7318.
Compton J (2013) Inoculation theory. In: Dillard JP and Shen

L (eds) The SAGEHandbook of Persuasion: Developments

in Theory and Practice. 2nd edn. Thousand Oaks, CA:

SAGE Publications, Inc., pp.220–236.
Compton J (2019) Prophylactic versus therapeutic inocula-

tion treatments for resistance to influence.

Communication Theory 30(3): 330–343.

Compton J and Pfau M (2005) Inoculation theory of resis-

tance to influence at maturity: Recent progress in theory

development and application and suggestions for future

research. Annals of the International Communication

Association 29(1): 97–145.
Compton J and Pfau M (2009) Spreading inoculation:

Inoculation, resistance to influence, and word-of-mouth

communication. Communication Theory 19(1): 9–28.
Compton J, van der Linden S, Cook J, et al. (2021)

Inoculation theory in the post-truth era: Extant findings

and new frontiers for contested science, misinformation,

and conspiracy theories. Social and Personality Psychology

Compass e12602. DOI: 10.1111/spc3.12602

Cook J, Lewandowsky S and Ecker UKH (2017)

Neutralizing misinformation through inoculation:

Exposing misleading argumentation techniques reduces

their influence. Plos One 12(5): 1–21.
Dryhurst S, Schneider CR, Kerr J, et al. (2020) Risk percep-

tions of COVID-19 around the world. Journal of Risk

Research 23(7–8): 994–1006.
Eagly AH and Chaiken S (1993) The Psychology of Attitudes.

Orlando, FL: Harcourt Brace Jovanovich.
Ecker UKH, Lewandowsky S and Chadwick M (2020) Can

corrections spread misinformation to new audiences?

Testing for the elusive familiarity backfire Effect.

Cognitive Research: Principles and Implications 5(1): 41.
Enders AM, Klofstad JE and Stoler C (2020) The different

forms of COVID-19 misinformation and their consequen-

ces. Harvard Kennedy School (HKS) Misinformation

Review 1(8): 1–21.
Fazio L (2020) Pausing to consider why a headline is true or

false can help reduce the sharing of false news. Harvard

Misinformation Review 1(2).
Fazio L, Brashier NM, Payne BK, et al. (2015) Knowledge

does not protect against illusory truth. Journal of

Experimental Psychology: General 144(5): 993–1002.

Fletcher R and Nielsen RK (2018) Generalised scepticism:

How people navigate news on social media. Information

Communication and Society 22(12): 1–19.
Guess AM, , Lerner M, Lyons B, et al. (2020) A digital media

literacy intervention increases discernment between main-

stream and false news in the United States and India.

Proceedings of the National Academy of Sciences 117(27):

15536–15545.
Hu LT and Bentler PM (1999) Cutoff criteria for fit indexes

in covariance structure analysis: Conventional criteria

versus new Alternatives. Structural Equation Modeling:

A Multidisciplinary Journal 6(1): 1–55.
Imhoff R and Lamberty P (2020) A bioweapon or a hoax?

The link between distinct conspiracy beliefs about the

coronavirus disease (COVID-19) outbreak and pandemic

Behavior. Social Psychological and Personality Science

11(8): 1110–1118.
Ivanov B, Miller CH, Compton J, et al. (2012) Effects of

postinoculation talk on resistance to influence. Journal

of Communication 62(4): 701–718.
Ivanov B, Sellnow T, Getchell M, et al. (2017) The potential

for inoculation messages and postinoculation talk to min-

imize the social impact of politically motivated acts of

16 Big Data & Society

http://www.bbc.co.uk/news/world-51735367
http://www.bbc.co.uk/news/world-51735367


violence. Journal of Contingencies and Crisis Management

26(4): 414–424.
Jolley D and Douglas KM (2017) Prevention is better than

cure: Addressing anti-vaccine conspiracy Theories.

Journal of Applied Social Psychology 47(8): 459–469.
Jolley D and Paterson JL (2020) Pylons ablaze: Examining

the role of 5G COVID-19 conspiracy beliefs and support

for violence. British Journal of Social Psychology 2020; 59:

628–640.
Krause NM, Freiling I, Beets B, et al. (2020) Fact-checking as

risk communication: The multi-layered risk of misinfor-

mation in times of COVID-19. Journal of Risk Research

1466–4461.
Kucharski A (2020) Misinformation on the coronavirus

might be the most contagious thing about it. The

Guardian, 8 February. Available at: www.theguardian.

com/commentisfree/2020/feb/08/misinformation-coronavi

rus-contagious-infections (accessed 26 April 2021).
Lewandowsky S and van der Linden S (2021) Countering

misinformation and fake news through inoculation and

prebunking. European Review of Social Psychology.

Epub ahead of print. DOI: 10.1080/

10463283.2021.1876983. https://www.tandfonline.com/

doi/full/10.1080/10463283.2021.1876983
Loomba S, et al. (2021) Measuring the impact of COVID-19

vaccine misinformation on vaccination intent in

the UK and USA. Nature Human Behaviour 2021; 5(3):

337–348.
Maertens R, Roozenbeek J, Basol M, et al. (2020) Long-term

effectiveness of inoculation against misinformation: Three

longitudinal experiments. Journal of Experimental

Psychology: Applied 27(1): 1–16.
McGuire WJ (1964) Inducing resistance against persuasion:

Some contemporary approaches. Advances in

Experimental Social Psychology 1: 191–229.
McGuire WJ and Papageorgis D (1961) Resistance to persua-

sion conferred by active and passive prior refutation of the

same and alternative counterarguments. The Journal of

Abnormal and Social Psychology 63: 326–332.
Miller CH, Ivanov B, Sims J, et al. (2013) Boosting the poten-

cy of resistance: Combining the motivational forces of

inoculation and psychological reactance. Human

Communication Research 39(1): 127–155.
Miller JM (2020) Do COVID-19 conspiracy theory beliefs

form a monological belief system? Canadian Journal of

Political Science 53: 319–326.
Newman N, Fletcher R, Schulz A, et al. (2020)

Reuters Institute digital news report 2020. Available at:

https://reutersinstitute.politics.ox.ac.uk/sites/default/files/

2020-06/DNR_2020_FINAL.pdf (accessed 9 December

2020).
O’Keefe DJ (2015) Message generalizations that support

evidence-based persuasive message design: Specifying the

evidentiary requirements. Health Communication 30(2):

106–113.
Peer E, Brandimarte L, Samat S, et al. (2017) Beyond the

Turk: Alternative platforms for crowdsourcing behavioral

research. Journal of Experimental Social Psychology 70:

153–163.

Pennycook G, McPhetres J, Zhang Y, et al. (2020) Fighting

COVID-19 misinformation on social media: Experimental

evidence for a scalable accuracy-nudge intervention.

Psychological Science 31(7): 770–780.
Putnick DL and Bornstein MH (2016) Measurement invari-

ance conventions and reporting: The state of the art and

future directions for psychological research.

Developmental Review 41: 71–90.
Richards AS and Banas JA (2018) The opposing mediational

effects of apprehensive threat and motivational threat

when inoculating against reactance to health promotion.

Southern Communication Journal 83(4): 245–255.
Roozenbeek J and van der Linden S (2018) The fake news

game: Actively inoculating against the risk of misinforma-

tion. Journal of Risk Research 22(5): 570–580.
Roozenbeek J and van der Linden S (2019) Fake news game

confers psychological resistance against online misinfor-

mation. Humanities and Social Sciences Communications

5(65): 1–10.
Roozenbeek J and van der Linden S (2020) Breaking harmo-

ny square: A game that “inoculates” against political

misinformation. The Harvard Kennedy School

(HKS) Misinformation Review 1(8). DOI: 10.37016/mr-

2020-47.
Roozenbeek J, Maertens R, McClanahan W, et al. (2020a)

Differentiating item and testing effects in inoculation

research on online misinformation. Educational and

Psychological Measurement 81(2): 1–23.

Roozenbeek J, Schneider CR, Dryhurst S, et al. (2020b)

Susceptibility to misinformation about COVID-19

around the world. Royal Society Open Science 7: 201199.
Roozenbeek J, van der Linden S and Nygren T (2020)

Prebunking interventions based on “inoculation” theory

can reduce susceptibility to misinformation across cul-

tures. The Harvard Kennedy School (HKS)

Misinformation Review 1(2). DOI: 10.37016//mr-2020-008.

Rucker DD and Petty RE (2004) When resistance is futile:

Consequences of failed counterarguing for attitude cer-

tainty. Journal of Personality and Social Psychology

86(2): 219–235.
Saleh N, Roozenbeek J, Makki FA, et al. (2021) Active inoc-

ulation boosts attitudinal resistance against extremist per-

suasion techniques – A novel approach towards the

prevention of violent extremism. Behavioural Public

Policy. Epub ahead of print 2021. DOI: 10.1017/

bpp.2020.60. https://www.cambridge.org/core/journals/

behavioural-public-policy/article/active-inoculation-

boosts-attitudinal-resistance-against-extremist-persua-

sion-techniques-a-novel-approach-towards-the-preven-

tion-of-violent-extremism/

EC1BF962A2B0012982BBB1507288E188
Schaeffer K (2020) Nearly three-in-ten Americans believe

COVID-19 was made in a lab. Pew Research Center,

8 April. Available at: www.pewresearch.org/fact-tank/

2020/04/08/nearly-three-in-ten-americans-believe-covid-

19-was-made-in-a-lab/ (accessed 26 April 2021).
Tormala ZL (2016) The role of certainty (and uncertainty) in

attitudes and Persuasion. Current Opinion in Psychology

10: 6–11.

Basol et al. 17

http://www.theguardian.com/commentisfree/2020/feb/08/misinformation-coronavirus-contagious-infections
http://www.theguardian.com/commentisfree/2020/feb/08/misinformation-coronavirus-contagious-infections
http://www.theguardian.com/commentisfree/2020/feb/08/misinformation-coronavirus-contagious-infections
https://reutersinstitute.politics.ox.ac.uk/sites/default/files/2020-06/DNR_2020_FINAL.pdf
https://reutersinstitute.politics.ox.ac.uk/sites/default/files/2020-06/DNR_2020_FINAL.pdf
http://www.pewresearch.org/fact-tank/2020/04/08/nearly-three-in-ten-americans-believe-covid-19-was-made-in-a-lab/
http://www.pewresearch.org/fact-tank/2020/04/08/nearly-three-in-ten-americans-believe-covid-19-was-made-in-a-lab/
http://www.pewresearch.org/fact-tank/2020/04/08/nearly-three-in-ten-americans-believe-covid-19-was-made-in-a-lab/


Tormala ZL and Petty RE (2002) What doesn’t kill me makes
me stronger: The effects of resisting persuasion on attitude
certainty. Journal of Personality and Social Psychology

83(6): 1298–1313.
UNESCO (2020) #ThinkBeforeSharing – Stop the spread of

conspiracy theories. Available at: https://en.unesco.org/th
emes/gced/thinkbeforesharing (accessed 27 November
2020).

Van Bavel JJ, Baicker K, Boggio PS, et al. (2020) Using social
and behavioural science to support COVID-19 pandemic
response. Nature Human Behaviour 4(5): 460–471.

Van der Linden S and Roozenbeek J (2020) Psychological
inoculation against fake news. In: Greifenader R, Jaff�e
ME, Newman EJ, et al. (eds) The Psychology of
Fake News: Accepting, Sharing, and Correcting
Misinformation. London, UK: Psychology Press.

Van der Linden S, Leiserowitz A, Rosenthal S, et al. (2017b)
Inoculating the public against misinformation about
climate change. Global Challenges (Hoboken, NJ) 1(2):

1600008.
Van der Linden S, Maibach E, Cook J, et al. (2017a)

Inoculating against misinformation. Science 358(6367):
1141–1142.

Van der Linden S, Roozenbeek J and Compton JA (2020)
Inoculating against fake news about COVID. Frontiers in
Psychology 11(566790): 19.

Van der Linden S, Roozenbeek J, Maertens R, et al.
(2021) How can psychological science help counter
the spread of fake news? Spanish Journal of

Psychology 24: e25.
van Doorn J, van den Bergh D, Böhm U, et al. (2020) The
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