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Abstract

The investigation of open quantum systems is extremely wide-ranging and perme-
ates fields as diverse as condensed matter physics, quantum optics, and quantum
computation, with the goal of understanding the foundations of decoherence and
advancing the performance of quantum-based technologies. A precise knowledge of
the interaction of a quantum system with its environment is a crucial prerequisite to
effectively hinder the detrimental effect of decoherence via selective decoupling, or to
gain partial or full control of the environment itself, enabling complex information
transfer and storage protocols that involve entanglement. These techniques repre-
sent an asset for the realization of quantum-enhanced devices. However, studying
the coupling between a quantum system and its (classic or quantum) environment
is often limited by the same lack of information and control that inspires the study
in the first place. Thus, a quantum system that is highly controllable and that can
be used to gain information on the environment constitutes an attractive tool to
approach these problems.

This thesis tackles these challenges by exploiting the Nitrogen-Vacancy (NV)
center in diamond, which is an ideal candidate for many quantum technologies. The
NV center has emerged as a prominent platform to realize quantum-enhanced sensors
with unprecedented combination of high sensitivity and spatial resolution at room
temperature. In addition, its outstanding spin properties and optical addressability
make the NV center an ultra stable quantum platform with tunable interaction with
its environment.

This thesis addresses two complementary objectives: develop quantum control
protocols of the NV spin dynamics to accurately characterize the NV environment,
and develop new tools to investigate the thermodynamics aspect of the spin dynam-
ics in contact with an engineered energy reservoir.

Part I presents a quantum control protocol designed to spectrally characterize
the complex environment of a NV spin qubit, which can be applied even in the case
of relatively short coherence times. Specifically, we test this method on the nuclear
spin environment of an NV center in bulk diamond, composed by single nuclear
spins coherently coupled with the NV spin, and a larger nuclear spin-bath that col-
lectively induce dephasing on the NV spin qubit. The applied control is capable of
partially decoupling the system from its environment, hence allowing to selectively
characterize the strength of each of the noise components. In addition, the environ-
ment behavior can be tuned by the amplitude of an external bias magnetic field. In
the weak coupling regime, i.e., for a relatively high bias field, the coupling with the
spin-bath can be modeled as a classical stochastic field. With the proposed protocol
we were able to identify the local spin environment, and to reconstruct the noise
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spectral density associated with the spin bath, in spite of the strong decoherence it
induces in the system. Critically for quantum sensing applications, we proved that
the spin qubit dynamics can be predicted by the reconstructed noise model, even
under quantum control sequences that differ from the ones used for the spectral
noise characterization. At lower bias fields, the quantum nature of the bath is more
pronounced. In this strong coupling regime, the spin-bath dynamics depends on the
quantum control applied to the NV spin. Although less commonly present in quan-
tum sensing applications, the study of this regime is important from a fundamental
point of view. In this case we have found that at least two different classical noise
models are needed to properly describe the spin coherence, depending on the kind
of quantum control.

The second part of this thesis is dedicated to the study of energy exchange
mechanisms for an open quantum system in the framework of quantum fluctuation
relations. As a novel toolbox in this field, we used the NV center spin subject to
trains of short laser pulses to investigate the interplay of externally-applied quantum
measurements and internal dissipative dynamics, under which the system asymp-
totically approaches to a non-thermal stationary state. The quantum measurements
and the tunable dissipation channel stem, respectively, from spin-preserving optical
transitions and from optical pumping of the spin, both caused by the interaction
with short laser pulses. In addition, the spin is coherently driven by on resonance
microwave radiation that defines the Hamiltonian of the system, generating the so-
called dressed states. First, we have studied the case of a spin qubit, where our
experimental results, supplemented by numerical simulations, show the validity of
the energy exchange fluctuation relation. This demonstrates that the quantum dis-
sipative map emulates the interaction with an effective thermal reservoir, with a
pseudo-temperature defined by the properties of the fixed point of the dissipative
map. Then we have extended our research to the case of a three level quantum
system, a spin qutrit. In such case, the dissipative map can no longer be associated
with effective thermalizing dynamics. Instead, we demonstrate that the map can
be modeled as an intrinsic feedback process, where different Lindbladian dynam-
ics are applied to the system depending on the result of a quantum measurement.
We experimentally demonstrate the validity of a generalized version of the quan-
tum Jarzynski-Sagawa-Ueda relation, involving irreversible non-thermal dissipative
dynamics. As for the qubit case, the three level quantum system asymptotically ap-
proaches to an out-of-equilibrium steady state as a result of the dissipative map. We
proved, experimentally and in theory, that this feature of the dissipative quantum
dynamics gives origin to an energy exchange fluctuation relation, where a unique
energy scale factor (macroscopic parameter) is defined in terms of the system initial
and steady out-of-equilibrium asymptotic states. These findings pave the way to the
investigation of energy exchange mechanisms in arbitrary open quantum systems.

The methods and results obtained in this thesis can be beneficial for the realiza-
tion of different quantum devices, such as quantum sensors and quantum thermal
machines. More broadly, they can find applications in different experimental quan-
tum settings, ranging from quantum gases, to superconductive qubits, and ions.
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Introduction

Color centers in diamond — optically-active point defects — have emerged in the
last decade as notable platform for quantum technologies. Among color centers, the
negatively charged Nitrogen-Vacancy (NV) center [1, 2] has stood out as a solid-state
spin qubit thanks to a high degree of coherent control, ultra-long spin coherence time,
remarkable fluorescence photostability, as well as optical addressability, initialization
and readout, all of which can be achieved at room temperature [3–7]. The wide
range of applications for NV centers includes its use for quantum memories [8,
9]; biocompatible quantum sensors [10, 11] of magnetic and electric fields [12, 13],
temperature[14, 15], rotation [16], strain and pressure [17]; and very recently as a
platform to study quantum thermodynamics [18, 19], among others. The spin qubit,
formed by the NV center ground state, has remarkably long lifetime compared to
any other solid-state platform, with longitudinal relaxation times T1 ∼ 6 ms at
room temperature and T1 ∼ 1 s at cryogenic temperature (T = 77 K) [6, 20]. This
long-lived spin system, protected by the diamond lattice, represents an outstanding
platform to be used as a spin-based quantum magnetometer capable of detecting
nuclear spin clusters [21, 22] or even single nuclear spins [23–25].

In this thesis, a single NV center in diamond is used as an open quantum system
in order to characterize the interaction with its environment.

Quantum sensing

NV centers have proven to be powerful magnetometers, capable of measuring very
localized ultra weak AC fields, achieving sensitivities of the order of pT/

√
Hz with

ensemble devices [14, 26] in ambient conditions. However, as for any other practical
device, the operation of NV-based quantum sensor is prone to limitations and im-
perfections: The high sensitivity to the magnetic environment makes NV spins very
precise sensors, but the same interaction with the environment constitutes also a
limit to the device sensitivity by reducing the coherence of the quantum states [27].
Characterizing the interaction of the NV spin with its environment is therefore crit-
ical to realize a robust quantum device: A full understanding of the qubit environ-
ment enables the development of effective strategies against decoherence, including
optimized dynamical decoupling (DD) sequences [28–30] and quantum error correc-
tion codes [31]. Moreover, part of the environment — such as close-by nuclear spins
— may display a coherent coupling to the qubit and thus provide an additional
resource to enhance sensing performance [32–34].

The first part of this thesis [Part I] is dedicated to the development of a quantum
control (QC) protocol that can unravel the characteristics of a complex environment,
comprising both unknown coherently coupled quantum systems, and a larger quan-
tum bath. This study shows that the acquired knowledge of the bath can be used
to reliably predict the qubit dynamics even under drivings that differ from the ones
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used for noise spectroscopy, an essential feature for quantum sensors.

Quantum thermodynamics

The high degree of control and optical addressability make the NV spin a use-
ful platform also to address fundamental open research questions. The connection
between statistical properties of out-of-equilibrium dynamical systems, thermody-
namics quantities and information theory has been deeply investigated in classical
and quantum systems and codified in terms of fluctuation relations (FRs) [35–41].
However, in open quantum systems, despite several contributions [42–47], such con-
nection is far from being completely understood, especially regarding the competi-
tion between thermal and quantum fluctuations. The latter assumes a paramount
role at the nanoscale, for example, for developing quantum thermal engines [18, 48]
or studying information–energy conversion [49, 50].

The experimental study of quantum fluctuation relations requires a high degree
of control on the quantum system, long enough coherence time to detect the system
dynamics, and possibly a partially controlled reservoir to put the system in contact
with. These requirements impose several difficulties, even in the case of closed
quantum systems only a small set of different platforms have been used to verify
FRs, ranging from single ions [51–53], superconducting qubits [54], ensemble of cold
atoms/atom chip [55], and liquid-state nuclear magnetic resonance setups [56].

The study of FRs for open quantum systems is even more challenging. At the
best of my knowledge, this kind of studies have only been done with liquid-state
nuclear magnetic resonance setups [57] and with an NV center in diamond [19, 58].
The latter corresponds to the research presented in the second part of this the-
sis [Part II], where we use the orbital ground state of an NV center as a spin qubit
or qutrit to investigate the energy exchange mechanisms with an engineered non-
thermal reservoir, by reconstructing the characteristic function [59] of the energy
variation along the thermodynamic process. The interaction between this quantum
system and the reservoir is conditioned to the presence of short laser pulses, that
act as projective measurements followed by an irreversible optical pumping mech-
anism, that is treated as a dissipation channel. The combined effect of projective
measurements and dissipation can create or destroy quantum coherence during the
system dynamics, an effect that goes beyond the classical description. Moreover,
they induce irreversible dissipative dynamics on the quantum system, that cannot
be described as classical thermalizing dynamics. Exploiting the NV center as a spin
qubit, we have found that this dissipative map is equivalent to putting the system
in contact with a pseudo-thermal reservoir, hence the exchange fluctuation relation
correctly describe the statistics of the energy variation. When employing all the
three ground-state NV spin projections as a spin qutrit, the analogy of pseudo-
thermal states is no longer valid. To correctly describe the experimental findings, it
was necessary to find a generalization of the existing FRs. In particular we extended
the Jarzynski-Sagawa-Ueda relation – originally devised for closed systems subject
to a conditioned unitary dynamics — to a conditioned dissipative dynamics.

Our results establish the NV center as an ideal platform for quantum thermo-
dynamics.
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Contents of this thesis

Chapter 1 is an introduction to the main properties of an NV center in diamond,
and to how this experimental platform can be used as a highly controllable quantum
system. After this introductory chapter, the thesis is divided in two parts.

Part I of the thesis is dedicated to the spectral characterization of the spin envi-
ronment of a single NV center, formed by the nuclear spin of carbon-13 impurities
in the diamond.

In Chapter 2, we present a quantum control (QC) protocol for the NV qubit spin
that can unravel the characteristics of this complex environment. This is achieved
by characterizing the interaction with coherently coupled nearby nuclear spins, and
with a larger spin bath.

Part II: Quantum thermodynamics
The second part of this thesis is devoted to the study of energy exchange fluctu-
ation relations for non-thermal dissipative dynamics using as a quantum system
the orbital ground state of an NV center. Chapter 3 introduces the formalism of
fluctuation relations (FR), and the main concepts and tools used to understand
how to experimentally test FRs. Chapter 4 describes the use of a single NV center
subject to trains of short laser pulses, to realize a two-level quantum system under
stochastic-dissipative dynamics. The action of laser pulses on the NV spin realize
quantum projective measurement accompanied by a partial optical pumping that
realizes in practice a dissipation channel, effectively described as the contact with
a pseudo-thermal reservoir. In this Chapter, I present also the experimental mea-
surement of the characteristic function of the energy variation that occurs during
the induced thermodynamic process, which enables the first demonstration of the
energy exchange fluctuation relation for an open quantum system. The content of
this chapter (Ch. 4) has been partially published in Ref. [19].

Whilst two-level systems grant the possibility of studying pseudo-thermal states,
a quantum system with higher dimension provides an ideal playground towards the
study of non-thermal dissipative dynamics. In Chapter 5 we will use the orbital
ground state of the NV center as a three-level quantum system, in order to gain
more insight on how to characterize the dynamics induced by dissipative non-thermal
dynamics. We will propose, and demonstrate the validity of two different FRs that
correctly describe this quantum dissipative map, both of which are generalizations
of previously known FRs.
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µ−pos Micropositioner (translation stage)
AXY-N Adaptive XY-N (dynamical decoupling sequence)
CP Carr-Purcell (dynamical decoupling sequence)
DD Dynamical decoupling
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FWHM Full width half maximum
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Chapter 1

An introduction to NV centers:
Properties and experimental
implementation

The main goal of this chapter is to present the necessary bases to understand how
to use the electronic spin of an NV center in diamond as an experimental platform
to study quantum phenomena. Section 1.1 is dedicated to present the NV center en-
ergy level structure and its optical properties, as well as to describe how to interact
with and manipulate its ground spin triplet state. In section 1.2 I provide a concise
description of the experimental setup, and discuss in more detail the implementa-
tion of a versatile microwave system to control the NV electronic spin dynamics,
entailing amplitude and phase modulation. At this point, the description of some
basic experiments together with their results are included in section 1.3, to set the
necessary bases for more complex experiments described in the following Chapters.
The last two sections are devoted to present a detailed protocol to align the external
bias magnetic field with the NV center quantization axis [Sec. 1.5], and to charac-
terize the NV center photodynamics [Sec. 1.4] via numerical solution of the master
equation that describes the interaction of the NV center with a green laser.

1.1 Nitrogen-vacancy centers overview

The NV center is formed by a substitutional nitrogen atom adjacent to a vacancy in
the diamond lattice with C3v symmetry around one of the four [111] crystallographic
directions, as schematized in Fig. 1.1(a). Among the three possible charge states
(NV− , NV0 , and NV+), the negatively charged NV−—hereafter referred to as NV
for simplicity—is the most widely investigated for quantum technology applications,
thanks to its favorable internal energy structure and photophysics [2], which enable
optical initialization and readout, and coherent manipulation with long coherence
time, as discussed below.

The NV energy structure, shown in Fig. 1.1(b), consists in electronic orbital
ground (3A2) and excited (3E) triplet levels separated by 1.945 eV, and two inter-
mediate 1E and 1A1 singlet levels [2]. At room temperature, the triplet ground-
state population —distributed according to Maxwell-Boltzmann distribution into
the three spin projections mS = 0,±1— can be transferred to the excited levels
by irradiation of the center with green laser (532 nm) though a process involving a
combination of radiative absorption and non-radiative relaxation processes that also
entails vibronic bands. A direct spin-preserving radiative decay from the excited to
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Figure 1.1: (a) Scheme of the diamond lattice structure holding an NV center.
(b) Energy level structure of the NV center.

the ground level (with zero-phonon-line of 637-nm wavelength) is accompanied by
non-radiative non-spin-preserving decay through the long-lifetime singlet levels 1A1

and 1E (see Fig. 1.1(b)). The different decay rates for the different spin projections
in the non-radiative decay channel yield the optically initialization of the system
into the mS = 0 state of the ground level. The same decay mechanism enables spin
state readout thanks to different photoluminescence intensities of the mS = 0 and
mS = ±1 states. A detailed description of the NV center photodynamics, together
with a numerical model based on solving a Lindbladian master equation, can be
found in Sec. 1.4.

1.1.1 Spin Hamiltonian

The electron spin of the NV ground state (which is not affected by spin-orbit cou-
pling), in the presence of an external magnetic field, is mainly influenced by spin-spin
interaction and electron Zeeman shift. The ground-state spin Hamiltonian reads

H(S) = S ·D · S + γeB · S (1.1)

where B is the external bias magnetic field, D is the spin-orbit interaction tensor (or
zero-field splitting tensor) that depends on the symmetry of the crystal field [60], and
γe is the electronic gyromagnetic ratio. For simplicity from now on, unless explicitly
stated, we assume ~ = 1. The tensor D is symmetric by definition, hence the first
term in the spin Hamiltonian can be rewritten as S·D·S = DxS

2
x+DyS

2
y+DzS

2
z [60].

For the orbital ground state of an NV center in diamond Dg ≡ Dz ' 2.87 GHz, and
the other two tensor elements, Dx and Dy, can be neglected [61]. The electronic spin-
spin interaction within the NV separates the energy of mS = 0 from the degenerate
mS = ±1 within the ground-state, with zero-field-splitting (ZFS) Dg. On the other
hand, the static bias magnetic field removes the degeneracy of levels mS = ±1 and
modifies their energies via Zeeman effect. In addition, hyperfine interaction with
the nitrogen nuclear spin I induce further splitting of each electronic spin state. In
all the cases used during this study the nitrogen atom forming the NV center was an
isotope 14N, with I = 1. The 14N nuclear quadrupole moment Q = 4.945 MHz [62–
66] together with the external static bias magnetic field remove the degeneracy of
the nuclear spin projections mI = 0, ±1, while the hyperfine interaction between
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the electronic and nuclear spins is ruled by the tensor A. All this is summarized
into the NV center ground level (3A2) Hamiltonian

Hg = DgS
2
z + γeB · S +QI2

z + γnB · I + S ·A · I (1.2)

where the last three terms are associated with the hyperfine structure. In this
equation γn = 0.308 kHz/G is the gyromagnetic ratio of the 14N nucleus. In the
experiments described in this thesis, the external bias magnetic field B is aligned
with the electronic spin quantization axis, determined by the symmetry axis of the
NV center, in which case B = Bzẑ. See Sec. 1.5 for details on the procedure used
to align the field in the experiment. The hyperfine interaction term in Eq. (1.2) can
be separated into the parallel and orthogonal components

S ·A · I = A‖SzIz + A⊥ (SxIx + SyIy) (1.3)

where A‖ = −2.16 MHz [63, 64] and A⊥ = 2.62 MHz [67].
Introducing the notation EmS ,mI

for the energy of the state |mS,mI〉, then the
energy difference between the mS = 0 and one of the mS = ±1 states for a given
mI is

∆E(±)
mI

= E±1,mI
− E0,mI

= Dg ± γeBz ± A‖mI . (1.4)

A microwave (mw) excitation can be used to selectively address one of these tran-
sitions, which can be monitored via the photoluminescence readout. An example of
this is shown in Fig. 1.2, where the photoluminescence (PL) intensity is plotted in
terms of the mw frequency in order to observe each of the possible electronic spin
transitions in the NV center ground state. More details on this kind of measurement
will be discussed in Sec. 1.3.2.

Therefore, the two level systems {|0,mI〉 , |±1,mI〉} that can be coherently driven
and optically initialized and readout, fulfills all the requirements to be used as a
qubit. In the presence of a continuous near-resonance microwave excitation, the
spin Hamiltonian in the mw rotating frame that describes the dynamics of this
qubit is

HΩ,δ =
1

2
(Ωσx + δσz) (1.5)

where Ω is the Rabi frequency, δ is the mw detuning with respect to the transition,
and σx,z are the Pauli matrices. This Hamiltonian will be useful to describe the
mw-induced qubit gates realized in the experiments presented in this thesis.

1.2 Experimental setup

In this section we briefly describe the experimental setup used for the control of NV
centers in diamond at room temperature. More details can be found in Ref. [68].
A simplified scheme of the used experimental setup is shown in Fig. 1.3(a). The
experiment is controlled using a Matlab-based control code.

A single deep NV center is found inside an electronic-grade bulk diamond (El-
ement6), with nitrogen concentration [14N] < 5 ppb. The NV center is optically
addressed at ambient conditions with a home-built scanning confocal microscope.
The excitation light is a green laser that induces a transition from the ground to
the excited level. For the experiments described in this thesis, the green light source
shall be able to generate pulses ranging from nanoseconds to microseconds. During
the first half of the present work, this was achieved using a cw laser and an AOM,
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Figure 1.2: Experimental spectrum showing the microwave induced transitions
|0,mI〉 −→ |±1,mI〉 for each of the different hyperfine levels of a single NV center
formed with a 14N isotope. The vertical scale shows the photoluminescence (PL)
intensity in kilo-counts-per-second (kcps), while the horizontal axis represents the
mw frequency relative to the ZFS. The different width and depth of the transition
lines in the left-hand-side (mS = −1) and right-hand-side (mS = +1) graphs is
caused by a variation in the emission efficiency of the antenna, delivering the mw,
in terms of the mw frequency, hence resulting in a different power broadening of the
transition lines. During this experiment, the amplitude of the external magnetic
field was Bz ' 27.2 G.

as described in Ref. [68]. During the last year of the present work, we used a diode
laser1 that can be modulated in intensity with an external trigger, reaching pulses as
short as a couple of nanoseconds, with rise/fall times < 2 ns. This laser is controlled
by a Marker signal output of an Arbitrary Waveform Generator2 (AWG).

The fluorescence emitted by the NV is collected by the second objective of the
confocal microscope and sent to a single photon detector (SPD). A dichroic mirror
allows the transmission of the red light, while reflecting the green light. A band pass
filter removes the remaining transmitted green light. The SPD voltage is registered
with a DAQ card.

A static bias magnetic field is generated with a permanent magnet, that is fixed
to a rotatory mount which in turn is mounted on an XYZ Translation Stage3. The
magnetic field strength at the NV center position is mainly tuned by moving the
magnet in the Z-direction. To align the magnetic field with the spin quantization
axis it is necessary to move the X- and Y-direction of the stage, and the rotatory
mount. More details about this are present in section 1.5.

The diamond is mounted on an XYZ translation stage (nanopositioner) for fine
movements to locate and track single NV centers, and on an XY translation stage
(micropositioner) to move to different regions of the diamond.

1.2.1 Spin driving

The NV electronic spin can be controlled with near-resonant microwave (mw) radi-
ation. The frequency, phase and amplitude of the mw defines the specific driving

1DLnsec 520 nm, LABS-electronics.
2AWG5000, Tektronix.
3PT3A/M, Thorlabs.
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Figure 1.3: Experimental setup. (a) Simplified scheme of a room temperature NV
experimental setup for single NVs. The NV centers are optically addressed by a
confocal microscope, while its electronic spin and nearby nuclear spins are driven
by mw and rf excitation, as explained in the text. The diamond (D) is mounted on
a nanopositioner (n−pos) and a micropositioner (µ−pos). (b) Photograph of the
diamond mounted on the translation stage, above the microscope objective. In the
zoomed photo, the copper wire (antenna) on top of the diamond is visible.
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applied to the NV spin (see also Eq. (1.5)). In a similar fashion, radiofrequency (rf)
radiation can be used to coherently drive the nitrogen nuclear spin [Eq. (1.3)].

In the experiment, an antenna placed in proximity of the diamond chip, see
Fig. 1.3(b), delivers on-resonant or near-resonant mw and rf radiation. The rf is
directly generated from an analog output of the AWG. The mw frequency is gener-
ated with a signal generator4 (SG), and modulated with two analog outputs of the
AWG.

The SG has an In-phase Quadrature (IQ) modulation option, where the output
signal is the result of combining two signals with the same frequency but with a
π/2 phase difference, each one modulated with the I and Q input signals. Assuming
that the SG frequency is set to be ω1/2π, the amplitude of the input I signal is
A(t), and the amplitude of the input Q signal is B(t), then the final output is
IQ(t) = A(t) sinω1t+B(t) sin(ω1t+ π/2) = A(t) sinω1t+B(t) cosω1t. This means
that, if we apply an amplitude modulation such that A(t) = a+b

2
cos(ω2t − φ) and

B(t) = a−b
2

sin(ω2t− φ), then the SG output signal will be

IQ(t) =
a

2
sin((ω1 + ω2)t− φ) +

b

2
sin((ω1 − ω2)t+ φ). (1.6)

This expression is quite useful because it allows to easily set the effective frequency
of the modulated signal. For example:

• Summing frequency: φ = 0, a = 2, and b = 0 implies IQ(t) = sin(ω1 + ω2)t.

• Frequency difference: φ = 0, a = 0, and b = 2 implies IQ(t) = sin(ω1 − ω2)t.

• Balanced bi-chromatic signal: φ = 0, a = 1, and b = 1 implies IQ(t) =
1
2

(sin(ω1 + ω2)t+ sin(ω1 − ω2)t).

• Unbalanced bi-chromatic signal: φ = 0, a 6= b, a 6= 0, and b 6= 0 implies
IQ(t) = a

2
sin(ω1 + ω2)t+ b

2
sin(ω1 − ω2)t.

In addition, the global phase of the output can be controlled. For example,
assuming ω2 = 0, and b = 0, if a Pauli-X gate is applied with phase φ, then a second
similar pulse with phase φ+ π/2 would correspond to a Pauli-Y gate.

Notice that the I and Q input signal amplitudes must be selected carefully to
ensure that their sum in quadrature is

√
A2(t) +B2(t) ≤ 0.5 V. This is because

the SG output amplitude is ASG

√
A2(t) +B2(t)/(0.5 V), where ASG is the SG pre-

set amplitude. In addition, the AWG analog output operation frequency range is
DC-130 MHz, this means that ω2/2π ≤ 130 MHz.

1.3 Spin control via magnetic resonance: basic

experiments

This section introduces the basic magnetic resonant techniques that are at the basis
of all the experiments involving the NV spin and that are routinely used to pre-
calibrate the electronic quantum gates.

As explained in Sec. 1.1, the electronic spin qubit can be coherently driven
with a near-resonant field (see Eq. (1.5)). A very powerful tool to understand the

4SG384, Stanford Research Systems.
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Figure 1.4: Rabi experiment. (a) Rabi experiment sequence scheme. (b) The
measured photoluminescence (PL) intensity (blue circles) is plotted in terms of the
microwave pulse duration. A cosine function is fitted to the data (solid line), and
the frequency obtained as a result of the fit corresponds to the Rabi frequency. In
this particular dataset, the Rabi frequency was approximately 5.62 MHz.

dynamics of the driven two level system is the so called Bloch sphere, which is a
three dimensional representation of the state of a qubit. The points resulting from
the intersection of the sphere with each of the X,Y,Z axis represent respectively the
eigenstates of the operators σx, σy, σz. Any pure state of the qubit is represented
as a point in the sphere surface. The unitary evolution of a state, consequence of
a given Hamiltonian (written as a sum of Pauli matrices) corresponds to a rotation
on the Bloch sphere along the direction defined by the Hamiltonian eigenstates.

1.3.1 Rabi experiment

In order to apply quantum operations, or quantum gates, to the qubit spin, it is
necessary to characterize how fast the system is driven by mw control field. This is
achieved by measuring the Rabi oscillations.

In the presence of on-resonance mw radiation, the qubit spin rotates around a
direction orthogonal to the quantization axis. Due to the symmetry of the spin, we
can assume without loss of generality that the rotation axis is σx [Eq. (1.5)]. Hence,
by changing the duration of the mw driving, and measuring the residual population
of the |0〉 state, one can observe a coherent oscillation, also known as Rabi oscillation.
An example of this is shown in Fig. 1.4. The acquired data corresponds to the PL
intensity as a function of the duration of the mw driving. This data is normalized
with respect to the PL intensity of the mS = 0 state and the mS = −1 state, to
obtain the residual population of the |0〉 state |〈0|ψR〉|2, with |ψR〉 = e−iΩtσx |0〉 being
the resulting state after applying a unitary evolution operator to the initial state
|0〉, where Ω corresponds to the Rabi frequency (see Eq (1.5)). The Rabi frequency
is obtained by fitting a cosine function to the normalized data. The duration of a π
pulse is half an oscillation period, the duration of a π/2 pulse is one-quarter of an
oscillation period, and so on.

1.3.2 Electron spin resonance (ESR)

The most basic scheme to measure the frequency of the transition |0〉 → |1〉 is
the electron spin resonance (ESR). In NV setups, ESR can be detected optically
(ODMR), by measuring the photoluminescence intensity while a frequency-tunable
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Figure 1.5: Pulse sequence scheme for the ESR experiment. (a) Continuous-wave
ESR sequence scheme, and (b) pulsed ESR sequence scheme.

mw radiation addresses the NV center. The protocol consists in simultaneously
applying a long laser pulse and an equally long mw pulse, as shown in Fig. 1.5(a),
this technique is called “continuous-wave ESR” (CW-ESR). During this time, the
PL intensity is constantly registered by the SPD. When the mw frequency matches
the desired transition, the qubit performs Rabi oscillations, resulting in a reduction
of the PL intensity to approximately half of the amplitude of the oscillations shown
in Fig. 1.4.

In order to increase contrast, it is possible to use a pulsed ESR sequence. This
sequence consists in a long laser to initialize the system into |0〉, followed by a π pulse,
and finally applying a second laser and a PL readout. The contrast is increased with
respect to the continuous-wave ESR, because, when the mw frequency matches the
desired transition, instead of averaging in time the signal from the Rabi oscillations,
the PL readout will take place when all the population has been transferred into |1〉.
Note that, in order to maximize the contrast, it is necessary to apply a π pulse, hence
we are required to know beforehand the correct mw pulse duration and amplitude.
This is achieved by previously performing Rabi experiment.

The sequence of pulses to perform both, the continuous-wave and the pulsed
ESR experiments are shown in Fig. 1.5. An example of a pulsed ESR experiment
was already shown in Fig. 1.2.

1.3.3 Ramsey experiment

In order to improve the resolution when measuring the central frequency of the fine
and hyperfine transitions, we use a Ramsey experiment. Ramsey interferometry was
design to measure the phase acquired by a two-level quantum state, a quantity that
is not directly measurable, in contrast with the probability of being in each state, as
it is the case of the ESR experiment. The acquired phase carries enough information
to estimate the frequency of one, or more induced transitions.

The sequence is the following: after initializing the system into the mS = 0 state
(|0〉), a π/2 pulse is applied, creating a perfect superposition of states 1√

2
(|0〉+ |1〉),

where |1〉 can be any of the mS = ±1 states. During a free evolution period t, the
qubit interacts with the external bias field. Hence, during this time the state |1〉 ac-
quires a phase φt with respect to the state |0〉, resulting in a state 1√

2

(
|0〉+ eiφt |1〉

)
.

After this, a second π/2 pulse is applied. The final state is then written, ignoring
a global phase, as |ψR〉 = cos φt

2
|1〉 ± i sin φt

2
|0〉. In this way, reading out the final

state probability of being in mS = 0, we measure the phase φt. The scheme of the
pulse sequence is shown in Fig. 1.6(a).

By repeating the experiment for different t values, we observe a damped coher-
ent oscillation, as the one shown in Fig. 1.6(b). The detrimental noise caused by
the interaction with the environment imposes a random phase on the qubit, hence
damping the oscillations. The main source of this detrimental noise comes from
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Figure 1.6: Ramsey interferometry experiment. (a) Sequence scheme. The phase of
the second π/2 pulse can be fixed to match that of the first pulse, or it can change in
time to add an offset to the frequency components of the acquired signal (see text).
(b) Example of the results from a Ramsey interferometer. In this case the second
π/2 pulse had zero phase with respect to the first pulse (φ = x). (c) Example
of the results from a Ramsey interferometer with a phase modulation φ(T ) = νT
in the second π/2 pulse. In particular we use ν = 7.5 MHz. Both in (b) and
(c), the acquired data was normalized with respect to the PL of the mS = 0 state
(|〈0|ψR〉|2 = 1) and the PL of the mS = −1 state (|〈0|ψR〉|2 = 0). (d,e) FFT of
the data shown in (b) and (c), respectively, with a Lorentzian fit for each peak.
The partial polarization of the nuclear spin (different amplitudes of the FFT peaks)
is expected for the external magnetic field of approximately 203 G (see Sec. 1.5).
Notice that the splittings between the peaks in (e) are equal to 2.17(1) MHz ' A‖.
Compare with the data in Fig. 1.2 to observe the resolution improvement of the
Ramsey interference technique with respect to the ESR experiment.
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impurities in the diamond around the NV center, more details about this can be
found in Chapter 2.

The frequency components associated with this oscillation are obtained with a
Fourier analysis, as shown in Fig. 1.6(d). The three peaks correspond to the each of

the three hyperfine states mI . Notice that the frequency ω
(mI)
R /2π associated with

each transition is of the order of MHz, instead of GHz as from the ESR experiments.
Though, we need to remember that the phase of the |0〉 and |1〉 states is defined in
the microwave rotating frame, in such a way that an on-resonant microwave pulse
acts as quantum gate without adding a phase related to the duration of the pulse
itself. Hence, the energy difference between the two states is ~(ω

(mI)
R + ωmw), where

ωmw is the microwave frequency of the π/2 gates.

In order to avoid mistakenly taking as positive the value of ω
(mI)
R , when it actually

represents a frequency component lower than ωmw, we can add a phase modulation
ωph = 2π(7.5 MHz) to the second half-π pulse, which effectively changes the rotating
frame of the measurement, meaning that the energy difference for each transition
becomes ~(ω

(mI)
R −ωph+ωmw). The results and analysis from the Ramsey experiment

with phase modulation in the second mw pulse are shown in Fig. 1.6(c) and (e).
The main advantage of using this interferometric technique is that the result is

not power broadened, as it is, in contrast, in the case of the ESR experiment. This
means that the frequency resolution is increased, hence allowing to distinguish and
measure with higher precision the central frequency and amplitude of the transitions
for each of the hyperfine components. The amplitude of the transition is related to
the population originally found in the specific hyperfine states |0,mI〉. As we will
see later on, knowing the hyperfine populations after the initialization is necessary
to align the external bias field with the NV quantization axis.

1.4 Lindbladian master equation for NV photo-

dynamics

The NV center photodynamics can be described with a seven-level model [61]. This
section includes the theory behind this model, and an example on how to experimen-
tally characterize the model free parameters. A numerical implementation (Python)
of this model can be downloaded from Ref. [69].

1.4.1 Bases of the seven-level model

The model uses a spin Hamiltonian to describe the coupling between the NV center
and a green laser pulse that connects the ground (3A2) and excited (3E) levels.
The two singlet states 1E and 1A1 are merged into one single metastable state (see
Fig. 1.7). The hyperfine interaction is neglected. The generalization of this model
to include such interaction can be done following the proposal in Ref. [70].

The spin dynamics is described by a set of optical Bloch equations for a seven en-
ergy level model. In the following, the order of the levels is {g+1, g0, g−1, e+1, e0, e−1,m},
where g stands for ground, e for excited, and m for metastable. The set of param-
eters that completely describes the system is X = {Γeg,Γ1m,Γ0m,Γm0, θ}, together
with the excitation rate Γabs. Γeg is the spontaneous spin-conserving emission rate
and Γge = pabsΓeg represents the rate for the electric dipole absorption and stimu-
lated emission, with absorption probability pabs. Note that Γabs ∼ Γeg, the difference
being given by corrections due to spin non-preserving radiative transition with rates
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Figure 1.7: Energy levels involved in the excitation and relaxation process during
the absorption of green laser light (not to scale). Solid lines represent radiative
transitions, while dotted lines represent non-radiative decays. All the solid black
arrows are associated to the same decay (resp., excitation) rates Γeg (resp., Γge),
while all the gray arrows are associated to the decay (resp., excitation) rates γeg
(resp., γge).

γeg. Thus, tan2 θ = γge
Γge

= γeg
Γeg

is the relative probability for a spin non-conserving

radiative transition to occur. Additional non-radiative transitions involve the spin
singlet state, with decay rates Γ1m,Γ0m from mS = +1 and 0, respectively, towards
the metastable, and Γm0 from the singlet towards the mS = 0 in the ground state.
All the possible transitions are schematically represented in Fig. 1.7.

The global Hamiltonian describing the radiation-matter coherent interaction for
the system, in the laser frequency rotating frame, is represented through the matrix

H7 =




0 0 0 Γge γge 0 0
0 0 0 γge/2 Γge γge/2 0
0 0 0 0 γge Γge 0

Γge γge/2 0 0 0 0 0
γge Γge γge 0 0 0 0
0 γge/2 Γge 0 0 0 0
0 0 0 0 0 0 0




. (1.7)

The spontaneous decays are described by a Lindbladian super-operator, whereby
the sum of all the decay routes written in matrix form is:

∑

k

Lk =




0 0 0
√

Γeg
√
γeg/2 0

√
Γm1

0 0 0
√
γeg

√
Γeg

√
γeg

√
Γm0

0 0 0 0
√
γeg/2

√
Γeg

√
Γm1

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0

√
Γ1m

√
Γ0m

√
Γ1m 0




. (1.8)

Accordingly, the density matrix evolution follows the quantum Liouville equation

d%

dt
= −i[H7, %] +

∑

k

Lk%L†k −
1

2
L†kLk%−

1

2
%L†kLk, (1.9)

where the sum is done over all the Lindbladian jump operators, i.e., every non-zero
element in matrix (1.8). This equation can be solved numerically to obtain the time
dependence of the system density matrix.
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Figure 1.8: Measured photoluminescence (PL) intensity as a function of the green
laser illumination time, for a given laser power `p. The experimental data for both
the initial states mS = 0 (orange dots) and mS = +1 (blue dots), and for the three
different `p values was simultaneously used to fit the parameters X and pabs of the
seven-level model. The numerical simulation with the fitted parameters is shown
as solid black lines. The relatively slow rise time of the signal is due to the 80 ns
integration time of the SPD (readout).

Finally, it is possible to include a coupling between the mS = 0 and mS = +1 (or
mS = −1) ground states mediated by a resonant mw excitation. This is only valid
when the laser is off, since the rotating frame is different for these two couplings.
With this aim, the Hamiltonian H2 (see Eq. 1.5) can be easily extended to this seven
level model. This becomes useful for the simulation of qubit gates applied before or
after the interaction with laser pulses, or even a continuous driving with short laser
pulses interactions, as will be the case in upcoming chapters.

1.4.2 Experimental characterization of the model free pa-
rameters

As described in the previous section, the seven level model is completely character-
ized by five parameters X = {Γeg,Γ1m,Γ0m,Γm0, θ} – four decay rates and an angle
that defines ratio between forbidden and non-forbidden radiative transitions. For
the characterization of these parameters, one can measure the emitted red photo-
luminescence (PL) in terms of the illumination time with green laser light [71].
Results of such experiment are shown in Fig. 1.8, as well as the simulations after
fitting the parameters in X, which values are reported in Tab. 1.1. The excitation
rate depends on the intensity of the green laser, in particular for the three different
experiments shown in Fig. 1.8, we found that 0.2Γge ≤ Γabs ≤ 0.45Γge. The lifetime
of the excited states is 1/(Γeg+Γ1m) ∼ 7 ns for mS = ±1, and 1/(Γeg+Γ0m) ∼ 12 ns
for mS = 0.

1.5 Aligning the external bias field

All the NV center-based experiments are performed in the presence of an external
bias field that, as already mentioned, modifies the energy levels of the NV electronic
spin via Zeeman effect. A strong bias fields (around 510 G) also enables dynamic
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Table 1.1: Parameters resulting from the fit of photo-luminescence with the seven-
level model. The decay rates correspond to the transitions represented in Fig. 1.7.
The value of θ results in a forbidden/non-forbidden transition ratio tan2 θ ' 0.038.
Notice that the parameter Γeg was fixed to a previously reported value.

Parameter Rate

Γeg 77 MHz [71]

Γ1m 60.4± 0.3 MHz
Γ0m 9.39± 0.05 MHz
Γm0 9.6± 0.05 MHz
θ 0.193± 0.011 rad

nuclear polarization of nitrogen [64, 72] at the excited-state level anticrossing (ES-
LAC). However transverse bias field components have detrimental effect since they
induce spin-mixing of the spin levels, and reduce the NV photoluminescence inten-
sity and the contrast of optically-detected ESR [73]. A meticulous alignment of the
bias field along the NV quantization axis is therefore an essential prerequisite of
most of single-NV experiments. In our setup, the bias field is produced by a perma-
nent magnet mounted on a translation and rotation stages. This Section describes a
procedure used to finely align the magnet to minimize transverse field components.

1.5.1 Increase field while tracking down the ESR transition
frequency

In this section we show the procedure to track down the mS = 0 ↔ mS = ±1
transition frequency while moving the magnet closer to the diamond. This is useful
when a reference position of the magnet for high fields is not known, for example,
when mounting a new diamond or the same diamond with a different orientation.

Starting from the farthest possible position of the magnet with respect to the
diamond, the ESR signal should show a deep near to the ZFS Dg ' 2.87 GHz. From
this reference point, one should slightly move the magnet closer to the diamond, in
steps of a few millimeters. In this way it is possible to slightly change the frequency
window explored with the ESR experiment, and follow the transition while moving
the magnet, as shown in Fig. 1.9(a). Notice that for these measurements it is
convenient to use high power mw in order to power broaden the hyperfine transitions
up to the case where only a single broad deep is visible in the ESR signal. When the
transition frequency ωESR has been measured, an approximate value5 of the bias field
at the NV center position can be calculated as B = (Dg−ωESR)/γe. The estimated
magnetic field with respect to the magnet position is shown in Fig. 1.9(b). Notice
that from this plot it is possible to conclude that the amplitude of the magnetic field
approximately behaves as 1/d2, where d is the magnetic-diamond absolute distance
However, we expect that this behavior, associated with a spherical symmetry or a
point charge source, will not continue for d → 0, due to the cubic shape of the
permanent magnet.

Once identified the ESR resonance, a rough alignment of the magnet along the
NV axis can be performed by exploiting the rotation mount stage, which we align

5The approximated value becomes closer to the exact value as the magnetic field becomes better
aligned with the spin quantization axis.
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Figure 1.9: (a) ESR measurements to track down the mS = 0 ↔ mS = ±1 tran-
sition frequency while moving the magnet closer to the diamond. The (inverted)
normalized PL amplitude ∆PL of the ESR transition line is plotted in terms of the
mw frequency νmw for each of the magnet–diamond relative distance dr, measured
along the Z-direction of the translation stage. The dashed line represents the be-
havior of the transition frequency ωESR in terms of dr. (b) Magnetic field, estimated
from ωESR (see text), in terms of the magnet–diamond relative distance. The verti-
cal dashed lines show the position at which the stick holding the magnet was moved
from one screw hole to the next one in the XYZ translation stage. The relative dis-
tance equal to zero represents having the magnet in the first hole of the stage with
the micrometer screw in the z = 0 mm position. The fitted function is f(d) = a/d2,
where a = (7.7 ± 2.4) × 103 G mm is an amplitude factor, and d = dr − d0 is the
magnetic-diamond absolute distance, with d0 = (−21.7± 0.4) mm.
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Figure 1.10: Results from ESR measurements to align the rotation stage holding
the magnet. The optimal position of the rotation stage is achieved by maximizing
either the contrast of the measured ESR signal (a) or the difference between the
ZFS and the transition frequency ωESR (b). In both cases a parabolic fit was used
to find the center of the distribution, which corresponds to (78± 1)o.

by maximizing the ESR contrast. We use high microwave power to observe a single
power-broadened deep ESR peak independently of the polarization degree of the
nuclear spin. Besides maximizing the contrast, an equivalent option is to maximize
the difference between the measured transition frequency ωESR and the ZFS. In
Fig. 1.10 we show both quantities in terms of the rotation stage angle. In this
particular dataset, the external magnetic field amplitude was approximately 124 G,
and the ESR experiments where performed for the mS = 0↔ mS = +1 transition.

Once the rotation stage has been aligned, it is not necessary to change its angle
to align the magnetic field at any other position of the Z-stage.

A finer alignment of the magnetic field orientation can be obtained by moving
the micrometric X-Y mount stages of the magnet, and monitoring polarization of
the nuclear spin projection mI , induced by optical pumping due to the presence of
the excited state level anti-crossing (ESLAC) [64]. For magnetic fields near to the
ESLAC (around 510 G) the degeneracy of the mS = 0 and mS = −1 spin projections
in the excited state 3E, together with the the transverse hyperfine coupling, induce
electron-nuclear spin flip-flops [72], which after several excitation-relaxation cycles
results in the polarization of the nuclear spin. Also far away from the ESLAC [74] a
non perfect polarization of the nuclear spin is still measurable. When the magnetic
field has a transverse component, the effectiveness of this polarization mechanism is
reduced. Hence, the alignment protocol is based on measuring the mI population
distribution while changing the position of the magnet with the X- and Y-stages. A
Fourier analysis of a Ramsey experiment enables to accurately measure the polar-
ization ratio, defined as PmI

≡ amI
/(a+1 + a0 + a−1), where amI

is the area below
the measured transition line, as shown in Fig. 1.11(a) and (b). In Fig. 1.11(c) we
show a two dimensional map of the polarization ratio P+1 in terms of the X and
Y positions of the translation stage. The magnetic field is aligned at the position
where P+1 is maximized.
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Figure 1.11: Results of the Ramsey experiment used to align the external magnetic
field at approximately 203 G. (a,b) The FFT of the Ramsey signal shows the tran-
sition lines for each of the mI projections. These experiments where performed for
the mS = 0 ↔ mS = −1 transition. A Lorentzian function is fitted to extract the
area amI

of each transition line. (c) Map of the polarization ratio P+1 for different
positions of the translation XY-stage, in order to find the position that maximizes
P+1. A red circle and a red square represent the position of the translation stage
for the measurements shown in (a) and (b), respectively.
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Part I

Noise spectroscopy
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Chapter 2

Noise spectroscopy of a
quantum-classical environment
with a diamond qubit

As quantum sensors, NV-based sensors exploit quantum resources to enhance the
detection of physical signals. They have been successfully used for measuring mag-
netic and electric fields [5, 12, 13], temperature[14, 15], rotation [16], strain and
pressure [17], and more. Remarkably, NV magnetometers have been demonstrated
to be capable of measuring very localized ultra weak AC fields, achieving sensitivities
of the order of pT/

√
Hz with ensemble devices [14] in ambient conditions. However,

the great sensitivity to external magnetic fields implies that the NV center is also
coupled with environmental noise, which limits its sensing capabilities by reducing
the coherence of its quantum states. The knowledge of the inherent noise of any
quantum device is therefore an essential prerequisite to define its performances and
optimize its functioning through tailored error correction strategies. When dealing
with spin-qubit sensors in the solid state, noise-tailored protection protocols are cru-
cial to prolong the spin coherence and improve the sensor performance. For a bulk
diamond with natural abundance of carbon, as the one used in this work, dephasing
in the NV center triplet ground state is mainly caused by the coupling with a 13C
nuclear spin bath with characteristic time (at room temperature) T ∗2 ∼ µs [75].

In this Part of the thesis, we experimentally demonstrate the capabilities of a
protocol used to characterize this nuclear spin bath. This protocol is particularly
interesting because it is not based on the assumption of weak coupling with the noise
source. Crucially for quantum devices, we show that the acquired knowledge of the
spin bath can reliably predict the NV spin dynamics, even under drivings that differ
from the ones used for noise spectroscopy.

In Sec. 2.1, a brief introduction to this work is given, that includes the contextu-
alization of the current work with respect to other recent research. In addition, the
section introduces basic concepts of quantum control applied to spectroscopy. Sec-
tion 2.2 contains the theory to formally describe the nuclear spin environment and
its interaction with the NV center. The experimental protocol, results and analysis
concerning the characterization of the environment is given in Sec. 2.3. Section 2.4
includes a discussion about the limits of a classical model used to describe the spin
bath. The predictive power of the characterized environment is explored in detail
in Sec. 2.5. Finally, section 2.6 contains the summarized results and conclusions of
this work.

The content of this chapter has been partially published in different journals.

23



Figure 2.1: The NV electronic spin (blue sphere) is sensitive to 13C impurities in the
diamond (orange spheres), including isolated nearby spins and a larger ensemble spin
bath (orange shadow). The spin sensor is formed by the electronic spin projections
{0,−1} of the orbital ground state 3A2.

The recent advances in quantum control assisted quantum sensing and spectroscopy
of magnetic fields with an NV center are discussed in Ref. [76]. The main project
described in this Part of the thesis concerns the characterization of the NV center
environment formed by randomly oriented 13C nuclear spins, that collectively act
as a spin bath inducing decoherence to the NV spin qubit. This was reported in
Ref. [77]. Three proceedings articles were published for a brief description of the
environment noise spectroscopy [78], and the application of the acquired informa-
tion from the environment to optimize the sensing capabilities of the qubit as a
magnetometer [79, 80].

2.1 Noise spectroscopy methods

The spectral characterization of a magnetic field can be conducted through the anal-
ysis of relaxation and dephasing processes occurring to the probe system itself due
to the interaction with the target field. Relaxometry consists in the measurement
of the relaxation rate of the sensor that is connected with the spectral density of
a signal S(ω), linearly in the first order approximation. This method—introduced
in nuclear magnetic resonance (NMR) [81]—has been exploited with NV sensors to
investigate especially high-frequency noise, through on the measurements of the T1

relaxation time [82–86]. The alternative approach, commonly used for the noise spec-
troscopy [87–91], relies on the systematic analysis of the sensor decoherence under
sets of dynamical decoupling (DD) control sequences [92–95]. Periodic DD sequences
realize narrow frequency filters that select only a specific noise contribution, while
canceling all other interactions. This method has been used for noise identifica-
tion with spin qubits in diamond [96–98], superconductive flux qubits [99], trapped
ions [100], and nanoelectronic devices [101]. Most of these noise spectroscopy meth-
ods assume the environment to be a classical stochastic bath [90, 95, 102]. In
addition these methods rely on the assumption that the noise is weak enough to
allow relatively long qubit coherence time under the applied control.

Here, we experimentally demonstrate a protocol for characterizing the qubit en-
vironment that overcomes the challenges arising when those assumptions are not
verified. We implement the protocol using the electron spin qubit associated with a
single Nitrogen-vacancy (NV) center in diamond, which has emerged as a powerful
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Figure 2.2: Base DD sequence used to characterize the nuclear spin environment.
The π pulses are applied inside a Ramsey scheme in order to measure the NV spin
coherence. The DD sequence corresponds to an XY-8 sequence [103], where the
phase φ of each π pulse is alternated between πx (φ = 0) and πy (φ = 90◦). This
base sequence can be repeated to obtain DD sequences with n impulses, where n is
a multiple of 8. The bottom line shows the modulation function yn(t), which acts
as a control field.

platform for quantum technologies [2, 10]. In the presence of a static bias field B
aligned along the NV axis, we can restrict the description to an NV spin subspace,
{|0〉, |−1〉}. The NV qubit displays a complex environment, comprising 13C nuclear
spins randomly distributed in the diamond lattice. The thermal and quantum fluc-
tuations of this environment, and the distribution of environment-qubit interaction
strengths make this an extremely rich scenario where to test our protocol. The en-
vironment can be divided into a small set of resolved 13C, and a large ensemble of
unresolved 13C that we treat as a collective bath [Fig. 2.1]. We can further tune the
ratio between the environment internal energy and its coupling to the NV center by
varying the strength of an applied external magnetic field, thus exploring different
bath regimes [96].

2.1.1 Dynamical decoupling for noise spectroscopy

The coherent interaction with fully resolved nearby nuclear spins, and the dephas-
ing induced by the nuclear spin bath are characterized by performing a systematic
analysis of the qubit coherence under a set of DD control protocols. The origin
of DD protocols can be trace back to the 1950’s, when they were used in the field
of nuclear magnetic resonance (NMR) [104–107]. The elementary DD protocol is
Hanh’s spin-echo [104], where a π pulse is applied halfway of the spin precession in
order to time reverse the spin evolution, so that the phase accumulated in the two
time segments cancels out. This concept can be extended to multiple refocusing π
pulses that repeatedly flip the qubit spin. The time distribution n of π pulses defines
a control field, that is described by a modulation function yn(t) with a sign switch
at the position of each π pulse, indicating the direction of time evolution, forward
or backward, as schematized in Fig. 2.2. This results in narrow frequency filters
that select only a specific coupling and frequency to be probed, while decoupling
the system from the rest of the environment, which is ideal for spectroscopy. The
set of π pulses of the DD sequence is incorporated in a Ramsey interferometer (see
Sec. 1.3.3) in order to map the phase acquired by the NV spin into the residual
population of the state |−1〉

Pn(T ) =
1

2
(1 +Wn(T ))) , (2.1)
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where n is the number of pulses of the DD sequence, T is the sensing time, and Wn is
the residual coherence of the qubit. The qubit coherence can be factorized into two
independent contributions Wn = W c

n ·W d
n , where W c

n describes coherent interactions,
and W d

n englobes the presence of decoherence. In the present study, the first factor
corresponds to the coherent coupling with a small set of single nuclear spins that
can be individually resolved. The coupling between the NV spin and each of these
nuclear spins was characterized using the methodology proposed in Refs. [23–25].
On the other hand, the dephasing caused by the interaction with the nuclear spin
bath is ruled by a stochastic variable with power spectral density S(ω), also known
as noise spectral density (NSD) [Sec. 2.2]. As a result of this interaction, the qubit
coherence is destroyed W d

n (T ) = e−χn(T ), where the decoherence function

χn(T ) =

∫
dω

πω2
S(ω) |Yn,T (ω)|2 (2.2)

is the convolution between the NSD and the square modulus of the filter function

Yn,T (ω) ≡
∫ T

0

dt

T
e−iωtyn(t). (2.3)

Hence, in order to measure the NSD S(ω) it is necessary to perform a deconvolution
analysis. A perfect monochromatic filter function would greatly reduce the difficulty
of this task. However, this would require virtually infinitely long measurement
times, which is not only impractical, but also impossible because the decoherence
itself limits the available measurement time. A realistic approach involves using
a Carr-Purcell (CP) sequence [105], formed by a set of n equidistant π pulses,
with interpulse delay time 2t1 [Fig. 2.2]. This pulse train acts as a narrow quasi-
monochromatic and tunable filter, where t1 selects the pass-band frequency, while
n determines the filter width [108, 109]. In Sec. 2.3 we show how to simultaneously
characterize the NSD and the coupling with nearby nuclear spins, using CP-based
DD sequences. In Sec. 2.5 we demonstrate that this characterization of the nuclear
spin environment has predictive capabilities. In particular we predict and measure
the spin dynamics under a set of non-equidistant DD sequences, that has been
recently proposed as candidates to improve the coherence of a quantum sensor in
the presence of detrimental noise.

2.2 The nuclear spin environment

This section contains the theory used to describe the coupling between the NV center
electronic spin and its environment, formed by an ensemble of Carbon-13 nuclear
spins (I = 1/2), present in natural abundance (1%) inside the diamond lattice.

The interaction with nuclear spins is described in a similar fashion to the for-
malism used in Sec. 1.1 (see Eq. (1.2)). Notice that the hyperfine splitting is three
orders of magnitude smaller than the ZFS, meaning that hyperfine coupling will not
flip the electronic spin, i.e., the Sx, and Sy terms can be neglected [23]. This leads
to a system-environment Hamiltonian

H = H(NV) +
ωL
2

∑

k

σ(k)

z +
∑

k

Sz · ω(k)

h · σ(k)/2, (2.4)

where H(NV) = DgS
2
z + γeBSz depends only on the NV center electronic spin, ωL =

γ
(C)
n B is the Larmor frequency of the 13C nuclei, with γ

(C)
n = 1.0705 kHz/G being the
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nuclear gyromagnetic ratio, and ω(n)

h is the hyperfine-interaction frequency tensor.
The sum is done over all 13C nuclear spins that interact with the NV center. The
last term incorporates a small set of discrete couplings that can be fully resolved,
as later shown in section 2.2.1, and a broad unresolved distribution of couplings
that we describe as a collective bath. In the strong coupling regime, where the
typical coupling strength overcomes the environment internal energy (‖ωh‖ ≥ ωL),
the creation of entanglement between spin qubit and a large environment, with
subsequent tracing over of the environment, induces loss of qubit coherence [77, 96].
In the weak coupling limit, ‖ωh‖ � ωL, the environment can be modeled as a
classical stochastic field, as we will describe in the following section, also leading to
a non-unitary qubit dynamics characterized by dephasing.

2.2.1 Interaction with single nuclear spins

Now we focus on the interaction between the NV electronic spin, and a single 13-
carbon nuclear spin. Eq. (2.4) can be recast as H = H(NV) +H(NV-C), where H(NV-C) ≡
1
2

(
ωLσ

(C)
z + ω

‖
hSzσ

(C)
z + ω⊥h Szσ

(C)
x

)
. Notice that this Hamiltonian is diagonal for the

electronic spin S. In addition, we set H(NV) = 0 without loss of generality, due to
the fact that [H(NV),H(NV-C)] = 0. Therefore, the Hamiltonian can be written as

H =
∑

mS

|mS〉〈mS| ⊗ HmS
, (2.5)

where the nuclear spin Hamiltonian HmS
is conditioned by the state of the electronic

spin

HmS
=

1

2

(
(ms ω

‖
h + ωL)σ(C)

z +ms ω
⊥
h σ

(C)

x

)
. (2.6)

As mentioned before, during this work we restrict the description to an NV spin
subspace, {|0〉, |−1〉}. The initial electronic state, after the first Ramsey π/2 pulse,
is |ψS〉 = (|0〉+ |−1〉) /

√
2. The nuclear spins are completely unpolarized, therefore

the initial state of the bipartite system is

ρ0 = |ψS〉〈ψS| ⊗ 1I/2. (2.7)

The evolution of the system for a sequence of n pulses is given by

ρ(T ) = U(tn+1)
(←−

Π n
j=1XU(tj)

)
ρ0

(
Πn
j=1U

†(tj)X
)
U †(tn+1) (2.8)

where the system evolves under the unitary evolution operator U for the time inter-

vals tj between two consecutive microwave pulses (
←−
Π denotes time ordered product

from right to left), and X represents the pauli-X gate that associated with an ideal
π pulse:

U(t) ≡ e−itH =
∑

mS

|mS〉〈mS| ⊗ e−itHmS (2.9)

X ≡ (|0〉〈−1|+ |−1〉〈0|)⊗ 1I = σ(NV)

x ⊗ 1I (2.10)

The measurement of the electronic spin coherence under a DD sequence (embed-
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ded in a Ramsey scheme) is written as

M(T ) = 〈σ(NV)

x 〉
= TrS [ρ(NV)(T )σ(NV)

x ]

= 2R(〈0| ρ(NV)(T ) |−1〉)
= 2R(〈0|TrC [ρ(T )] |−1〉)

= 2R

(
〈0|
∑

mI

〈mI | ρ(T ) |mI〉 |−1〉
)

= 2R

(∑

mI

(〈0| ⊗ 〈mI |)ρ(T )(|−1〉 ⊗ |mI〉)
)
, (2.11)

where R stands for real part, and we have used that ρ(NV)(T ) = TrC [ρ(T )], and
TrC [·] =

∑
mI
〈mI | · |mI〉. The combination of equations (2.7) to (2.11) implies that

M(T ) = R

(∑

mI

〈mI |U0

(
〈m(n,0)

S |ψS〉 〈ψS|m(n,−1)
S 〉

)
U †−1 |mI〉

)
(2.12)

where |m(n)
S 〉 represents the result of applying n flips to the electronic spin state

|mS〉 (|m(n)
S 〉 = |mS〉 for even-n), and

U †−1 ≡
{
eit1H−1eit2H0 . . . eitnH0eitn+1H−1 , (even n)

eit1H0eit2H−1 . . . eitnH0eitn+1H−1 , (odd n)
(2.13)

U0 ≡
{
e−itn+1H0e−itnH−1 . . . e−it2H−1e−it1H0 , (even n)

e−itn+1H0e−itnH−1 . . . e−it2H0e−it1H−1 , (odd n)
(2.14)

Notice that 〈m(n,0)
S |ψS〉 〈ψS|m(n,−1)

S 〉 = 1
2
, for any n, because the initial electronic

state |ψS〉 is a perfect superposition. Meaning that the electronic spin coherence
under a DD sequence while interacting with a single nuclear spin is given by

Mn(T ) =
1

2
RTr

(
U0U

†
1

)
. (2.15)

Hence, we are only required to characterize the coupling strength components,
ω
‖
h, and ω⊥h , in order to predict the NV spin dynamics under different kinds of

DD sequences. Equation (2.15) will be used in Sec. 2.5 to compare the simulated
dynamics with experimental data.

In order to characterize the coupling strength we use a CP sequence with an
even number of π pulses, in this case Mn(T ) can be calculated analytically [23–25],
leading to

M (CP)
n (2nt1)=1−2

(
ω⊥h
ω1

)2

sin2

(
ω1t1

2

)
sin2

(
ωLt1

2

)
sin2

(
nφ
2

)

sin2
(
φ
2

) , (2.16)

where 2t1 is the time between pulses, ω1 =

√
(ms ω

‖
h + ωL)2 + (ω⊥h )2 is the frequency

seen by the spin in the ms = ±1 state, and the phase φ is the modulation frequency
of the transition probability as a function of n, given by

cosφ =
ms ω

‖
h + ωL
ω1

sin(ω1t1) sin(ωLt1)− cos(ω1t1) cos (ωLt1) . (2.17)
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In Sec. 2.3, we use this formalism to experimentally characterize the coupling strength
with three different nearby 13C nuclear spins. From those measurements, we ob-
served that φ is small for times t1 corresponding to the minimum values of M

(CP)
n .

Note that equations (2.16) and (2.17) are equivalent to the ones in Refs. [24, 25]
with the simple transformation φ→ φ′ = π− φ. Both of these conventions are con-
sistent with the model and suitable to evaluate the two components of the hyperfine
strength, because they assume the same M

(CP)
n values for even integer n; nonethe-

less, they result in a very different periodicity of Pn as a function of n, making the
analysis of the data very different in terms of the convergence of the fit.

2.2.2 Classical model for a quantum bath

The collective effect of the spin bath is to induce decoherence into the NV spin. It
has been proved that any decoherent process acting on a qubit (or qutrit) can be
described by a random unitary map (RUM) [110, 111], even when it arises from an
underlying quantum bath. In general, this classical description of the interaction is
non-predictive, since the RUM may depend on the quantum control applied to the
qubit. Remarkably, for the spin bath considered in our work, we have found that
the classical model becomes predictive in the limit of weak coupling between the
system and the environment.

A fully detailed prove on how to convert Eq. (2.4) into a RUM can be found in
Ref. [77] (Supplemental material, Sec. S-II). Here we will present the general idea,
without going into too much details. As for the previous section, the system+environment
Hamiltonian can be rewritten as

H =
∑

mS

υmS
(t) |mS〉〈mS| ⊗BmS

. (2.18)

Here υmS
(t) is a scalar representing the coupling to the mS state of the NV spin,

which can be time dependent if pulsed control is applied on the system, and

BmS
=

1

2

∑

k

(ms ω
k,‖
h + ωL)σ(k)

z +ms ω
k,⊥
h σ(k)

x . (2.19)

Again, in a similar fashion to what we did in the previous section, and assuming
that the system is initially prepared in a superposition state |ψS〉 = (|0〉+ |−1〉) /

√
2,

then the spin coherence in a Ramsey-like sequence is given by

W d(T ) = R[TrB(U0,B ρB U
†
1,B)] (2.20)

where UmS ,B are the unitary evolution operators for the bath subspace, conditioned
on the state of the system mS. For a bath of non-interacting nuclear spins and for a
DD sequence such as CPMG with n cycles, the NV coherence can be finally written
as [77]:

W d
n (T ) = exp

[
−2
∑

k

|ωk,⊥h |2
sin4

(
TωL

4

)
sin2 (nTωL)

ω2
L cos2

(
TωL

2

)
]

(2.21)

These results can be modeled by assuming the presence of a classical magnetic
field, with a static component with rms ∆B2 =

∑
k |ω

k,‖
h |2 (which gets refocused

by DD sequences) and a stochastic one, with spectrum S(ω) =
∑

k |ωk,⊥h |2δ(ω −
ωL). This model has predictive powers for any pulsed DD sequence, under the
assumption that we neglect the higher orders of the interaction between the NV
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electronic spin and the spin bath. The condition for neglecting the higher orders
is related to the ratio ‖ωh‖/ωL (or, in the case of DD sequences, ω⊥h /ωL). Here,
bath couplings without an index indicate the “typical” interaction strength (indeed,
a discrete number of more strongly coupled bath spins could be treated separately,
following their coherent evolution, as done in the previous section). For strong noise
(‖ωh‖ ≈ ωL), where one needs to take into account higher order terms, it would still
be possible to find a classical model but the model must be varied every time one
selects a different control scheme, even when we limit the control to π-pulses (DD
sequences).

The bases presented in the previous, and in this section are enough to spectro-
scopically characterize the nuclear spin environment around the NV center.

2.3 Spectral characterization of the environment

As mentioned in Sec. 2.1, the spectral characterization of the environment was
achieved by performing a systematic spectral analysis of NV spin coherence under
DD sequences with equidistant pulses. In particular, we use the XY-8 sequence [103]
as base cycle, as it is designed to improve robustness against detuning and imper-
fections of the π-pulse shape. The time between consecutive pulses is defined as
2t1 (see Fig. 2.2), leading to a total sensing time T = 2nt1. An example of the
measurement of the residual population Pn (see Eq. (2.1)) as a function of the time
between pulses is shown in Fig. 2.3(a). In these particular measurements, the num-
ber of pulses was fixed to n = 8, 16, and 24 pulses, meaning that one, two, or three
consecutive XY-8 sequences where applied, respectively. There are two different
kinds of loss (collapses) of the electronic spin coherence. The collapses due to the
interaction with the spin bath are the broad ones and go down to Pn = 0.5, as the
one marked with a black diamond in Fig. 2.3(a). The analysis of these collapses give
access to the noise spectral density (NSD) modeling the large spin bath, as shown in
the next section. Narrow collapses (marked with with a square) can reach Pn < 0.5
and originate from the interaction with individual strongly coupled nuclear spins.
Characterizing the two contributions to the signal loss gives us a full picture of the
spin environment. The overall coherence decay for t1 values ‘outside’ the collapses
(marked with with a star) is caused by a combination of decoherence (T2) and spin
relaxation (T1), depending on the number of applied pulses.

The difference between the bath induced decoherence, and the coherent coupling
with single nuclear spins is even more evident when the interpulse time t1 is fixed
and the behavior of the coherence in terms of the number of pulses is observed.
While the collective spin bath induces an exponential decay of Pn [Fig. 2.3(c)], the
coherent coupling to nearby nuclei generates coherent oscillations [Fig. 2.3(b)]. In
the Sec. 2.3.1 we show how to reconstruct the NSD from the measurement of the
exponential decay time of the signal. On the other hand, in Sec. 2.3.3 we show how
the coherent oscillations give enough information to extract the coupling strength
with a single nuclear spin.

2.3.1 Characterization of the NSD

For now, we will focus on the loss of coherence in order to characterize the NSD of
the spin bath. The exponential decay of the qubit coherence allows the extraction
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Figure 2.3: Spin coherence, mapped into population Pn [Eq. 2.1], as a function of
t1 with n fixed (a), or as a function of n with t1 fixed (b-c). (a) The evolution
of Pn for n = 8, 16, and 24. Notice that for different n values, the collapses occur
at the same t1 values, although the total measuring time T = 2nt1 is different.
The collapses become narrower when n increases, this is a signature on how the
filter function becomes narrower for larger n. The orange line is a simulation of the
spin qubit dynamics once the environment was completely characterized [Sec. 2.5].
(b) Fixed interpulse time t1 = 242 ns (� in (a)). The coherent oscillation is caused
by the interaction with a nearby 13C nuclear spin [Sec. 2.3.3]. The orange dashed
line is a fitted damped cosine. (c) Fixed interpulse time t1 = 370 ns (� in (a)) and
t1 = 636 ns (F in (a)). The orange dashed line is the fit of an exponential decay
(1+e−T/T

L
2 )/2. The generalized coherence time TL2 [Sec. 2.3.1] is much shorter for t1

values near the collapses caused by the NSD and the harmonics of the filter function.
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Figure 2.4: Measurement of 1/TL2 as a function of ω = π/2t1, for B = 635(1) G (a-
b) and B = 208(1) G (c-d). Black dots are experimental 1/TL2 values peaked at
ωL/(2l + 1), with l ∈ [0, 1, 2, 3]. The blue line is a Gaussian distribution simultane-
ously fitted to the harmonics l = 1, 2, 3 or l = 1, 2, respectively for (a) or (c), from
which we extract S(ω) (red line) peaked at ωL.

of a generalized coherence time TL2 [88]

W (nt1) = exp

(
−2nt1
TL2

)
. (2.22)

The decay is faster for t1 corresponding to the spin bath characteristic frequencies
(coherence collapses), as shown in Fig. 2.3(c). The analysis of the measured spin
coherence for several different values of t1 and n, enables the estimation of the
generalized coherence time for each t1 value. An example of the results of this
analysis is shown in Fig. 2.4, where the fitted values of 1/TL2 are displayed as a
function of ω = π/2t1 (blue dots). On a first approximation, the filter function of
equidistant DD sequences is a Dirac delta Yn,T (ω) ∝ δ(ω − πn/T ), valid only for a
large number of pulses. Under this assumption, and merging equations (2.2) and
(2.22) we can write an approximated form of the NSD

S(ω) ∝ 1

TL2 (ω)
. (2.23)

Then, a practical protocol would be to map out TL2 varying t1 around the first
collapse, in order to reconstruct the NSD for frequencies near ωL (see Fig. 2.4),
where we expect the NSD distribution to be centered at. However, a strongly-
coupled spin bath leads to very fast decay (already at n < 8) for t1 around the first
collapse, so that using large number of pulses is not possible. Unfortunately, for low
number of pulses the filter function is too broad, which rules out the possibility to
approximate Yn,T (ω) as a delta function, and imposes the need of a more detailed
analysis.
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For a general DD sequence, the filter function [Eq. (2.3)] is written as [29, 112]

Yn(ω, T ) = 1 + (−1)n+1eiωT + 2
n∑

j=1

(−1)jeiωTδj (2.24)

where n is the number of pulses, T is the total time, and δj represent the times when
π-pulses are applied (by definition δ0 ≡ 0 and δn+1 ≡ 1). In the case of CP-based
sequences, δj = j/(n+ 1), from which it is possible to derive [93]

Yn(ω, t1) = 8
sin4 ωt1

2
sin2 nωt1

cos2 ωt1
(2.25)

For a fixed interpulse time t1, this filter function qualitatively works as a band-pass
filter roughly centered at ω0 ≡ π/2t1, with harmonics centered at ωh ≡ (1 + 2h)ω0

caused by the periodicity of the DD control sequence, where h is a non-negative
integer defining the order of the harmonics. The FWHM of the these bands behaves
as 1/n, therefore for large n this filter function can be approximated to a Dirac comb
with periodicity ∆ω = ω0. As a consequence, TL2 (ω) is affected not only by S(ω),
but also by higher harmonics [88, 89],1

1

TL2 (ω)
=

8

π2

∞∑

l=0

1

(2l + 1)2
S(ωl), (2.26)

giving the approximation in Eq. 2.23 for l = 0. Hence, given a specific NSD distri-
bution centered at a given Larmor frequency ωL, the distribution of TL2 (t1) will show
replicas of the NSD at ω0 = ωL/(2h + 1) with corresponding weights 1/(2h + 1)2.
An example of this is shown in Fig. 2.4, where the first two or three harmonics were
measured. Another way to understand the effect of the harmonics of the filter func-
tion is via the collapses on the spin coherence. The first collapse occurs for t1 values
that are close to π/2ω. This corresponds to the zero-order harmonic of the filter
function. The consecutive collapses occur for t1 ' (1 + 2l)π/2ω, in correspondence
with the higher harmonics of the filter function [Fig. 2.5].

Going back to the relation between TL2 and the NSD. Equation (2.26) gives us
a simple tool to overcome the limitation of the short coherence decay time in the
collapses time windows: We center each of the higher order harmonics of the filter
function around the expected NSD peak, and measure the generalized coherence
time. This partially attenuates strong noise that would saturate the coherence
decay and achieves a better approximation to a δ-function, as for fixed number
of pulses the filter function gets narrower at higher orders [Fig. 2.5]. Finally we
combine the information obtained from several harmonics in order to reconstruct
the NSD. In other words, we fit an an expected shape of the NSD to the TL2 data
using a modified version of Eq. (2.26) where the infinite sum is truncated to lmax,
the highest harmonic that has been measured. Measuring higher harmonics implies
increasing t1, hence the number of achievable harmonics to be used during this
characterization is limited by the relaxation time of the spin qubit. In the cases
shown in Fig. 2.4, the first two or three harmonics were used to reconstruct the
NSD. The measured NSD clearly shows a strong deviation from the TL2 values for
the zero order harmonic. In the following section we will demonstrate that S(ω) is
correctly reconstructed from higher harmonics.

1Notice that the definition of 1/TL
2 (ω) in Ref. [88] has an extra 1/2 factor. This is compensated

with the same extra factor in the definition of the coherence function (compare Eq.(4) in Ref. [88]
with Eq. (2.2)). Meaning that both conventions are self-consistent.
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Figure 2.5: Study of the filter function for equidistant DD sequences [Eq. (2.25)]
as a function of ω (with t1 fixed and n = 24). The vertical red line marks ωL
for B = 635 G. The dashed blue lines is an anticipated result that correspond to
ωL+ω

||
h/2, for three different nuclear spins with parallel coupling strength component

ω
||
h (see Sec. 2.3.3) The collapses in the spin coherence [Fig. 2.3(a)] occur when the

filter function overlaps with either the red line (spin bath), or the blue lines (single
nuclear spin). The interpulse time t1 for each plot is (a) τa = 242 ns (b) τb = 370 ns
(c) τc = 636 ns (d) τd = 3τb. The center of the filter function peaks moves towards
lower frequencies when t1 increases. The (a), (b) and (c) cases correspond to the
�, �, and F markers in Fig. 2.3, respectively. The case (d) represents the collapse
associated with the first order harmonic (l = 1).
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The parameters that describe the NSD, for different magnetic fields, are listed
on Table 2.1. They correspond to a Gaussian distribution

S(ν) = y0 + Ae−(ν−νL)2/(2σ2), (2.27)

where νL = ωL/(2π) is the Larmor frequency of the carbon nuclear spin bath.2

Table 2.1: Experimental results. Parameters obtained for the NSD peak using only
the 0-th order collapse and using higher harmonics.

B-field [G]
Higher orders: 1st & 2nd

y†0 A† ν†L σ†

635(1)* 0.0037(2) 0.38(5) 0.6799(8) 0.0085(7)

528(1) 0.0040(3) 0.48(7) 0.5647(7) 0.0062(6)

394(1) 0.0061(3) 0.42(6) 0.4220(6) 0.0048(5)

309(1) 0.0070(6) 0.53(7) 0.3306(6) 0.0059(5)

208(1) 0.0056(4) 0.60(8) 0.2212(4) 0.0043(4)

* For 635 G we also used the 3rd order harmonic.
† Values have units of MHz.

B-field [G]
0th-order

y†0 A† ν†L σ†

635(1) 0.0191(7) 0.35(8) 0.683(3) 0.018(2)

528(1) 0.0174(8) 0.16(3) 0.571(2) 0.019(2)

394(1) 0.0144(7) 0.25(4) 0.425(2) 0.017(1)

309(1) 0.0260(8) 0.21(3) 0.331(2) 0.018(1)

208(1) 0.016(1) 0.29(2) 0.223(1) 0.0187(8)
† Values have units of MHz.

Self-consistency of the method

To validate our protocol, we simulate the spin coherence W d
n (T ) = e−χn(T ) (see

Eq. (2.2)) under a simple noise model (a Gaussian centered at ωL), and verify that
1/TL2 obtained from the 0th-order filter harmonics (l = 0) exhibits significant dis-
agreement with the original spectrum, whereas the l = 1, 2 harmonics are sufficient
to fully reconstruct the NSD peak.

We considered a Gaussian noise with NSD as in Eq. (2.27), with some preset
parameters [νL, A, σ, y0]. We then calculated the temporal dependence of the spin
coherence under control sequences with different numbers of equidistant pulses, as
shown in Fig. 2.6(a). Finally we used this coherence to extract TL2 values and
reconstruct the simulated NSD with the same procedure used to treat the exper-
imental data. This should prove the self-consistency of the method. As shown in
Fig. 2.6(b-e), the 0th order peak of the reconstructed spectrum from the simulated
data exhibits significant disagreement from the original spectrum. Using instead the

2In appendix 2.H we show the parameters in the case of a Lorentz distribution. We chose the
Gaussian distribution because the residuals were smaller.
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Figure 2.6: (a) Simulated coherence of the spin qubit under a DD sequence with
n equidistant pulses. The simulation was done using Eq. (2.2) with a NSD given
by Eq. (2.27) with the parameters in table 2.2 for B = 635 G. This simulation was
treated as data to reconstruct the original NSD. (b-e) Reconstruction of a model
NSD for B = 635 G (b-c) and B = 208 G (d-e), used to proof self-consistency
of the method. The black squares are 1/TL2 values resulting from the fit of the
simulated coherence. The dashed blue and solid green lines are the Gaussian fits
to the harmonics of orders l = 1, 2(, 3) and l = 0, respectively. The red line is the
original model NSD. Clearly the dashed blue and solid red lines have a very good
agreement, while the green line shows a strong deviation from the original model.
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1st and 2nd harmonics we reliably reconstruct the NSD peak (see Table 2.2). From
these results we can observe how the original NSD is not correctly reconstructed
from the 0th-order harmonic, meanwhile the first two harmonics are enough to ob-
tain the NSD with good precision. We also performed the same analysis taking the
first ten harmonics, with similar results. For the reconstruction, we simulated the
coherence only for n ≥ 8, including the points with n < 8 increases the percentage
error on the estimated amplitude and width by a factor of 100 and 40, respectively.
The estimation of the center was the same, within the error bars, in all cases.

Table 2.2: Comparison between three different simulated NSD and their correspon-
dent reconstruction from the simulated data. The NSD is defined by its center
νL = ωL/2π, amplitude A, width σ and offset y0. See Fig. 2.6 (c), and (e) for the
B = 635 G, and B = 208 G cases, respectively.

Original NSD
Reconstructed NSD

0th-order 1st&2nd-orders

B
=

20
8

G νL
† 221.2 220.8(1) 221.202(3)

A † 600 297(5) 600.9(5)

σ † 4.3 9.9(2) 4.304(3)

y0
† 5.6 6.23(4) 6.791(4)

† Values have units of kHz.

Original NSD
Reconstructed NSD

0th-order 1st&2nd-orders

B
=

63
5

G νL
† 679.9 680(2) 679.91(4)

A † 380 197(32) 381(2)

σ † 8.5 16(3) 8.70(4)

y0
† 3.7 3.66(4) 4.337(2)

† Values have units of kHz.

Original NSD
Reconstructed NSD

0th-order 1st&2nd-orders 1st–10th-orders

B
=

70
0

G νL
† 750 748(2) 750.0(2) 750.02(2)

A † 600 266(34) 601(13) 603(1)

σ † 9 21(4) 9.0(1) 9.01(2)

y0
† 5 5.00(5) 5.860(4) 5.983(2)

† Values have units of kHz.

In experiments, we extract the NSD lineshape from a Gaussian fit of 1/TL2 around
first and second order collapses. Figure 2.4(b,d) shows the obtained NSD lineshape
(red line), compared with data from the 0th-order collapse. We attribute the extra
broadening of 0th-order experimental data, compared with simulation, to the pres-
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ence of the least-strongly-coupled among the observed nearby nuclei, as discussed in
the Sec. 2.3.3. This carbon is clearly visible in higher-order harmonics, while is not
resolved in the 0th-order collapse, where it induces an overestimation of the NSD
width.

2.3.2 NSD in the strong coupling regime

The critical magnetic field, where the transition towards the strong coupling regime
occurs, is defined by ωL = γ

(C)
n B ≤ |ω⊥h |, being ω⊥h the orthogonal component of the

coupling strength between the NV center and the closest 13C nucleus. For a diamond
with natural abundance of 13C (∼ 1%) the critical magnetic field is expected to be
B ≈ 100 G [96]. For the NV center used during this work, the value of this critical

field should be B ' 148 kHz/γ
(C)
n ' 140 G [Tab. 2.4]. The measurements shown in

the previous section [Sec. 2.3.1] were performed for fields above this value. In this
section we will measure the NSD for lower magnetic fields, using the same protocol
used before in order to compare the results.

Measuring the generalized coherence time TL2 at low fields rapidly shows to be
a challenge, since in a spin-echo signal we see a strong loss of coherence, as can
be observed from the measurement of Pn=1 shown in Fig. 2.7(a). The collapses for

equidistant DD sequences occur at interpulse times t
(l)
1 = 1

2νL
(l + 1/2), where l is

the order of the filter function harmonics. Already at t
(0)
1 the coherence has been

reduced to almost one half. Moreover, the coherence has been completely lost for
times between the collapses of even and odd harmonics. The presence of revivals
still permits the measurement of the exponential decay of coherence for some specific
t1 windows, between odd and even collapses. Based on the results of Sec. 2.3.1, we
are only interested in measuring the generalized coherence time TL2 for harmonics
l > 0. It is important to notice that for n = 12 pulses, the coherence was completely
lost, so we were forced to use CP sequences with n < 8 in order to measure TL2 .
The results are shown in Fig. 2.7(b-c). From the data distribution, we expect to
be able to extract a good estimation of the offset, center and width of the NSD.
In contrast, we can expect a less precise estimation of the NSD amplitude with
respect to higher magnetic fields. The estimated parameters for the NSD are shown
in table 2.3, which are complementary to the cases for the weak coupling regime
shown in table 2.1. In Sec. 2.4 we will compare the results obtained in both regimes.

Table 2.3: Parameters obtained for the NSD peak in the strong coupling regime,
extracted from partial measurements of TL2 [Fig. 2.7].

B-field [G] y†0 A† ν†L σ†

78(1) 0.0072(5) 1.3(6) 0.0826(4) 0.0038(5)

132(1) 0.0080(8) 0.9(2) 0.1435(8) 0.006(1)
† Values have units of MHz.

2.3.3 Characterization of resolved nuclear spins

The reconstruction of the NSD from a classical model fails in some narrow time
windows, where the coherence presents sharp dips reaching even negative values
(Pn < 0.5). This allows us to identify the coherent coupling of the NV spin to a local
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Figure 2.7: (a) Measured coherence of the spin qubit under a spin-echo (SE) se-
quence for an external magnetic field B = (78±1) G. At this field, the zero-th order

collapse occurs at t
(0)
1 = (2.99 ± 0.04) µs (red dashed line). The next four orders

(black dashed lines) were used to measure the generalized coherence time TL2 . The
orange line is a simulation of the spin qubit dynamics once the environment was
completely characterized [Sec. 2.5]. (b)-(c) TL2 measured values for B = (78± 1) G
and B = (132 ± 1) G, respectively. The blue line is a fit for Eq. (2.26) used to
estimate the NSD parameters. The order l of the harmonics used for the fit are
indicated in each plot.
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small quantum environment, which becomes visible as the equispaced DD sequences
partially filter out the larger spin bath. The hyperfine interaction to single proximal
nuclear spins (Eq. 2.4) induces different phases for the two states |±〉 = (|0〉 ± | −
1〉)/
√

2 during the spin evolution time [23–25]. The residual NV spin coherence
then presents coherent modulations as a function of the pulse number [Fig. 2.3(b)],
which give information on the hyperfine coupling tensor between the NV spin and
nearby nuclear spins. In particular, the interpulse time t

(hf; l)
1 at which these coherent

evolutions are present (see � in Fig. 2.3) allows us to obtain an estimate of the

energy-conserving component of the coupling strength, ω
||
h = (2l+1)π

t
(hf; l)
1

− 2ωL [24],

where l = 0, 1, 2, . . . is the order of the harmonics. By fitting the modulations
with a periodic function M

(CP)
n (T ) [Eq. (2.16)], we extract a refined estimate of

the parallel and orthogonal components of the coupling strength for three different
13C nuclei (see Table 2.4). Note that we treat each coherently coupled 13C spin
separately, since nuclear-nuclear spins couplings are negligible. A more detailed
analysis (see e.g. refs. [21, 33]) could be used to identify as well couplings between
nuclear spins if they are strong enough to affect the dynamics.

Table 2.4: Coupling components of the NV spin to three 13C nuclei.

ω
‖
h/2π [kHz] ω⊥h /2π [kHz]
−698± 8 148± 13
−73± 4 59± 3
−25± 2 42± 1

The modulation amplitude shows sharp peaks as a function of frequency [Fig. 2.8].
Notice that for the third carbon, the least strongly coupled to the NV, the amplitude
of the modulation is centered very close to the Larmor frequency. As mentioned in
the previous section, this may induce extra broadening in the estimation of the NSD
when using 0th-order of the filter function. In addition, only the more strongly cou-
pled nucleus is visible with a Ramsey experiment, which gives a consistent but less
precise estimate of the coupling strength.

Characterizing the spin environment of a qubit is critical to achieve improved
error correction protocols. One could, e.g., exploit the coherently coupled nuclear
spins in the environment to create quantum error correction codes [113–116], that
could be further tailored to the measured noise spectrum [31]. An alternative strat-
egy is to optimize dynamical decoupling sequences [29, 117–120], for example to
allow both noise suppression and quantum sensing [28]. It is then essential to test
whether the reconstructed environment model has predictive power, as we will do
in Sec. 2.5.

2.4 Limits of the classical noise model

Having devised a practical protocol to reconstruct the NV environment, we imple-
ment it at different magnetic field intensities, where either classical or quantum
properties of the bath are expected to be visible [96]. While we expect the spin
bath effects on a central spin qubit to be always described by a classic noise source
model [111], noise spectroscopy allows us to mark the boundary between quantum
and classical regime. The bias magnetic field applied along the NV spin not only
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Figure 2.8: Amplitude of the observed coherent modulations, at B = (635 ± 1) G.
The points represent the experimental data and the lines represent the simulation
after the characterization of ω

‖
h and ω⊥h , using Eq. (2.16). The colors red, green and

orange represent the different nearby carbons, following the same order than the
Table 2.4. Panels (b), (d) and (f) show the modulation for the 0th-order harmonic
of the filter function; (a), (c) and (e) show the modulation amplitudes for higher
harmonics of the filter function. Note that the third carbon is so weakly coupled to
the NV spin, that the 0th-order is not distinguishable from the bath (see Fig. 2.5),
which is why there are no data points in (f). The presence of this carbon also
influences the strong extra-broadening of the data in Fig. 2.4(b). Adapted from [77].
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Figure 2.9: (a-b) Properties of the measured NSD peak across the quantum-to-
classical spin bath transition. Peak position (a), and area (b), obtained from a
Gaussian fit of the measured NSD, and reported as a function of the magnetic field
strength. The blue line in (a) is a linear fit, consistent with the expected coupling
frequency for a 13C spin bath. The vertical dashed line represents a guide for the
eye indicating a sudden change of the bath behavior–where the condition R� 1 is
no longer fulfilled. The gray horizontal region in (b) denotes the mean value ā and
standard deviation σa of the NSD area for B > 150 G. Values at field B < 150 G
deviate from ā by > 6σa. Adapted from [77].

changes the NSD central frequency (13C Larmor frequency ωL), but also its prop-
erties. In Fig. 2.9 we plot peak center, and area of the measured S(ω). The center
scales linearly with the magnetic field, with a slope of 1.069(2) kHz/G, the gyro-
magnetic ratio of 13C [Fig. 2.9(a)]. Remarkably instead, the NSD area [Fig. 2.9(b)]
show a discontinuity at B ∼ 150 G, where R ≡ ω⊥h /ωL ∼ 1, indicating a sudden
change in the bath properties that we can associate with the boundary between the
quantum and classical regimes.

In the weak coupling regime, when R � 1 for most nuclei, the unpolarized
nuclear bath can be described as formed by classical randomly-oriented magnetic
dipoles, as shown in Sec. 2.2.2. The orthogonal component of each nuclear dipole
σ⊥n undergoes Larmor precession around the external magnetic field. The coupling
to the spin qubit thus assumes the form of an effective dephasing Hamiltonian H =
γβ(t)σNV

z with β(t) a time-varying mean field with stochastic amplitude and phase,
which can be characterized by its NSD. In the following section, we will demonstrate
this by using the parameters of the NSD to simulate the NV spin dynamics and
comparing the result with experimental data.

In the strong-coupling regime, at B ≤ 150 G, we expect the bath dynamics
to be modified by the controlled NV dynamics due to the back action of the NV
onto the bath itself. The characterization of the environment using a full quantum
description would be a very difficult task. A system formed by a large number of
nuclear spins that interact with an NV center, and with each other is by itself a very
complex system to describe. Instead, as will be shown in Sec. 2.5.3, two different
classical models are enough to predict the NV spin dynamics, under a set of different
control fields, in the strong coupling regime.

42



2.5 Predicted spin dynamics

Having gained in principle a full picture of the NV spin environment – noise spec-
trum of the bath and coherent interaction with nearby impurities, we want to con-
firm this to be a predictive model of the spin evolution under different kinds of
time-dependent control, beyond monochromatic filters. We thus use the measured
spectrum and hyperfine couplings to simulate the spin coherence under different
kinds of DD sequences, and we compare this prediction to measurements.

We calculate the residual coherence after a given n-pulse sequence, Pn, as due
to both the spin bath and the m = 3 observed strongly-coupled single spins,

Pn(T ) =
1

2

(
1 + e−χn(T )

m∏

i=1

M (i)
n (T )

)
. (2.28)

Here, χn(T ) is obtained from the measured NSD for the correspondent magnetic
field, whereas Mn(T ) is extracted by evolving the spin under conditional evolution
operators, using Eq. (2.15) and the coupling strengths reported in table 2.4.

In Sec. 2.5.1 we show the case of equidistant pulses. In Sec. 2.5.2, we will show
the case of a couple of important non equidistant DD sequences [76].

2.5.1 Equidistant DD sequences predictions

As a preliminary test for the prediction capabilities of the characterized environment,
we compared the simulated dynamics under equidistant DD sequences with the
experimental data, obtaining a very good agreement [Fig. 2.10(a-b)]. In addition, we
exploited the spin triplet nature of the NV center to further validate the fact that the
reconstructed environment model is predictive independently of the qubit properties,
that is, the environment model extracted from the dynamics of the the two spin
states |0〉 and |−1〉 can predict also the dynamics of the ms = {0,+1} [Fig. 2.10(c)].
It is worth mentioning that all these datasets (and a second set shown in Fig. 2.14)
were obtained for DD sequences as the ones used to characterize the environment,
however non of these were directly used to fit the NSD parameters or the hyperfine
coupling strengths.

2.5.2 Non equidistant DD sequences predictions

DD sequences of equidistant pulses may exhibit suboptimal performances in several
cases, for example when probing multitone target fields due to attenuation of some
frequency components. Thus, DD has been further developed by introducing non-
equispaced and concatenated sequences. In this section we demonstrate the predic-
tive capabilities of the characterized environment for two different non-equidistant
DD sequences.

The Uhrig DD (UDD) protocol [29], composed by a set of n π-pulses with in-
terpulse delay time δj = sin2 [πj/(2n+ 2)] and j ∈ {1, . . . , n}, has been successfully
employed to detect 13C dimers [21] inside diamond, as it highly suppresses the effect
of coupling to single nearby nuclei. The dynamics of the NV spin under a UDD se-
quence with n = 32 pulses is shown in Fig. 2.11, together with the time distribution
of pulses and an example of the associated filter function.

A recent proposal is the adaptive XY-N (AXY-N) [121], composed by N blocks
—Knill pulses—each containing five π pulses with rotated phases [121, 122]. As
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Figure 2.10: Time evolution of spin coherence under equidistant DD sequences.
Dots are experimental data with statistical error. Orange lines are the predicted
coherence simulated using the measured environment, with no free parameters. (a)
Four repetitions of XY-8 (n = 32) for B = (528 ± 1) G. (b) Three repetitions of
XY-8 (n = 24) for B = (309 ± 1) G. (c) XY-4 (n = 4) for B = (394 ± 1) G with
the two level system formed by {|0〉 , |+1〉}. This is the only set of data in this
chapter that uses the positive NV spin projection to form a qubit. Notice that the
simulation was done using the NSD parameters, and hyperfine coupling strengths
characterized with the {|0〉 , |−1〉} qubit.
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Figure 2.11: (a) Spin coherence dynamics under a UDD sequence with n = 32 pulses
for B = 635 G. Dots are experimental data with statistical error. Orange lines are
the predicted coherence simulated using the measured environment, with no free
parameters. (b) Filter function for a UDD sequence with n = 32 and T = 40 µs.
The vertical red line marks ωL for B = 635 G. The dashed blue lines correspond
to ωL + ω

||
h/2, for the three nearby nuclear spins. The orange dashed line is the

filter function for a CP sequence for the same n = 32 and T = 40 µs, as reference.
(c) Time distribution of π pulses for the same n = 32 UDD sequence.

mentioned before, carefully selecting the relative phase between pulses improves the
robustness against pulse errors. The phase distribution of the pulses in each block
is:

Πφ = πφ+π/6 − πφ − πφ+π/2 − πφ − πφ+π/6 (2.29)

to form the AXY-8 sequence, the eight blocks must be:

ΠX − ΠY − ΠX − ΠY − ΠY − ΠX − ΠY − ΠX (2.30)

Since the blocks are equidistant, and we decided to use a Knill pulse with five
equidistant π pulses, then the time distribution of the N ×M pulses corresponds to
the sequence reported in Ref. [123], which was conceived specifically to facilitate the
discrimination of single nuclear spins. The position in time for each π-pulse is given
by ti,j(rm) = (1/N )

(
2i−1

2
+ rm

2j−M−1
2M

)
whereM = 5 is the number of pulses inside

each block and N is the number of blocks, i ∈ {1, . . . ,N}, j ∈ {1, . . . ,M}, and rm
defines how close within each other are the pulses inside each block. With rm = 1
the N ×M pulses are equidistant, whereas the limit of rm = 0 corresponds to N
π pulses (each one formed by the superposition of five pulses). In Figure 2.12 we
show the case of AXY-8 for rm = 1.0, 0.75, 0.5, and 0.25, and AXY-4 for rm = 0.75.
We have verified that, as expected, AXY-8 and XY-8 are more robust compared
to CPMG and XY-4 against detuning and pulse shape imperfections, which our
simulations do not take into account.

At high field, the excellent agreement between data and simulations (see also
inset of Fig. 2.15, circles) demonstrates that the spin bath can be described inde-
pendently of the NV dynamics, since the coupling of the NV center to the spin bath
can be neglected compared to the bath internal energy.
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Figure 2.12: Time evolution of spin coherence for different cases of AXY-N sequences
at field (a-d) B = (635±1) G or (e) B = (208±1) G. The dots are the experimental
data, and the orange line is the predicted dynamics using the measured environment,
with no free parameters. The interpulse time is defined by the parameter rm (see
text). (a) AXY-8 (40 pulses) with rm = 1.0. (b) AXY-8 (40 pulses) with rm = 0.75.
(c) AXY-8 (40 pulses) with rm = 0.5. (d) AXY-8 (40 pulses) with rm = 0.25. (b)
AXY-4 (20 pulses) with rm = 0.75.
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Figure 2.13: Time evolution of spin coherence under (a) spin-echo and (b) Uhrig
n = 32, in the strong coupling regime (B = 132(1) G). Dots are experimental data
with statistical error. Solid lines are the predicted coherence simulated using the two
different NSDs: (c) NSD obtained from the measurement of TL2 (orange) and NSD
obtained from the direct fit of Pn (red). The shaded area represent the errorbars on
the parameters that describe the Gaussian peak.

2.5.3 Strong coupling regime

As mentioned in 2.4, at fields B ≤ 150 G, we expect that the loss of NV coherence
is due to the creation of entanglement between NV spin and the large environment:
In this strong-coupling regime, the environment description in terms of classic noise
is no longer valid [96], and the dynamics of the nuclear spin environment itself is
affected by the control applied to the NV center electronic spin, due to the NV back
action [77]. Indeed, we observe that the NSD measured with equispaced sequences
does not predict correctly the measured coherence independently of the applied con-
trol [Fig. 2.13(orange)]. The NSD extracted with the TL2 method correctly describes
the coherence for DD sequences with small n numbers (e.g. Hahn echo), but it fails
to predict the dynamics for other DD sequences (e.g. UDD). In other words, one sin-
gle classical model is no longer suitable to describe the bath when the NV dynamics
is driven by different kinds of DD sequences. However, since the NV spin is a simple
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Figure 2.14: Comparison between two NSD models in the weak coupling regime:
B = (394 ± 1) G. Dots are experimental data with statistical error. Solid lines are
the predicted coherence simulated using the NSD obtained from the measurement
of TL2 (orange) and using the NSD obtained from the direct fit of Pn (red). (a) Four
repetitions of XY-8 (n = 32). (b) Three repetitions of XY-8 (n = 24). (c) Left
panel: SE (n = 1). Right panel: XY-8 (n = 8).

two-level system, once fixed the control sequence acting on the NV spin we should
be able to find a classical model of the spin bath [111] (we note that we are still able
to correctly model the contribution from the coherently coupled nuclear spins using
the same parameters and Hamiltonian as in the high-field regime). We have found
that two classical noise spectra are enough to achieve predictive results. The first
one being the NSD extracted via the measurement of TL2 . This model effectively
predicts the NV spin dynamics under sequences with small n that have broad filter
functions, less sensitive to the shape of the NSD. The second NSD is obtained by
direct fit of Pn under different multi-pulse controls. The fitted parameters are offset,
amplitude and width, while we fix the NSD center given by the Larmor frequency
νL = BγC13 . The alternative NSD line shape correctly predicts the dynamics for
sequences with n ≥ 20, but it fails for sequences with low number of pulses, like
Hahn-echo or CPMG with n = 2 [Fig. 2.13(red)]. In the strong-coupling regime,
both methods result in NSD peak functions that are significantly different from each
other, as shown in Fig. 2.13(c). Conversely, this is not the case for the weak-coupling
regime, where the two noise models effectively predict the spin dynamics for low and
high n values, as shown in Fig. 2.14.
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Figure 2.15: Mean-squared-residuals of the experimentally observed coherence with
the simulation obtained from the measured NSD (circles) and with the two-model
simulation (triangles). Each point results from several datasets collected under
different controls [Tab. 2.5]. Adapted from [77].

2.5.4 Quantitative analysis of the prediction capability

The predictive power of the model can be estimated quantitatively by calculating
the mean-squared-residuals (defined as the reduced chi squared) between simulation
and experimental data:

χ2
{N−1} =

1

N − 1

N∑

i=1

(si − yi)2

δ2
i

(2.31)

where N is the number of data points, yi are the experimental values of Pn with
statistical error δi, calculated over 105 measurements, and si are the points simulated
under the same conditions as the experimental data, using Eq. (2.28). For each
different magnetic field, we take into account different kinds of DD sequences in
order to calculate the residuals of all of them at once. For example, at 635(1) G
we obtain the mean-squared-residuals from four datasets of AXY-8 together with
one dataset of an Uhrig (UDD) sequence, as shown in Fig. 2.12 and Fig. 2.11,
respectively. A second example is shown in Fig. 2.10, where the experimental data
together with the simulation are shown for B = 394(1) G.

Performing this kind of analysis for all the investigated magnetic field intensities,
we obtain χ2

ν with respect to the NSD obtained by measuring TL2 , shown as circles
in Fig. 2.15. It is important to notice that the values of the mean-squared-residuals
increase strongly for low magnetic fields – yet another signature of the quantum-
to-classical transition. The triangles in Fig. 2.15 are calculated by evaluating the
residuals using the TL2 -based NSD for sequences with low number of pulses, and the
alternative NSD for sequences with high n values. This demonstrate that in the
strong coupling regime, two classical models suffice to describe the dynamics of the
spin qubit under the DD sequences used in this work. We note that for B = 394(1) G
– in the weak coupling regime, using this two-model picture results in values of χ2

ν

comparable to the ones obtained from the TL2 -based NSD measurement.
A summary of the DD sequences used to calculate the values of χ2

ν is shown in
appendix 2.G.

49



2.6 Conclusions

We have experimentally demonstrated a method to spectrally characterize the nu-
clear spin environment of NV centers, even when the resulting NV coherence time is
short. The environment comprised both nearby nuclei, that induce coherent modu-
lations, as well as a larger ensemble of nuclear spins, which we aim to model with a
classical bath. Our method enables the identification of the characteristic parame-
ters of both components of the environment (Hamiltonian of nearby nuclei and NSD
of the bath). The reconstruction of the full environment model can be then used to
predict the NV coherence even when the spin dynamics is driven by different kinds
of control.

In a weak coupling regime, at high magnetic fields, the environment model fully
predicts the measured spin coherence under various control sequences. At low mag-
netic fields, where the quantum dynamics of the nuclear spin bath is expected to have
larger influence, we can still identify a classical noise model describing the NV cen-
tral spin decoherence, even if decoherence is fundamentally induced by the nuclear
spin bath via entanglement with the NV center. However, due to the control-driven
qubit back action on the bath, the classical noise model is not generally predictive,
and we find that different environment models are needed to describe the evolution
under different types of applied controls.

By studying the validity and limits of a robust environment characterization
protocol, able to address a complex quantum environment and provide a simpli-
fied (classical) model, our results pave the way to more robust quantum devices,
protected by noise-tailored error correction techniques.
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2.G Appendix: Summary of sequences used to

calculate mean-squared-residuals

Table 2.5: Summary of the data sets used to extract the mean-squared-residuals,
in terms of the external magnetic field. The χ2

ν values resulting from comparison
between simulation and experiment are shown as squares in Fig. 2.15. Note that
these datasets doesn’t include the experiments used to characterize the NSD using
the TL2 method.

B-field [G] Base DD sequence number of pulses

635(1)

UDD 32

AXY-8 (rm = 1) 40

AXY-8 (rm = 0.75) 40

AXY-8 (rm = 0.5) 40

AXY-8 (rm = 0.25) 40

528(1)

XY-8 8

XY-8 24

XY-8 32

UDD 32

XY-8 48

394(1)

SE 1

XY-8 8

YX-8 24

YX-8 32

309(1) YX-8 24

208(1)
AXY-4 (rm = 0.75) 20

YX-8 24

132(1)

SE† 1

AXY4† (rm = 1) 20

AXY4† (rm = 0.75) 20

UDD† 32

UDD 32

AXY8† (rm = 1) 40

AXY8† (rm = 0.75) 40

78(1)

SE 1

CPMG 2

AXY4 (rm = 1) 20

AXY4 (rm = 0.75) 20

UDD 32

AXY8 (rm = 1) 40

AXY8 (rm = 0.75) 40
† Using the {|0〉 , |+1〉} qubit.

51



2.H Appendix: Lorentzian NSD

Here we report in Table 2.6 the parameters that describe the NSD, for different
magnetic fields, assuming that the NSD follows a Lorentzian distribution. Notice
that throughout this chapter we have used the Gaussian distribution parameters
described in tables 2.1 and 2.3.

Table 2.6: Experimental results. Fitted parameters for a NSD peak with a
Lorentzian function S(L)(ν) = y0 + a(2/π)w/(4(ν − νL)2 + w2), where w is the
FWHM, and a is the amplitude. The parameters shown in this table are the result
of a fit to the same datasets used for tables 2.1 and 2.3.

B-field [G] y†0 a† ν†L w†

635(1) 0.0028(2) 0.46(6) 0.6806(8) 0.016(2)

528(1) 0.0033(4) 0.6(1) 0.5654(7) 0.010(2)

394(1) 0.0056(4) 0.6(2) 0.4228(6) 0.006(1)

309(1) 0.0057(7) 0.6(1) 0.3314(7) 0.009(2)

208(1) 0.0038(6) 0.6(1) 0.2214(5) 0.008(1)

132(1) 0.006(1) 1.1(6) 0.1436(8) 0.011(5)

78(1) 0.0068(8) 1.2(6) 0.086(1) 0.004(2)
† Values have units of MHz.
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Part II

Quantum thermodynamics
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Chapter 3

Introduction to quantum
fluctuation relations

The development of state-of-the-art technology at the nanoscale can shine new light
on fundamental problems concerning the connection of quantum information and
thermodynamics in open quantum systems, and bring to the realization of novel
devices such as quantum thermal machines [18, 48] and quantum batteries [124–126].
In nanoscale quantum systems, classical and quantum fluctuations play a paramount
role in the dynamics and affect many physical and thermodynamic quantities of
interest. Work, heat, and entropy are stochastic variables, in nanoscale quantum
systems, as opposed to large systems, where they are deterministic variables.

While systems at equilibrium or near equilibrium are well known to satisfy the
universal fluctuation-dissipation theorem [127, 128], far from equilibrium systems
have been subject of study for several decades. This extensive work has brought
to the formalization of different Fluctuation Relations (FR) [129, 130] and later
to their extension to the Quantum Fluctuation Relations (QFR) [131–133], which
describe far-from-equilibrium processes by connecting the out-of-equilibrium ther-
modynamic quantities with the properties of the equilibrium initial and final states.
A remarkable example of these relations is the celebrated Jarzynski equality, which
recasts the second law of thermodynamics for closed systems, by connecting work
and free energy variation in out-of-equilibrium thermodynamic processes through an
equality that takes into account all the possible microscopic trajectories. However,
the experimental study of quantum FRs and quantum thermodynamic properties at
the nanoscale represents a difficult task. An evidence of this is the very limited set
of different experimental platforms that have been used to this goal.

The second part of this thesis is dedicated to a study of energy exchange fluc-
tuation relations in open quantum systems, based on the NV center in diamond as
experimental platform. The research presented here, together with the published
material in Refs. [19, 58, 134], represent the very first study of this type with NV
centers.

This chapter presents the basic concepts of this field of research, relevant to chap-
ters 4, and 5. Section 3.1 contains a brief discussion about the connection between
information theory and thermodynamics, both classic and quantum. Section 3.2
provides an introduction to the original formulation of FRs for classical settings,
and the connection with their quantum counterparts. Section 3.3 contains the main
concepts and tools used to understand QFRs, and their operative definition. Finally,
in section 3.4, I briefly review the experimental studies of QFRs that, to date and
to the best of my knowledge, have been performed on different quantum platforms.
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3.1 Information and thermodynamics

A strong connection between information theory and thermodynamics has been al-
ready established in classical physics, and has further thrived in the framework of
quantum physics [39, 40, 135, 136]. As a glaring example, the resources consump-
tion in tasks such as storing and sharing information, is generally described by
means of an entropy variation [137]. Specifically, for equilibrium thermal states the
thermodynamic entropy coincides with the information theory entropy, or Shannon
entropy [138]. In a classical context, entropy defines the uncertainty of predicting
the result after an operation, and so, loosing information implies an increase of
entropy [139]. This is known as Landauer’s erasure principle. The most famous
example of an application of this principle is the solution to the Maxwell’s demon
paradox [49, 139, 140]. In its original proposal, this demon is an intelligent agent
that has information about velocity and position of gas particles in a box, and there-
fore is able to selectively transfer hotter particles from a cold to a hot partition of
the box, in apparent violation of the second law of thermodynamics. Significantly,
the solution of this paradox requires to incorporate information explicitly in the
thermodynamic description of the process.

The development of new technologies at the nano-scale has made accessible the
investigation of the connection between quantum information theory and thermody-
namics. Fundamental issues concern the thermodynamic cost [141] and thermody-
namic nature [142] of quantum projective measurements. Projective measurements
add stochasticity to a process in a purely quantum way, and make the dynamics irre-
versible, although micro-reversibility is still valid. This is similar to what happens in
the irreversible case of heat exchange with a thermal bath, where micro-reversibility
is not violated [143]. Moreover, quantum projective measurements can be used as
an input to implement feedback processes in the system dynamics [144, 145]. The
implementation of feedback mechanisms is a way to realize non unital maps where
not only reversibility but also micro-reversibility are broken – the reverse process of
a non-unital map is not well defined [45].

The irreversibility of a physical process can be measured via the relative entropy
or fluctuation relations [146, 147]. The experimental characterization of irreversibil-
ity has been achieved for closed and open classic systems [148–153], and for closed
quantum systems [154]. So far, the characterization of irreversibility in open quan-
tum systems was not achieved, and will be addressed in this thesis by the exploration
of quantum fluctuaction relations with an NV center spin in diamond.

3.2 Classical fluctuation relations

Fluctuation theorems or fluctuation relations (FR) refer to the set of equations
that involve the statistical analysis over a canonical ensemble of trajectories, in
order to relate equilibrium and out-of-equilibrium variables. Accounting for the
statistical fluctuations is the key to reformulate the second law of thermodynamics,
usually expressed as inequalities, in terms of equalities. As a major example, in
1997 [129] Christopher Jarzynski proposed a relation between the averaged negative
exponentiated work (W ) done on a system, averaged over a statistically relevant
ensemble of realizations of the system dynamics, and the change in the free energy
between two equilibrium thermal states

〈e−βW 〉 = e−β∆F (3.1)
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In literature, this relation is referred to as work fluctuation relation (WFR) [129]
or Jarzynski equality. Notably, equation (3.1) directly implies the second law of
thermodynamics, by using the Jensen’s inequality: 〈W 〉 ≤ ∆F . A couple of years
later, another way to postulate the WFR was proposed [130], the so called Crook’s
relation

e−β(W−∆F ) =
P̃ (−W )

P (W )
(3.2)

where P (W ) is the probability of applying work W on the system during the (for-

ward) protocol, and P̃ (−W ) is the probability of applying work −W on the system
for a backwards protocol. Note that Eq. (3.2) directly implies Eq. (3.1) (multiply by
P (W ) and integrate over W ), it is for this reason that some authors refer to Eq. (3.2)
as the WFR. This framework has been also extended to describe the flow of heat
Q and matter transport (number of particles N) between different systems with
different (inverse) temperatures βi and chemical potentials µi, known as exchange
fluctuation relation (XFR) [155, 156]

〈e−
∑

i βiQi+µiNi〉 = 1. (3.3)

A special case of the XFR, and one of particular interest for this thesis, corresponds
to a (small) system (S) in contact with a thermal reservoir (R). In such case the
super-system formed by the sum of S and R is a closed system, which implies that
QS = −QR. Therefore, the XFR for a system that thermalizes with a reservoir is
expressed as

〈e−(βS−βR)QS〉 = 1. (3.4)

A general FR can be written as

〈e−βS∆E〉 = γ, (3.5)

as demonstrated by Sagawa-Ueda for a system under a feedback process [157], where
γ represents de efficacy of the feedback protocol. Hence Eq. (3.5) is known as
Jarzynski-Sagawa-Ueda (JSU) relation. Remarkably, all these relations hold for
processes that drive the system arbitrarily far from equilibrium, provided that the
initial state is in thermodynamic equilibrium.

These fluctuation relations can be recast in quantum mechanical settings. For
example, the Jarzynski equality for a quantum system, the quantum Jarzynski equal-
ity [131–133] and the Crook’s relation for a quantum system, the Tasaki-Crooks re-
lation [131] were both proposed in the year 2000. The quantum version of the XFR
was published in the same paper as its classical counterpart [155]. A more recent
example is the FR for heat engines, proposed for a classical system in 2011 [158] and
for a quantum setting in 2014 [159]. Recasting FRs into their quantum mechanical
from is by no means a simple task, mainly because the definition of thermodynamic
variables for quantum systems is far from trivial.

This chapter contains some of the basic concepts of quantum thermodynamics
that are necessary to understand how to understand and how to measure fluctuation
relations using an open quantum system. For a complete and formal discussion on
the subject, please refer to Ref. [38].
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3.3 Quantum fluctuation relations: basic concepts

In this section I will briefly introduce some of the concepts and tools necessary to
understand the next chapters of this thesis. For a broad-audience introduction on
this topic, I also refer to Ref [136].

In quantum settings, the description of thermodynamics processes is challenged
under different fundamental aspects. Remarkably, temperature is not always a well
defined physical quantity in quantum settings. The state of a quantum system in
thermal equilibrium with a heat bath corresponds to a Gibbs state, or thermal state

ρth ≡ e−βH/Zβ (3.6)

=
∑

i

|Ei〉〈Ei| e−βEi/Zβ (3.7)

where the second line is the spectral decomposition of the Gibbs state in terms of
the eigenvalues Ei and eigenstates |Ei〉 of a finite quantum system Hamiltonian H,
β is the inverse temperature of the heat bath, and

Zβ ≡ Tr[e−βH] =
∑

i

e−βEi (3.8)

is the partition function. These kind of thermal states represent a small subset of
all the possible mixed states allowed in a quantum system. The particular case of a
two-level system is interesting because every incoherent mixed state (where all the
coherences, i.e., the off-diagonal terms of the density matrix, |Ei〉〈Ej| for i 6= j, are
null) can be recast as a pseudo-thermal state, where the pseudo- prefix refers to the
fact that these mixed states are not necessarily in thermal equilibrium. These kind
of states are most often employed in the experimental study of quantum FRs, as will
be mentioned in Sec. 3.4, and throughout Chapter 4. The analogy of pseudo-thermal
states breaks for systems with dimension larger than two, as will be the case of the
study presented in Chapter 5.

The free energy of a quantum system Fβ is defined in an analogous way to its
classical counterpart

Fβ ≡ −β−1 lnZβ. (3.9)

As a second fundamental aspect, the definition of quantum non-equilibrium
quantites, i.e., quantum work, quantum heat, and quantum entropy is not so straight-
forward in quantum settings. The amount of work (or heat flux, or entropy) depends
on the trajectory followed by the system, which implies that, in general, it cannot
be associated with a quantum observable [160]. To date different proposals have
been formulated to define these concepts for a general quantum system [136]. In the
context of FRs, heat flux an work can be estimated through the so-called two-point
measurement (TPM) scheme [161], that I will illustrate in depth in Sec. 3.3.1, that
measures the energy variation of the system between the initial and final states, for
each trajectory (single realizations of a protocol). Attributing this energy variation
to work or heat flux depends on the nature of the process occurred. For example, the
energy variation of an isolated system (which can be composed of interacting subsys-
tems) caused by an external driving, i.e., a time-varying Hamiltonian, is associated
with work [38, 131–133]. If the driven system is weakly coupled to a thermal reser-
voir, then the energy variation of the reservoir is equal to the flow of heat [42, 59].1

1Notice that this implies that evaluating work and heat flux requires information on both the
system and on the reservoir, that is often not practically available.
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However, not all the quantum processes fit within these categories. This is the case
of a quantum system in contact with a non-thermal reservoir, as is common in ex-
perimental studies of FRs, which will be mentioned in Sec. 3.4. Another notable
example is the case of quantum projective measruements (QPMs) applied to the
quantum system during its evolution. Remarkably, FRs are expected to hold for a
quantum system in the presence of QPMs [38, 162–165]. However, due to the lack of
a classical analogy, the evergy variation caused by QPMs has been attributed either
to “non-equilibrium work” [166] or to “quantum heat” flux [142].

The research presented in the following chapters refers to the study of energy
variation of a quantum system in the presence of stochastically distributed interac-
tions, that are modeled as QPMs followed by conditioned dissipation caused by the
contact with a non-thermal reservoir. During the time intervals between two subse-
quent interactions, the quantum system is coherently driven by a time-independent
Hamiltonian, therefore no external work is applied on the system. For the sake of
clarity, we refer to the FRs associated with this process as energy exchange fluctu-
ation relations.

3.3.1 Measuring energy exchange fluctuation relations

The verification of FRs for quantum systems is possible through a two point mea-
surement (TPM) scheme [160, 161] consisting in the measurement of the expectation
value of the Hamiltonian for the initial and for the final state of the system. Since
the practically accessible quantity is the system energy variation, then the energy
exchange fluctuation relation is conveniently expressed in terms of the characteristic
function of the energy variation statistics

G(ε) ≡ 〈e−ε∆E〉, (3.10)

where ε is an energy scale factor that depends on the specific type of protocol.
For example, for an isolated system, the quantum Jarzynski equality is written as
G(β) = e−β∆F , where β is the inverse temperature of the initial thermal state [51–
56]. In the case of a system (S) in contact with a (pseudo-)thermal reservoir (R),
then the quantum exchange fluctuation relation (XFR) is written as G(∆β) = 1
(compare with Eq. (3.4)), where ∆β ≡ βS − βR is the difference between the initial
inverse (pseudo-)temperatures [19, 57, 167].

In practice, G(ε) is obtained by measuring the energy variation with a TPM
scheme. The energy measurements performed at the beginning and at the end of
the protocol give access to the full statistics of ∆E, i.e.,

P∆E ≡ Prob(∆E) =
∑

i,j

δ(∆E −∆Ej,i)Pj,i (3.11)

where ∆Ej,i ≡ Ej − Ei and Pj,i is the joint probability to measure Ei in the first
energy measurement and Ej in the final energy measurement.

Once obtained the energy variation distribution P∆E, the average value of any
function f(∆E) of ∆E is expressed in terms of the probability distribution of ∆E:

〈
f(∆E)

〉
=

∫ ∞

−∞
d(∆E)f(∆E)P∆E

=
∑

i,j

f(∆Ej,i)Pj,i . (3.12)
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In particular, one can reconstruct the characteristic function of the energy variation

G(ε) =
∑

i,j

e−ε∆Ej,iPj,i . (3.13)

3.4 Experimental tests of quantum fluctuation re-

lations

This section contains a short overview of the different platforms used to test QFRs.
As already mentioned, the very first use of NV center for the study of quantum FRs
was done by our group, which is the content of this Part of the thesis and which
has been published in Refs. [19, 58]. Note that there exist only one more article,
Ref. [18], where NV centers are used as experimental platform in the field of quantum
thermodynamics. In the latter, an ensemble of NV centers at room temperature are
used to emulate the operation of a quantum heat engine, and, remarkably, measure
a pure quantum signature in the operation of the engine itself.

In addition to NV centers [19, 58], the other experimental platforms that have
been used for the study of quantum fluctuation relations are single ions [51–53],
superconducting qubits [54], ensemble of cold atoms/atom chip [55], and NMR setup
(molecules suspended in liquid) [56, 57].

The first experimental verification of the quantum work fluctuation relation, or
Jarzynski equality, in a closed system was performed in 2014 [56]. Using a set of
non-interacting chloroform molecules, and particularly using the 13C nuclear spin
(S = 1/2) as a qubit, and the 1H nuclear spin as an ancillary system, the authors of
Ref. [56] measured the work characteristic function GW (β), where β is the inverse
pseudo-temperature of the initial state (no thermal reservoir was involved in the
preparation of the initial state). The energy variation in this closed system was
realized by driving it with a time-varying Hamiltonian. Very recently, in a similar
experiment using a different molecule and the nuclear spins of three 19F isotopes (two
of them as qubit systems, and the third one as an ancillary qubit), a different research
group studied the (pseudo-)heat exchange between two spins [57], and they found out
that only under specific conditions, this interaction was actually compatible with the
Jarzynski-Wójcik [155] heat exchange fluctuation relation. It is worth noting that
the interaction between these two qubits is described by a unitary evolution operator,
hence there are no irreversible process in the dynamics (as it is for the case presented
in this thesis). Note that liquid-state nuclear magnetic resonance platforms do
not support measurements of single quantum trajectories, and the result of the
performed measurements constitutes the spatial average over several (1015 [57]) non-
interacting molecules.

A second experimental verification of the quantum Jarzynski equality was per-
formed in 2015 [51], using a single trapped ion. In this experiment the system is
a harmonic oscillator formed by the ion-trap apparatus. In contrast with the spin
based experiments, this infinite dimensional system is initially prepared in a thermal
state, which temperature is measured from average phonon number. The energy of
the closed system was measured before and after a unitary evolution associated with
a time-varying Hamiltonian. The same experimental setup was used to measure the
work fluctuation relation in the presence of decoherence [52]. This means that the
system is open, but only weakly coupled to a decoherent environment. Reference [52]
represents the first experimental study of an open quantum system in the context of
FRs without effective heat flux. In contrast with the previous experiment [51], in
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Ref. [52] the system was a qubit formed by two hyperfine levels in the ion ground-
state manifold of 2S1/2. The initial effective thermal state (pseudo-thermal state)
was prepared by combining optical pumping and on-resonant microwave driving,
which is equivalent to the techniques used in the spin-based platforms (NV centers
and liquid-state NMR setups) to create pseudo-thermal states.

Later, a quantum work meter was realized by using a Bose-Einstein condensate
trapped by an atom chip [55]. The spin-based system is formed by two hyperfine
sublevels of 87Rb atoms. In this experiment, the spin (internal) degree of freedom
is entangled with the motional (external) degree of freedom of the atoms, therefore,
performing imaging measurements of the cloud of atoms corresponds effectively to
a measurement on the internal degree of freedom of the atoms themselves.

In Ref. [54] a superconducting qubit was used to measure the work fluctuations
during the so called shortcut-to-adiabaticity protocols. More recently a different
kind of superconducting qubit was used to measure the work and the heat flux for
single trajectories of the system [168]. Although the measurement of FRs is not
explicitly mentioned in these last two references, they set the bases to permit this
kind of studies in the future, specially for FRs involving work and heat at the same
time.

To conclude this chapter, I want to mention that the same kind of platforms
have been employed also to realize practical implementations of quantum thermal
machines, that exploit the same kind of processes (entailing work application and
heat flux) that are described by QFRs. These implementations include molecules
suspended in liquid in NMR experiments [169, 170], single ions [48, 171], ensemble
of NV centers [18], and single photons [172].
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Chapter 4

Experimental test of exchange
fluctuation relations in an open
two-level quantum system

Opening an energy exchange channel from a quantum system to a reservoir poses
challenges for describing the non-equilibrium thermodynamic processes that take
place [38]. While a dephasing dynamics can be effectively traced back to the case of
an isolated system [52], the energy transport between a system and its environment
is expected to be described by an exchange fluctuation relation [37, 38, 42]. Such
relation was originally introduced to describe the heat exchange between two bodies
in thermal contact [155], each initially in thermal equilibrium. In the case of a
system in contact with a reservoir, the system evolves under thermalizing dynamics,
reaching a final thermal state. Also in the absence of a thermal bath, provided that
the system undergoes a thermalizing dynamics, the exchange fluctuation relation can
be written in terms of the initial and asymptotic thermal states of the system [167].
What happens if the system follows instead a quantum dissipative non-thermalizing
dynamics?

In this chapter, I present an experimental test of the energy exchange fluctua-
tion relation in a two level quantum system subject to repeated quantum projective
measurements (QPMs) and energy dissipation, where the resulting dissipative dy-
namics drives the system towards an out-of-equilibrium energy steady state, hence
emulating the contact with a pseudo-thermal reservoir. The open two level system
is formed by a single NV center qubit in diamond at room temperature, in the pres-
ence of trains of short laser pulses. Each absorbed laser pulse results in a QPM [71],
and in an energy redistribution that can be modeled as a controlled energy exchange
with a Markovian reservoir [18]. The time intervals between QPMs follow a stochas-
tic distribution due to the finite absorption probability. Tuning the laser duration
and power enables the control of the coupling strength between the quantum system
and the reservoir.

The combined effect of QPMs and dissipation can create or destroy quantum
coherence during the system dynamics, an effect that goes beyond the classical de-
scription. This work, reported in Ref. [19], represents the first verification of the
exchange fluctuation relation for an open two-level quantum system in the presence
of QPMs and dissipation (irreversible dynamics). This result is achieved by mea-
suring the statistics of the exponentiated energy fluctuations through a two-point
measurement (TPM) protocol. Since the dissipative map is correctly described by
pseudo-thermalizing dynamics [167], we find that the exchange fluctuation relation
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is written in terms of the initial and asymptotic pseudo-temperatures.

In Sec. 4.1 I introduce the protocol used to measure the statistics of the energy
variation. Sec. 4.2 presents the experimental data and the discussion on how to
construct the full statistics of the energy variation, which is necessary to reconstruct
the characteristic function of the energy variation and to verify the energy exchange
fluctuation relation. Section 4.3 contains the complete formalism to describe the
dissipative dynamics, both with a numerical and an analytic model. The conclusions
of this project are given in Sec. 4.4.

4.1 Protocol implementation

This section introduces the protocol that we devised to measure energy fluctuations
in a two level system formed by the two electronic spin projections within the ground
state of an NV center in diamond.

A continuous nearly-resonant microwave field sets the Hamiltonian H of the
two-level system in the frame rotating at the microwave frequency [Eq. (1.5)]

H =
~ω
2

(cosα σz − sinα σx), (4.1)

with eigenstates {|↑〉 , |↓〉} = {cos α
2
|0〉−sin α

2
|+1〉, sin α

2
|0〉+cos α

2
|+1〉}, and eigen-

values E↑ = ~ω/2 and E↓ = −~ω/2. Here, σi are Pauli matrices, tanα = −Ω/δ
and ω =

√
δ2 + Ω2, Ω = 1.3 MHz being the bare Rabi frequency, and δ ∈ [0,Ω] the

microwave detuning. This Hamiltonian (4.1) remains constant during the protocol.
Repeated short laser pulses induce a non-unitary dynamics, as explained below.

In contrast to the work described in Chapter 2, here we consider an NV center
with no detectable coupling to nearby impurities (13C). In addition, we used an
external magnetic field of 394(1) G, which is close enough to the ESLAC to ensure
that the 14N nuclear spin is polarized after a long laser pulse [Sec. 1.5]. The long
coherence time of the nuclear spin implies that it remains polarized during a whole
protocol. Moreover, on the experiment timescales (∼ µs) spin-lattice relaxation is
negligible (T1 ∼ms), while the Rabi driving together with the short laser pulses
prevent spin dephasing to occur.

4.1.1 Adapted TPM scheme

As described in Sec. 3.3.1, the energy exchange fluctuation relation is conveniently
expressed in terms of the characteristic function G(ε) [Eq. (3.13)], that can be
reconstructed by measuring the full statistics of the energy variation [Eq. (3.11)],

P∆E ≡ Prob(∆E) =
∑

i,j

δ(∆E −∆Ej,i)Pj,i (4.2)

where ∆Ej,i ≡ Ej − Ei and Pj,i is the joint probability to measure Ei in the first
energy measurement and Ej in the final energy measurement. Notice that Pj,i can
be factorized as Pj,i = Pj|iPi where Pj|i is the conditional probability for energy
variation and Pi is the probability associated with the first energy measurement. In
contrast with the usual TPM scheme, where an energy projective measurement is
performed on the initial thermal state, we propose an alternative scheme in which we
measure the energy variation conditional probabilities, and we combine the results
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Laser

mw

Read out

Figure 4.1: (a) Schematic representation of the photodynamics of a nitrogen-
vacancy center. Photon absorption (green upwards arrow) and spin preserving
spontaneous emission (red downwards arrow) between the electronic ground and
excited levels realize quantum projective measurements of the spin state along the z
axis (z–QPM). A non-radiative decay channel (left gray arrows) enables controlled
optical spin pumping to the |0〉 state. Inset: Effective two-level system considered
in the protocol, formed by two dressed spin states set by quasi-resonant continuous
driving (see Eq. (4.1)). (b) Block-diagram of the two-point measurement protocol
implementation, and experimental pulse sequence. After initialization in the |0〉
state, for each protocol repetition a Hamiltonian eigenstate |↑〉 (|↓〉) is prepared by
applying a microwave (mw) gate Rα

y (Rα+π
y ). During the time tfin, the mw-driven

spin unitary evolution set by the Hamiltonian H, defined in Eq. (4.1), is perturbed
by equidistant short laser pulses acting as z–QPMs plus dissipation (D). The inter-
pulse time (270 ≤ τ ≤ 750 ns) is much longer than each pulse duration (tL = 41 ns).
At the end, a quantum projective measurement of the final state energy (H–QPM) is
realized with a mw gate Rα

−y and a spin selective fluorescence intensity measurement
– read out. Adapted from [19].

multiplying them by the probabilities Pi, to be seen as weight factors. Under the
assumption of performing a large number of experimental realizations (as it is the
case for the experiments presented here), the two protocols give equivalent results
on average. Notice that the method proposed here has the advantage of overcoming
the difficulties to prepare an initial thermal state. Moreover, it removes the possible
experimental errors associated with the first energy measurement, and allows to use
one single set of measurements to study different initial states.

4.1.2 Energy jump probabilities

Measuring the conditional probability of the energy variation Pj|i, is achieved by
initializing the system into each of the energy eigenstates, and measuring the energy
of the system at the end of the protocol.

Each of the two energy eigenstates is prepared by optically initializing the system
into |0〉, and then applying a rotation gate along σy with an angle α. In other
words, the Hamiltonian eigenstates are prepared as |↑〉 = Rα

y |0〉 and |↑〉 = Rα+π
y |0〉,

where the rotation Ra
y ≡ U−iaσy is induced by a microwave (mw) gate, as depicted

in Fig. 4.1(b). To implement the final energy measurement (H–QPM), we apply
another mw gate that maps H into σz, i.e., Rα

−y (as detailed in Fig. 4.1(b) and
(c).IV), and then measure the σz operator (usual photoluminescence (PL) intensity
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measurement described in Chapter 1). Low collection efficiency and photon shot
noise impose the need of repeating the procedure several times (∼ 1.6 × 106) and
averaging over the detected PL intensity to reduce the readout uncertainty.

Therefore, we measure the conditional probabilities P↑|↑ and P↑|↓ for the spin
to have energy Efin = E↑, when starting respectively from the states %↑ or %↓.
Notice that by definition P↑|i + P↓|i = 1, for i =↑ and ↓. Hence, measuring the two
probabilities P↑|↑ and P↑|↓, are enough to reconstruct the complete energy variation
distribution.

Pseudo-thermal states

As mentioned in Sec. 3.3, for any two-level mixed state (without coherent terms)
written as %mix = P↑%↑ + (1 − P↑)%↓, an effective inverse temperature (pseudo-
temperature) is defined as

β(eff)(P↑) =
2

~ω
arctanh(1− 2P↑) (4.3)

=
1

~ω
ln

1− P↑
P↑

. (4.4)

In the experiment, the initial inverse pseudo-temperature β
(eff)
in is defined by the

choice of the initial probabilities Pi.

4.1.3 Dissipative map: effective 2-level system

The two level system is continuously driven by the Hamiltonian (4.1). In addition,
the NV center is subject to trains of short laser pulses with duration tL at intervals
τ , as depicted in Fig. 4.1(b). Due to the finite photon-absorption probability, a train
of equidistant laser pulses entails a stochastic time distribution of laser absorption,
for each single realization of the experiment. The photodynamics of the NV center
is well described with a seven-level model (as explained in Sec. 1.4). However,
the experiments in this chapter can be well-reproduced by an effective two-level
model. As described in Sec. 1.1, the absorption of 532 nm laser pulses excites
the NV-center electronic spin from the ground to the excited triplet states. The
decay involves (i) radiative transitions to the ground state, and (ii) non-radiative
transitions through the singlet metastable state. In a reduced two-level system, the
interaction with short laser pulses has a probability (1− pdiss) to result in an ideal
quantum projective measurement of σz (z–QPM) [71], but also a finite probability
(pdiss < 1) to destroy all previous information and force the resulting state to be |0〉.
This irreversible optical pumping is equivalent to a controlled dissipation channel
towards |0〉 in the reduced two-level system. Note that the effective optical pumping
rate depends on the number of excitation-decay cycles performed by the system,
which can be controlled by changing the laser pulse duration and power. For a
single cycle, pdiss = Γ1m/(Γ1m + Γeg) ' 0.44 (see Tab.1.1). Therefore, even when
we cannot completely isolate the dissipation from the z–QPMs, the strength of the
dissipation can be tuned in the interval pdiss ∈ [0.44, 1].

A detailed description of the effective two level model, and its comparison with
the complete seven level model are presented in Sec. 4.3.
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4.2 Experimental results

The main results of this work is the measurement of the characteristic function
G(ε) of the energy variation [Eq. (3.10)] of the spin qubit under the stochastic
dissipative dynamics induced by the application of trains of short laser pulses, as
described above. This allows us to verify the energy exchange fluctuation relation.
The measurement of G(ε) requires to reconstruct the full statistics of energy, which
we obtained by measuring the conditional probabilities of the spin to jump in a state
with fixed energy, once known its initial energy.

The measurements of the energy jump probabilities are presented in Sec. 4.2.1,
with a discussion on the estimation of the asymptotic pseudo-temperature for a
dissipative map. Section 4.2.2 contains the analysis of these results, used to obtain
the full statistics of the energy variation. The experimental verification of the energy
exchange fluctuation relation, via the reconstruction of the characteristic function
of the energy variation, is shown in Sec. 4.2.3.

4.2.1 Conditional probabilities of energy jumps

The combined effect of continuous driving and a train of short laser pulses leads
the system into an asymptotic out-of-equilibrium steady-state in the energy basis
(SSE). Figure 4.2 shows the conditional probabilities P↑|↓ and P↑|↑ as a function of
the evolution time tfin, obtained in the experiment. In the absence of laser pulses,
the spin qubit is a closed system and the energy eigenstates do not evolve in time
(usually referred to as spin lock). As a consequence of the laser pulses, the system
jumps between states with different coherences in the energy basis and the final
energy measurement returns, on average, a mixed state. Eventually, the system
reaches a SSE defined by the balance between the energy variation due to z–QPMs
applied to the system and the dissipation channel. The SSE is independent of
the initial state. The photon absorption probability dictates how fast the system
approaches the asymptotic steady state.

To quantitatively support that the considered two-level model provides an ac-
curate description of the system dynamics, we performed a numerical Monte Carlo
simulation of the dynamics [Sec. 4.3.1] and we found excellent agreement with data
(see Figure 4.2). Note that the only fit parameter is the absorption probability,
which depends on the laser power and characterizes the stochasticity of the proto-
col.

In a TPM protocol the fixed point of the map is the pseudo-thermal state %th =
P th
↑ %↑ + (1 − P th

↑ )%↓ such that the mean energy is kept constant at any given time
tfin, i.e., 〈∆E〉 = 0. From Eq. (3.12), this condition can be rewritten in terms of
energy jump probabilities as

1− P↑|↓
P↑|↑

=
1− P th

↑

P th
↑

≡ eβ
(eff)
fp ~ω (4.5)

where β
(eff)
fp is the inverse pseudo temperature [Eq. (4.4)] of the fixed point. There-

fore, from the data (and/or simulation) shown in Fig. 4.2 we can estimate β
(eff)
fp .

Notice that Eq. (4.5) must be fulfilled at any time tfin. In particular, it is valid
for the asymptotic SSE, where the probability to find the spin in the |↑〉 state is
independent of the initial state: P∞↑ = P∞↑|↑ = P∞↑|↓. This implies that the inverse

temperature of the SSE is β
(eff)
∞ = β

(eff)
fp , i.e., the asymptotic state is equal to the

fixed point of the map.
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Figure 4.2: Conditional probabilities P↑|↑ and P↑|↓ to measure Ef = E↑ as a function
of the evolution time tfin starting from the Hamiltonian eigenstates |↑〉 (blue circles)
or |↓〉 (orange squares). Error bars denote the experimental uncertainty given by the
photon shot noise. The solid black lines are obtained with the numerical simulation
of the two level system dynamics (Sec. 4.3.1), with an effective absorption probability
pabs. The horizontal dotted lines represent the conditional probabilities for the
asymptotic (out-of-equilibrium) steady states (see text). (a) α = π/2, τ = 5π/3ω
and pabs = 0.18(1). (b) α = π/3, τ = 5π/3ω and pabs = 0.27(1). (c) α = π/4,
τ = 2π/ω and pabs = 0.68(1).
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In the case of α = π/2 (see Fig. 4.2(a)), z–QPMs and dissipation act in a
direction orthogonal to the Hamiltonian [Eq. (4.1)], and they bring the system into

an SSE with P∞↑ = 1/2 (β
(eff)
∞ = 0). Indeed for α = π/2 the asymptotic state

before the final energy measurement is a fully coherent state in the Hamiltonian
basis such that 〈H〉 = 0, thus the density matrix after the final energy measurement
corresponds, in average, to a completely mixed state (that is, a thermal state with
infinite pseudo-temperature). The same asymptotic probability P∞↑ = 1/2 would be
observed in an experiment without dissipation, i.e., with a series of QPMs [142, 173].
Therefore, in this configuration (α = π/2) during a TPM protocol, the dissipative
map is indistinguishable from unitary dynamics plus repeated measurements [174].

For α = π/3, and α = π/4 (see Fig. 4.2(b-c)), the asymptotic state probability
to measure E↑ was estimated to be P∞↑ ' 0.382 and P∞↑ =' 0.209, respectively.
Taking into account the value of ω = Ω/ sinα, and the definition of inverse pseudo
temperature [Eq. (4.4)], the estimated pseudo temperature of these two asymptotic

states results in T
(eff)
∞ = 515(2) µK (α = π/3, τ = 5π/3ω), and T

(eff)
∞ = 66.7(4) µK

(α = π/4, τ = 2π/ω).

4.2.2 Statistics of the energy variation

The energy variation occurred to the qubit after the TPM protocol can assume one
of the three values ∆E ∈ {−~ω, 0,+~ω}. Figure 4.3 shows the distribution of energy
variation (P∆E=0 = P↑,↑ + P↓,↓, P∆E=+~ω = P↑,↓, and P∆E=−~ω = P↓,↑) for a fixed
initial pseudo-thermal state when varying the value of α and the power of the laser
pulses. Notice that, as explained in Sec. 4.1.1, each of these energy variation joint
probabilities corresponds to Pj,i = Pj|iPi, where Pj|i is the measured conditional

probability, and Pi = exp(−β(eff)
in Ei)/Z is a weight factor that represents a (virtual)

initial pseudo-thermal state (Z =
∑

i exp(−β(eff)
in Ei)).

In contrast to Fig. 4.2, in Fig. 4.3 we have averaged all the measured data
between NL and NL + 1. This is valid because the system is considered to be
closed during the time interval between consecutive laser pulses, meaning that its
energy is not changed. Each dataset in Fig. 4.3 shows that the competing effects
of z–QPMs and dissipation lead to a non-trivial dynamics, that modifies the energy
distribution of the quantum system in different ways depending on the Hamiltonian
angle α [Eq. (4.1)] and the absorption probability pabs. The energy distribution also
changes in terms of the time between laser pulses τ , the details on this subject are
presented in Sec. 4.3.4 using an analytic two-level model of the dynamics.

4.2.3 Characteristic function of energy variation

Having measured the energy distribution probability, we can use Eq. (3.13) to gain
access to the characteristic function G(ε) ≡ 〈e−ε∆E〉 which is used to measure the
XFR.

For two macroscopic systems S1 and S2 placed in thermal contact for a finite
lapse of time, the statistics of exchanged heat Q is well known to be described by
the heat exchange fluctuation relation 〈e−(βin,S1

−βin,S2
)Q〉 = 1, where βin,S1 and βin,S2

are the initial inverse temperatures of S1 and S2 and Q = ∆ES1 = −∆ES2 [155].
Even in the absence of a physical reservoir, provided that the system undergoes a
thermalizing dynamics, the non trivial value of ε for which G(ε) = 1, is ε = ∆β ≡
βin − β∞, where βin and β∞ are the initial and asymptotic inverse temperatures
of the system [167]. These two results are equivalent in the case of a quantum
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Figure 4.3: Statistics of the energy variation under different protocols: Probability
to obtain ∆E = 0, +~ω, −~ω, respectively, as a function of the number of laser
pulses NL experienced by the qubit, with initial probability P↑ = 1/(1 + e). For
each considered NL value, the experimental points represent the average over ∼ 10
different values of final evolution times tfin. The error bars are due to the uncer-
tainty on the measured photoluminescence intensity. The solid lines are the joint
probabilities obtained from the numerical simulation of the system dynamics.

Figure 4.4: Experimental values of 〈e−∆β(eff)∆E〉 as a function of the number of
laser pulses NL. Each dataset represents a different combination between the pa-
rameters, the angle α (see Eq. (4.1)), the time τ between laser pulses, and the
photon-absorption probability pabs. The top-to-bottom order in the legend symbols
corresponds to the left-to-right one in the plots. These data constitute the experi-
mental verification of the exchange fluctuation relation for an open quantum system
Eq. (4.6). The initial probability is set to P↑ = 1/(1 + e), while the asymptotic
probability P∞↑ is acquired from experimental data, as described in Sec. 4.2.1. Both

quantities define the value of ∆β(eff).
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system interacting with a thermal reservoir at inverse temperature β∞. The case of
a dissipative non-thermalizing dynamics have not been explored before.

Here, the spin qubit interacts with a non-thermal reservoir and reaches an asymp-
totic non-equilibrium steady state defined by β

(eff)
∞ . Our findings are summarized in

Fig. 4.4, which shows that the experimental data and simulation always verify the
relation

〈exp (−∆β(eff)∆E)〉 = 1 , (4.6)

with
∆β(eff) = β

(eff)
in − β(eff)

∞ , (4.7)

irrespective of the initial state and the applied protocol, i.e., relative orientation be-
tween the z–QPM operator and the system Hamiltonian, inter-pulse time intervals
and photo-absorption probability. Remarkably, we have found that equation (4.6)
is valid for any value of NL, not only when the system is in the SSE. This sug-
gests that the induced dissipation truly emulates a thermalization process. Indeed,
equation (4.6) corresponds to the XFR in the case of a two level system under
(pseudo-)thermalizing dynamics (compare with Eq. (3.4)).

The previous sections of this chapter, up to this one, enclose all the experimental
results for this chapter. In the next section 4.3 we will go into details on how to
describe the system dynamics with a numerical or with an analytic model. The
conclusions of the work are given instead in section 4.4.

4.3 Simulation for the effective two-level model

The interaction with a non-thermal reservoir calls for a deeper understanding of the
role played by the energy scale factor ε. With this aim, we implemented numerical
and analytic simulations to model the dissipative map introduced in section 4.1.3.
Notice that the coherent driving, defined by the Hamiltonian in Eq. (4.1), affects only
the mS = 0,+1 states. Therefore a two level system exactly describes the dynamics
during these parts of the protocol. It is the presence of short laser pulses that opens
the two level system, hence imposing the need of a more complete description, either
by including all the states involved in the process, or by using an effective two-level
model description that incorporates z–QPMs and dissipation.

Before moving towards the effective two-level model description, we remind that
the NV center electronic spin photodynamics is completely described by a seven level
model [Sec. 1.4]. The parameters that determine this model, i.e., the decay rates,
were extracted from measurements of the PL intensity as a function of the laser
pulse duration (see Sec. 1.4.2). The seven level model can predict the dynamics of
the NV in the presence of a continuous mw driving, or in the presence of laser pulses.
By alternating these two descriptions we can effectively predict the NV dynamics for
the complete pulse sequence shown in Fig. 4.1, including the preparation, dissipative
dynamics and readout parts. As expected, the simulated dynamics present a very
good agreement with experimental data, as shown in Fig. 4.6, where the only fitted
parameter was the laser absorption probability p

(7)
abs = 0.45 (called pabs in Sec. 1.4,

the superscript (7) is introduced here to distinguish between different models).

4.3.1 Numerical simulation of the qubit dynamics

In this section, we show that results consistent with the ones obtained for the seven
level model can be obtained using a reduced two-level picture, composed only by
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Figure 4.5: (a) Energy scheme of the NV center that gives origin to the reduced two-
level system. The wavy lines represent radiative transitions, with dashed lines indi-
cating the forbidden spin non-preserving transitions. The forbidden/non-forbidden
ratio is given by tan2 θ = Γ/γ. (b) Flowchart of the reduced two-level system that
incorporates all the dynamics of the complete seven level model. The four results
(R0,R1,R2, R3) of an RNG are used to simulate the interaction of the qubit, in
an initial state ρ, with a single short laser pulse. R0 defines if the laser pulse is
absorbed. R1 defines the state after the z–QPM, where P

(e)
0 is the probability of

the system to be in mS = 0 after the laser excitation. R2 defines if the system is
initialized in |0〉 (dissipation). R3 defines if an additional read-out error occurs (spin
non-preserving radiative transitions).
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the mS = 0,+1 energy levels of the ground states.
The interaction between the two level system and a short laser pulse is modeled

using a Monte Carlo simulation, where a random number generator (RNG) is used
to select the possible outcomes of the absorption and emission processes, described
in Sec. 1.4. The flowchart of the code is shown in Fig. 4.5. We assume the two-level
system to be in an initial state ρ. The absorption rate is taken into account in
the two-level model by considering a finite probability of applying a z–QPM. The
probability of the system to be in mS = 0 after the laser excitation is equal to the
probability of the system to initially be in |0〉 and be excited via a spin preserving
transition plus a small correction to the z–QPM given by the probability of the
system to initially be in |1〉 and be excited via a forbidden spin non-preserving

transition, i.e., P
(e)
0 = Γe

γe+Γe
Tr[ρ |0〉〈0|] + γe

γe+Γe
(1 − Tr[ρ |0〉〈0|]) = Tr[ρ |0〉〈0|](1 −

2 sin2 θ) + sin2 θ, where sin2 θ = γe

γe+Γe
' 0.037 is the relative probability of having a

spin non-preserving transition [Tab. 1.1]. Once in the excited state, if the system spin
projection is mS = +1, it has a probability Γ1m/(Γ1m+Γeg) ' 0.44 to be reinitialized
into |0〉. This reinitialization phenomenon originates the dissipative nature of the
map. If not reinitialized, the system radiatively decays back into the ground state
with a small probability to do it via a forbidden spin non-preserving transition. Both
z–QPMs and dissipation processes are considered to be instantaneous.

A single trajectory of the two level system throughout the entire protocol is
obtained by cyclically applying unitary evolution operators to the qubit and applying
RNG-based instantaneous laser interactions. The unitary part of the evolution is
calculated by solving the equation of motion for H [Eq. (4.1)]. The two-level model
is able to predict the dynamics of the system by averaging a large enough amount
of simulated single trajectories. In Fig. 4.6 we compare the results obtained for the
TPM scheme experimentally and numerically. The effective absorption probability
pabs = 0.69 was the only free parameter fitted to the experimental data. The fact
that pabs > p

(7)
abs is a consequence of the neglected photodynamics occurring through

the hidden physical states (excited triplet and metastable level). The simulations
for all the experiments presented in this chapter [Figs. 4.2 and 4.3] were realized by
using an effective photon absorption probability pabs in the range 18 - 69 %

In the limit of absorption probability equal to one, the time distribution of
effective consecutive absorptions is no longer stochastic. Hence, it is possible to
model the dynamics with an analytic solution that includes z–QPMs and dissipation,
as will be described in the following section.

4.3.2 Non-stochastic limit and analytic solution

In this section we describe a super-operators formalism [175], that we use to model
the stochastic dissipative dynamics of the spin qubit. The evolution of system state
is described by

col(%(t)) = G col(%(t = 0)) (4.8)

where % is the density matrix, col(%) denotes the result of stacking its columns in
order to obtain a vector of dimension N2 = 4 (N = 2 is the dimension of the Hilbert
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Figure 4.6: Simulations (solid lines) and experimental data (dots), for δ = −Ω and
inter-pulse time τ = 2π/ω in the TPM protocol. Vertical dashed lines correspond
to the temporal position of the short laser pulses. The red lines are obtained with
the 7-level model, and absorption probability p

(7)
abs = 0.45. The black lines represent

the numerical simulation obtained for the effective two-level model, and an effective
absorption probability pabs = 0.69. Adapted from Ref. [19].

space of the quantum system), and G is the propagator defined as a N2×N2 matrix

G = exp

[
− t
(
i (H⊗ 1− 1⊗H∗)

+
M∑

m=1

L>m ⊗ Lm −
1

2
1⊗ L†mLm −

1

2
L†mLm ⊗ 1

)]
(4.9)

where H and Lm are the Liouville matrices for the Hamiltonian operator and for
a set of Lindbladian jump operators, respectively. Here ⊗ stands for Kronecker
product. Notice that the for the present chapter the Liouville matrix representation
of the operators is done using as basis the eigenstates of σz

|0〉〈0| →
(

1 0
0 0

)
; |1〉〈1| →

(
0 0
0 1

)
. (4.10)

Model for the composition of z–QPMs and unitary evolutions

In this section we study the simplest case, without dissipation, in order to intro-
duce the super-operator formalism and to investigate the effect of ideal projective
measurements.

The protocol studied here consists on applying z–QPMs alternated with evolu-
tions under the Hamiltonian H [Eq. (4.1)]. The quantum system evolves under the
composition of unitary dynamics and measurement processes, which on average can
be modelled by Lindbladian jump operators. As we measure σz, the two measure-
ment projectors are |0〉〈0| and |1〉〈1| and thus the jump operators are just equal to√

Γm |0〉〈0| and
√

Γm |1〉〈1| acting for the time tL. The propagator associated with
this two operators is calculated with Eq. (4.9). Since the optical transitions are very
fast with respect to the coherent driving, we can neglect the Hamiltonian part. In
addition, ideal projective measurements are obtained in the limit Γm tL →∞, giving
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as a result the super-operator propagator

M ≡ 1

2
(14×4 + σz ⊗ σz). (4.11)

Notice that M is a measurement projector, indeed, M 2 = M . On the other hand,
the unitary evolution of the system is described by Eq. (4.9) without Lindbladian
terms

U ≡ exp [−iτ (H⊗ 12×2 − 12×2 ⊗H∗)] . (4.12)

As a result, after having prepared the system in a thermal state at temperature
βin, the super-operator governing its evolution is given by applying n times the
composition MU , with n number of measurements, allowing us to introduce the
super-operator S n ≡ (MU )n = M (MUM )n−1, where the first unitary evo-
lution super-operator was neglected because the system is initialized in one of
the Hamiltonian eigenstates. Introducing for calculation purposes the quantities
N ≡ 1

2
(σx ⊗ σx − σy ⊗ σy) and

µ ≡ 1− 2 sin2(α) sin2(
ωτ

2
), (4.13)

we can derive an analytic expression for S n, i.e.

S n = M(MUM )n−1 =
1

2

[
(1 + µn−1)M + (1− µn−1)N

]
. (4.14)

The proof of this equality is given in Appendix 4.E.
In a two-level system we can compute the full statistics of energy variation ∆E,

as well as the QJE 〈e−βin∆E〉, from P↑|↑ and P↑|↓. These conditional probabilities are
measured after the qubit evolution

P
(n)
↑|i = Tr

[
%↑ col−1(S n col(%i))

]
, (4.15)

where col−1 is the opposite operation of col, i.e., col−1 converts a vectorized state of
dimension N2 into a square density matrix of dimension N ×N . The two Hamilto-
nian eigenstates are

col(%↑) =
1

2
[1 + cosα,− sinα,− sinα, 1− cosα] (4.16)

and

col(%↓) =
1

2
[1− cosα,+ sinα,+ sinα, 1 + cosα]. (4.17)

Therefore, the energy jump conditional probabilities are

P
(n)

↑| ↑↓
=

1

2
(1± µn−1 cos2 α), (4.18)

where the notation ↑
↓ indicates the two possible initial states, each of which must be

respectively associated with the ± sign in the r.h.s. of the equation. Notice that in
the asymptotic limit

lim
n→∞

µn =

{
1, if α=0 or ωτ

2π
∈Z

0, otherwise
(4.19)

Let us remember that by definition α ∈ [−π
2
, π

2
]. This means that in the absence

of dissipation P∞↑|↑ = P∞↑|↓ = 1
2
, i.e., z–QPMs bring the system into an equilibrium

thermal state with infinite temperature [142, 173]. The cases where µ = 1 are
exceptions, for which Sn = M (see corollary II in Appendix 4.E). If α = 0, then
the energy eigenstates, resulting from the first energy measurement, are not affected
by S n. For τ equal to full periods of the coherent driving, U is the identity, therefore
only the first z–QPM affects the spin energy.
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Model for the composition of z–QPMs and unitary evolutions with dissi-
pation

We now introduce the additional dissipative channel associated to each absorbed
laser pulse. This model would reproduce the experimental conditions only for the
case of pabs = 1, i.e., a completely deterministic (non-stochastic) time distribution
of absorbed laser pulses.

The decay towards the |0〉 state can be modeled on average by the Lindbladian
jump operator

√
ΓD |0〉〈1| acting during the laser time tL. This jump operator gives

rise to a new super-operator D defined using Eq. (4.9) neglecting the Hamiltonian
terms, as we did for the z–QPM superoperator M . The presence of each absorbed
laser pulse is therefore described by the super-operator DM = MD. Therefore, the
expression of the super-operator for the global dynamical evolution of the NV-center
is equal to

S n
D = (DMU )n = MD1/2(MD1/2UD1/2M )n−1D1/2M , (4.20)

where in the r.h.s. of Eq. (4.20) we have not considered the last unitary evolution,
since the map is applied to the energy eigenstates. In a similar fashion to the case
studied in the previous section, it is possible to prove (see appendix 4.F) that the
energy jump conditional probability corresponds to

P
(n)

↑| ↑↓
=

1

2
[1 + cosα(Rn ± µn−1e−nΓDtL cosα)], (4.21)

where

Rn ≡
1− e−ΓDtL

1− µe−ΓDtL
(1− µne−nΓDtL) (4.22)

and the notation ↑
↓ indicates the two possible initial states, each of which must be

respectively associated with the ± sign in the r.h.s. of the equation (4.21). Notice
that ΓD is an effective dissipation rate such that 1 − e−ΓDtL = 0.44 (' pdiss for a
single absorption-emission cycle).

As mentioned before, in the asymptotic limit [Eq. (4.19)] limn→∞ µ
n → 0, except

for trivial cases where the action of U becomes irrelevant and the map brings the
spin state to the state |0〉. Therefore, for any non trivial case (µ 6= 1) the asymptotic
probability to find the spin in the |↑〉 state P∞↑ = P∞↑|↑ = P∞↑|↓ can be analytically
computed, yielding

P∞↑ =
1

2

(
1−

(
1− e−tLΓD

)
cosα

1− e−tLΓDµ

)
. (4.23)

The analytic prediction of P∞↑ matches the numerical simulations for ideal equally-
spaced z–QPMs [Fig. 4.7].

In the experiment, the stochastic temporal distribution of z–QPMs — induced
by an absorption probability lower than one — removes the strong dependence on
τ , as will be discussed in the next section. The analytic model is therefore a good
approximation of the system dynamics, provided one replaces τ with an effective
inter-pulse spacing.

4.3.3 Stochastic limit

The absorption probability can be accounted for in the analytical solution by consid-
ering an effective parameter µeff that takes into account the probability distribution
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Figure 4.7: Comparison between numerical and analytical calculation for the case
of pabs = 1 (non-stochastic). The conditional probability to measure E↑ at the end
of the TPM protocol, starting from the energy eigenstates %↑ (blue) or %↓ (orange),
is shown as a function of the number of laser pulses n. In this particular case
sin2 α = 0.5 and sin2(ωτ/2) = 0.5, meaning that µ = 0.5. The sum of square
residuals between the two simulations is lower than 2× 10−4.

of free evolution time-intervals between consecutive absorbed laser pulses. In this
section we explain how µeff is obtained by analyzing all the possible combinations
of absorbed laser pulses and their probability.

Notice that the time before the first absorption is irrelevant because the system
is initialized into each one of the Hamiltonian eigenstates, and the time after the
last absorption is also irrelevant because the energy of the system is measured at
the end of the protocol. It is for this reason that in the case with one laser pulse
n = 1, the dependency on τ for Eq. (4.21) is removed.

For n laser pulses, the number of absorbed lasers k can take any integer value
between 0 and n. The time between laser pulses τ is fixed, however, the time between
two absorbed laser pulses τa can change in each realization of the experiment. Notice
that the value of τ is irrelevant for k = 0 and k = 1, hence, to define the time between
two consecutive absorbed laser pulses τa, we only consider the cases for k ≥ 2. For
n laser pulses, τa can take any value between τ (absorbing two laser pulses next to
each other) and (n− 1)τ (absorbing only the very first pulse and the very last one).
Therefore, we can write that τa = mτ for m ∈ [1, 2, . . . , n− 1]. For each value of k,
there are n!

k!(n−k)!
possible combinations for the position of the absorbed laser pulses.

Each of these combinations is associated with a specific set of m values. Hence, for
a fixed k, we define N(m|k) as the number of appearances of each value of m for
all these sets. Then we obtain the probability fm(n, pabs) of having τa = mτ , by
summing the appearances of each m value over all possible k values

fm(n, pabs) =

∑
kN(m, k)b(k, n, pabs)∑

m

∑
kN(m, k)b(k, n, pabs)

, (4.24)

where the binomial distribution b(k, n, pabs) describes the probability of having k
absorbed pulses, each with an absorption probability pabs, in a set of n laser pulses.
An illustrative example on how to do this procedure is shown in Section [4.3.4].

From the probability distribution f`(n, pabs) defined in Eq. (4.24) we extract an
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Figure 4.8: Comparison between numerical and analytical calculation of the asymp-
totic probability for the spin to be in the |↑〉 state, as a function of the time between
laser pulses τ . Respectively in blue and gray: Numerical simulation with the com-
plete model, and without non-preserving spin transitions, i.e. θ = 0 (see Tab. 1.1).
In green and purple: Analytical solution for perfect absorption, and finite absorp-
tion (µeff(pabs), see text), respectively. Time τ is scaled in terms of energy ν = ω/2π
(~ = 1).

effective value of µeff as:

µeff(pabs) =
n∑

`=1

µ` f`(n, pabs) (4.25)

where µ` = 1 − 2 sin2(α) sin2( `τω
2

). In Fig. 4.8 we present the comparison between
the numerical simulation and the analytical solution using both µeff(pabs) (finite
absorption probability) and µ (perfect absorption). This µeff correctly takes into
account the finite absorption probability, however the analytical solution is still
missing a description of the non-preserving spin radiative transition process, which
is more important as we reduce the value of α, as shown in Fig. 4.8.

4.3.4 Stochastic limit – Illustrative example for n = 4

In order to clarify the procedure explained in the previous section, lets consider as
an example the case of n = 4 laser pulses, each with a 40% probability of absorption
(pabs = 0.4). Lets also assume that the time between laser pulses τ is such that
ωτ = π/2.

The number of time intervals between consecutive absorbed laser pulses can be
τa = mτ ∈ {τ, 2τ, 3τ}. Assuming that two laser pulses are absorbed (k = 2), then
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the positions of the laser pulses that have been absorbed can be any of the ones
shown in table 4.1. From this table we can also see that m = 1 occurs in three
cases, m = 2 occurs in two cases, and m = 3 occurs in only one case. Therefore,
N(m, k) corresponds to

N(1, 2) = 3 ; N(2, 2) = 2 ; N(3, 2) = 1

The cases for k = 3 and k = 4 absorbed laser pulses are also shown in table 4.1,
from which we can obtain that

N(1, 3) = 6 ; N(2, 3) = 2 ; N(3, 3) = 0

N(1, 4) = 3 ; N(2, 4) = 0 ; N(3, 4) = 0

Hence, using Eq. (4.24) we obtain

f1(4, pabs = 0.4) = 0.638

f2(4, pabs = 0.4) = 0.27

f3(4, pabs = 0.4) = 0.083,

Finally we use Eq. (4.25) to calculate

µeff(pabs = 0.4) = 1− 2 sin2(α)
3∑

`=1

sin2(
`τω

2
) f`(n, pabs)

' 1− 2(0.638) sin2(α)

in contrast, µ = 1 − sin2(α) for the non-stochastic case (perfect absorption pabs =
1.0) [Eq. (4.13)].

Table 4.1: Illustrative example: Positions of the k absorbed laser pulses, marked
with X, for n = 4 laser pulses. Each value of k ∈ [2, 3, 4] is shown as a separated
case. The last column in each case shows the number of time intervals between
absorbed laser pulses, i.e., the number of dashed lines between X-markers.

k = 2
Absorption

m
position

X X - - 1
- X X - 1
- - X X 1
X - X - 2
- X - X 2
X - - X 3

k = 3
Absorption

m
position

X X X - 1,1
- X X X 1,1
X - X X 2,1
X X - X 1,2

k = 4
Absorption

m
position

X X X X 1,1,1

4.4 Conclusions

We explored the quantum energy exchange fluctuation relation for an open quantum
system coupled to a tunable dissipative channel, and we investigated the interplay
between quantum projective measurements and dissipation. For the studied two-
level quantum system, the energy exchange fluctuation relation is formulated in
terms of the pseudo-temperatures of the initial and asymptotic states of the system.
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At the steady state, the final pseudo-temperature is indeed an invariant quantity,
irrespective of the initial state. We have shown that this exchange fluctuation re-
lation holds for any direction, with respect to the Hamiltonian, along which the
intermediate quantum projective measurements are applied. In addition, we have
observed that the exchange fluctuation relation is robust against the presence of
randomness in the time intervals between measurements. Our experimental study
is enabled by the use of a single NV center in diamond at room temperature. We
exploit the high control on the spin degrees of freedom, under the effect of trains of
short laser pulses that perform quantum projective measurements and controllably
open the two-level system, through a dissipation channel whose interaction coupling
with the external surroundings can be tuned. This work, therefore, establishes NV
centers as a suitable platform to to explore the physics of an out-of-equilibrium open
quantum system, and to verify quantum fluctuation relations.
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4.E Appendix: Super-operator for ideal projec-

tive measurements

This appendix contains the proof by induction of the equality:

(MUM )n =
1

2
[(1 + µn)M + (1− µn)N ] (4.26)

Proof: By direct substitution in Eqs. (4.11) and (4.12), one can obtain that

MUM =




1− sin2 α sin2 ωt 0 0 sin2 α sin2 ωt
0 0 0 0
0 0 0 0

sin2 α sin2 ωt 0 0 1− sin2 α sin2 ωt




=
1

2
(1 + µ)




1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1


+

1

2
(1− µ)




0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0




=
1

2
[(1 + µ)M + (1− µ)N ]

where µ ≡ 1 − 2 sin2(α) sin2(ωτ
2

). This proofs the validity of Eq. (4.26) for n = 1.
Assuming it to be valid for n − 1, and using the fact that M 2 = N 2 = M and
MN = NM = N , then:

(MUM )n = (MUM )n−1 (MUM )

=
1

2

[
(1 + µn−1)M + (1− µn−1)N

]
· 1

2
[(1 + µ)M + (1− µ)N ]

=
1

4

[
(1 + µn−1)(1 + µ) + (1− µn−1)(1− µ)

]
M

+
1

4

[
(1 + µn−1)(1− µ) + (1 + µn−1)(1− µ)

]
N

=
1

2
[(1 + µn)M + (1− µn)N ]

Q.E.D.

Corollary I: Eq. (4.14) is a direct consequence of equation (4.26).
Corollary II: If µ = 1 then (MUM )n = M

4.F Appendix: Super-operator for z-QPMs and

dissipation

This appendix is devoted to demonstrate the validity of Eq. (4.21).
The dissipation operator D is obtained with Eq. (4.9) with the Lindbladian jump

operator
√

ΓD |0〉〈1|, and neglecting the Hamiltonian terms (instantaneous action of
the laser pulses with respect to the coherent driving). This results in

D1/2 =




1 0 0 1−
√
k

0 4
√
k 0 0

0 0 4
√
k 0

0 0 0
√
k


 (4.27)
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where k ≡ e−tLΓD . This means that

MD1/2 =




1 0 0 1−
√
k

0 0 0 0
0 0 0 0

0 0 0
√
k


 (4.28)

and

S1/2 =




1−
√
kk1 0 0 1− k −

√
k(1− 2

√
k)k1

0 0 0 0
0 0 0 0√
kk1 0 0 k +

√
k(1− 2

√
k)k1


 (4.29)

where S1/2 ≡ MD1/2UD1/2M and k1 = sin2(α) sin2(ωτ
2

) are defined to simplify
notation. Introducing for calculation purposes the matrices

B1 ≡
1

2




1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1


 ; B2 ≡

1

2




1 0 0 −1
0 0 0 0
0 0 0 0
−1 0 0 1


 ; B3 ≡

1

2




1 0 0 1
0 0 0 0
0 0 0 0
−1 0 0 −1


 ,

(4.30)

we can rewrite equations (4.28) and (4.29) as

MD1/2 = B1 +
√
kB2 + (1−

√
k)B3 (4.31)

S1/2 = B1 + kµB2 + (1− kµ−
√
k(1− µ))B3. (4.32)

Note that these B matrices have the properties:

B2
1 = B1 ; B2

2 = B2 ; B3B1 = B2B3 = B3

B2
3 = B1B3 = B3B2 = B1B2 = B2B1 = 03×3,

therefore

(S1/2)2 = B1 + (kµ)2B2 + (1− kµ−
√
k(1− µ))(1 + kµ)B3

(S1/2)3 = B1 + (kµ)3B2 + (1− kµ−
√
k(1− µ))(1 + kµ+ (kµ)2)B3

(S1/2)4 = B1 + (kµ)4B2 + (1− kµ−
√
k(1− µ))(1 + kµ+ (kµ)2 + (kµ)3)B3

...

(S1/2)n = B1 + (kµ)nB2 + (1− kµ−
√
k(1− µ))

(
n∑

i=0

(kµ)i

)
B3

Hence, using the equation of the sum of the first n terms of a geometric series, we
obtain

(S1/2)n = B1 + (kµ)nB2 + (1− kµ−
√
k(1− µ))

(
1− (kµ)n

1− kµ

)
B3 (4.33)

Combining equations (4.31) and (4.33), and using the properties of matrices B, we
can obtain the super-operator for the global dynamical evolution [Eq. (4.20)]

S n
D = MD1/2(S1/2)n−1D1/2M

= B1 + knµn−1B2 +RnB3, (4.34)
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where Rn ≡ (1− k)
(

1−(kµ)n

1−kµ

)
.

The propagator given in Eq. (4.34) can be used to estimate the conditional

probabilities P
(n)

↑| ↑↓
for the initial energy eigenstates %↑ [Eq. (4.16)] and %↓ [Eq. (4.17)]

P
(n)

↑| ↑↓
= Tr

[
%↑ col−1(S n

D col(% ↑
↓
))
]

=
1

2

(
1 +Rn cosα± knµn−1 cos2 α

)
, (4.35)

which is exactly the expression in Eq. (4.21).
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Chapter 5

Thermodynamics of non-thermal
quantum dissipation

The study of stochastic dissipative quantum dynamics has been subject of an endur-
ing interest, and it plays a key role for the characterization of open quantum systems
dynamics [176]. A purely quantum way of inducing stochastic dynamics is realized,
as presented in Chapter 4, by performing projective measurements or, possibly, se-
quences of them. In such a case, the system evolves following random trajectories,
since after each measurement the system notoriously collapses in an eigenstate of
the measured observable with an assigned probability [177, 178]. Thus, to compute
the average values of physical quantities, one needs to average over all the differ-
ent trajectories. In this context, it becomes evident how useful it is to have an
experimental setting in which both the stochasticity and dissipation are present,
and even tunable from weak to strong coupling between the system and its environ-
ment. Whilst two-level systems, such as the spin qubit discussed in Chapter 4, grant
the possibility of studying pseudo-thermalizing dynamics, a quantum system with
higher dimension provides an ideal playground towards the study of non-thermal
dissipative dynamics.

In this chapter, we will focus on the simplest physical system in which one can
address the issue of characterizing non-thermal states, including quantum fluctua-
tion relations, namely a three-level quantum system (3LS). In particular, our open
3LS is realized by the three electronic spin projections within the orbital ground
state of an NV center in diamond at room temperature. Similarly to the scheme
that I have discussed for a spin qubit, stochasticity is introduced by applying a se-
quence of projective measurements with finite probability to occur, while at the same
time dissipation is provided by the irreversible optical pumping and non-radiative
decay processes associated with the experimental realization of the projective mea-
surements. The implemented stochastic dissipative quantum dynamics is then char-
acterized by computing the expectation values of quantities ascribable to energy
changes of the 3LS with respect to the initial (reference) state. In this way, we
will study the effects that the stochastic dissipative map have in the probability
distribution of energy variation, by resorting to the Jarzynski-Sagawa-Ueda (JSU)
formalism for systems with feedback [144, 179] and exchange fluctuation relations
for open quantum systems [19, 38, 162, 167, 180].

Section 5.1 discusses the implementation of the stochastic dissipative map with a
spin qutrit, formed by the orbital ground state of an NV center. The description of
the protocol to measure the energy variation statistics is given in Sec. 5.2, together
with the experimental results of the energy jump probabilities. Section 5.3 presents
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readout
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Stochastic-dissipative map
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Figure 5.1: Protocol to measure energy conditional probabilities. The stochastic-
dissipative map M is a combination of a train of NL equidistant short laser pulses
and a continuous driving under the Hamiltonian H that can be either HNV or
Hmw (see text). The initialization of the NV |0〉 state require some coherent con-
trol to polarize the nitrogen nuclear spin (see appendix 5.G for details). The gates
Gi : |0〉 → |i〉, with |i〉 being one of the Hamiltonian eigenstates, enable to prepare
and readout the Hamiltonian eigenstates, by exploiting the optical properties of the
NV center (see appendix 5.H for details).

a model developed to predict the dynamics of the 3LS in the presence of unitary
evolution, intermediate measurements and dissipation. In Sec. 5.4, this model is used
to demonstrate the validity of a generalized version of the JSU relation, that includes
irreversible dissipation processes. In addition we prove that the computation of
the quantities involved in this relation can be significantly simplified. Moreover,
we use the experimental data of the energy jump probabilities to reconstruct the
characteristic function of the energy variation probability, and experimentally verify
the generalized JSU relation. In Sec. 5.5, a theoretical analysis and the experimental
data are used to show that it is possible to define an energy scale factor such that
the characteristic function of the energy variation probability remains constant in
time, under the assumption that the system is subject to dissipative (not necessarily
thermalizing) dynamics. Section 5.6 contains the conclusions of this chapter.

5.1 Experimental implementation

In contrast with Chapter 4, here we use a three level system formed by the three spin
projections of the S = 1 ground state of an NV center. The intrinsic Hamiltonian
of the spin triplet reads (see Eq. (1.2))

HNV = ∆S2
z + γeBSz . (5.1)

The zero-field-splitting ∆ ' 2.87 GHz removes the degeneracy of the mS = 0 (|0〉)
spin projection, while the product of the electron gyromagnetic ratio γe with the
amplitude of an external bias magnetic field B, aligned with the NV center axis,
removes the degeneracy of the spin projections mS = ±1 (|±1〉).

The spin qutrit is coherently driven using double-resonant microwave (mw) ra-
diation. We use monochromatic mw signals to apply two level gates involving the
states |0〉 and |+1〉 (respectively |0〉 and |−1〉), and bi-chromatic signals, with fre-
quency components Ω±1 = ∆±γeB, to apply a continuous double driving described
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by the following Hamiltonian in the microwave rotating frame:

Hmw ≡ ωSx (5.2)

where ω is the Rabi frequency.1 For the experiments shown in this chapter, we have
used ω/2π ' 1.18 MHz.

In a similar fashion to what I have presented in Chapter 4, the dissipative map
M consists in a unitary evolution U = exp−iHtfin during the time of the experiment
tfin, and a set of equidistant short laser pulses. We have separately explored the cases
of H = Hmw and H = HNV. Even when the time between laser pulses is fixed, the
low absorption probability implies that the time interval between two consecutive
absorptions follows a binomial distribution with probability pabs. Thus, we model
the interaction with a short laser pulse as follows: If the laser pulse is not absorbed,
the state of the system remains unchanged and there is no dissipation. If the laser
pulse is absorbed, the system is subjected to a projective measurement in the Sz-
basis [71] that is then followed by a dissipation towards the |0〉 state. This interaction
between the 3LS and short laser pulses can be thus described by a positive operator
valued measure (POVM) followed by a dissipation operator depending on the result
of the POVM, as will be shown in Sec. 5.3.1.

5.1.1 Nuclear spin polarization

Owing to technical specifications on the microwave generator, the difference in fre-
quency between the two components of the bi-chromatic microwave signal is set to
|Ω+1 − Ω−1|/2 ≤ 130 MHz (see Sec. 1.2.1). This imposes a limit on the ampli-
tude of the external bias field. In particular we set it to be B ' 100 MHz/γe '
35.7 G. This magnetic field is far away from the excited-state level anti-crossing
(ESLAC) [Sec. 1.5], hence the optical initialization of the NV electronic spin has
almost no effect on the nitrogen nuclear spin polarization (see for example Fig. 1.2).
The hyperfine coupling between the NV electronic spin (orbital ground state) and
the unpolarized nitrogen nuclear spin results in a 3× 3 = 9 level system. To reduce
it to be the three level system described by Eq. (5.1), we polarize the nuclear spin
at the beginning of each experimental realization by applying a set of mw and rf
pulses as depicted in Fig. 5.1 and detailed in appendix 5.G. Notice that the nitrogen
nuclear spin lifetime is of the order of milliseconds [5, 6], hence much longer that
the duration of a single experimental realization, which in average is ∼ 10 µs.

5.2 Measurement protocol

The effect of the mapM on the energy of the system can be characterized by mea-
suring the energy jump probabilities, i.e., the conditional probabilities associated
with the energy variation in a given time interval. For this purpose, we use the
following procedure:
(a) Initialize the spin into one of the Hamiltonian eigenstates, say |i〉.
(b) Evolve the spin under the map M up to the time instant tfin.
(c) Read out the probability of the spin to be in the Hamiltonian eigenstate |j〉 at
t = tfin.

1We remind the reader that, in the Sz basis, Sx = 1√
2




0 1 0
1 0 1
0 1 0


.
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(d) repeat the procedure for each initial and final Hamiltonian eigenstates.
The conditional probability Pj|i associated with each of the initial and final eigen-
states is obtain by repeating this procedure several times (∼ 106). This protocol is
schematized in Fig. 5.1. After optically initializing the system into |0〉, we apply a
quantum gate Gi to prepare the Hamiltonian eigenstate |i〉. To measure the prob-
ability that the final state of the system is |j〉, we apply a second quantum gate
G−1
j that rotates |j〉 into |0〉, and finally we perform the optical readout. In other

words, for a given final state ρ =M(tfin)[|i〉〈i|], we want to measure the probability
Pj|i = Tr[|j〉〈j| ρ], however, the optical readout (measurement of the NV photolumi-
nescence intensity) corresponds to a measurement of the probability of finding the
system in the mS = 0 state (Tr[|0〉〈0| ρ]). By applying a quantum gate to the state
before its optical readout we measure Tr[|0〉〈0| G−1

j ρGj] = Tr[Gj |0〉〈0|G−1
j ρ] =

Tr[|j〉〈j| ρ] = Pj|i, which is the probability we are interested in measuring. Notice
that the gates Gj are unitary transformations done with coherent mw driving. The
description of these gates can be found in appendix 5.H.

We used the protocol explained above to measure the complete set of conditional
probabilities for two different dissipative maps M:

1. Double driving of the spin, the unitary part of the map M is ruled by the
Hamiltonian Hmw as defined in Eq. (5.2), with eigenstates

|±ω〉 ≡ (|−1〉 ±
√

2 |0〉+ |1〉)/2 and |∅〉 ≡ (|−1〉 − |1〉) /
√

2 .

2. Fee evolution of the spin (no driving), such that the Hamiltonian is HNV with
eigenstates |±1〉 and |0〉.

The results of these measurements are shown in Fig. 5.2, where the x-axis represents
the number of laser pulses NL applied before performing the readout. The shown
experimental data is accompanied by a simulation, the details of which will be
described in Sec. 5.3.

From the results shown in Fig. 5.2, note that the conditional probabilities Pj|i
tend to a single constant value for long times tfin = τNL (with large NL). This
is equivalent to state that the system asymptotically approaches a steady state in
the energy basis (SSE) that does not depend on the initial state, thus confirming
the dissipative nature of the map M. In the case of H = HNV (see Fig. 5.2(b)),
the asymptotic state is |0〉 that is obtained by applying several laser pulses without
driving the system. This result is confirmed by the equivalence of this protocol with
the procedure used to optically initialize the system into |0〉. On the other hand,
if H = Hmw (see Fig. 5.2(a)), the asymptotic state is not |0〉 = 1√

2
(|+ω〉 − |−ω〉).

Although the interaction with each laser pulse tends to bring the system into |0〉,
the double driving after each laser pulse performs a partial Rabi oscillation, hence
changing the SSE for long times.

Asymptotic state for Hmw

The dissipative nature of the map implies that the fixed point of M coincides with
the asymptotic state of the dynamics. Since the map is inside a TPM scheme, this
means that we need to find the state ρ∞ such that the diagonal elements ofM[ρ∞]
remain unaltered during the dynamics. Assuming that the fixed-point is a state
written in its spectral decomposition as ρ∞ =

∑
` P
∞
` |`〉〈`|, where the sum is done
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Figure 5.2: Probability of measuring the state |j〉 after applying the mapM to the
state |i〉 as a function of the number of laser pulses NL, where |i〉 and |j〉 represent
each of the eigenstates of the 3LS Hamiltonian (a)Hmw and (b)HNV. In both cases,
the laser pulses duration is tL = 41 ns, and the time between pulses is τ = 424 ns.
Each plot in panels (a) and (b) shows the three energy jump probabilities for the
same initial state. The markers represent the experimental data, with error bars
given by the photon shot noise. The solid line represents the simulation of the
dynamics (see Sec. 5.3).
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over ` ∈ {+ω, ∅,−ω}, then the diagonal elements of M[ρ∞] after NL pulses are
written as

Pm(NL) =
∑

`

Pm,` =
∑

`

Pm|` P
∞
` , (5.3)

for m = ±ω, ∅. Therefore, by combining the measured conditional probabilities,
shown in each panel of Fig. 5.2(b), as indicated by equation (5.3) we can find the
correct weight factors P∞±ω, P

∞
∅ such that Pm(NL) is constant regardless of the value

of NL. Operationally, we achieve this by minimizing the sum of square residuals
of
∑

` Pm|` P
∞
` with respect to its mean value, separately for each m, using as free

parameters P∞±ω, and P∞∅ . The resulting asymptotic state probabilities, in the case
of Hmw, are 2

(experiment) P∞±ω = (0.39± 0.04), P∞∅ = (0.22± 0.04) (5.4)

A more precise estimation of the asymptotic state can be obtained from the sim-
ulation of the dynamics. In sec. 5.3, I will show how the dynamics of the system
can be modeled by a concatenation of POVMs, and Lindbladian (dissipative) or
unitary evolution operators, conditional on the POVM result. Using this model, the
predicted asymptotic state is defined in terms of the probabilities 3

(simulation) P∞±ω = (0.40469± 0.00003), P∞∅ = (0.19067± 0.00001) (5.5)

Having measured the energy jump conditional probabilities is useful not only to
estimate the asymptotic state, but also to study the energy variation characteristic
function G(ε) ≡ 〈e−ε∆E〉. As detailed in sections 3.3.1 and 4.1.1, it is possible to
reconstruct G(ε) using the adapted TPM scheme, i.e., by measuring the energy
jump conditional probabilities Pj|i, and combine the results multiplying them by
the probabilities Pi = exp(−βEi)/Z of a virtual initial thermal state, to be seen as
weight factors. In sections 5.4 and 5.5 we will reconstruct the characteristic function
with the experimental data, and we will study how to interpret the results with two
different fluctuation relations. But before studying the behavior of the characteristic
function, in section 5.3 we will describe in detail how to model the dissipative map.

5.3 Model of the dissipative map

In this section I will show a model of the dynamics induced by the stochastic-
dissipative map used in the experiment (see Fig. 5.1). The unitary evolution be-
tween laser pulses is described by a unitary operator U ≡ e−iτH, either for H = Hmw

(double driving), or H = HNV (free evolution). The interaction with the short laser
pulses can be modeled as Lindbladian dynamics (representing the optical pump-
ing towards mS = 0) conditioned by the result of a previously applied POVM. In
section 5.3.1, I will describe in detail the interaction with a short laser pulse, and
I will introduce a superoperator formalism that is very convenient when dealing
with Lindbladian dynamics. In section 5.3.2, I will show the complete model of the
stochastic-dissipative map.

2The error bars in Eq. (5.4) result from the error propagation of the experimental data (see
Fig. 5.2(a)) during the minimization of the sum of square residuals.

3The error bars in Eq. (5.5) represent the confidence interval associated with the minimization
operation on the simulated dynamics.
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5.3.1 Short laser pulses interaction as POVM and dissipa-
tion

As explained in Sec. 1.4, the interaction between the NV center and a green laser
pulse can modeled with a master equation that involves the NV center orbital excited
and metastable states. For the purposes of the present chapter, i.e., to measure
energy variations in a quantum three level system, this interaction is modeled as a
POVM followed by dissipation, as described below. In the following description, we
ignore the coherent evolution of the system state caused by the Hamiltonian, this is
justified by the fact that the Rabi periods associated with the unitary evolution of
the system are much longer than the duration of a short laser pulse.

The interaction of the NV spin qutrit with a short laser pulse is modeled as
follows: If the laser pulse is not absorbed, the state of the system remains unchanged
and there is no dissipation. If the laser pulse is absorbed, the system is subject to
a quantum projective measurement in the Sz basis, hence projecting its state into
one of the spin states, after which, the system is subject to a dissipation operator,
modeled with a Lindbladian master equation. From now on, we will use the Liouville
formalism to write operators in their matrix representation (in the Sz basis) such
that

|−1〉〈−1| =




0 0 0
0 0 0
0 0 1


 ; |0〉〈0| =




0 0 0
0 1 0
0 0 0


 ; |+1〉〈+1| =




1 0 0
0 0 0
0 0 0


 , (5.6)

hence we will use indistinguishably the term matrix or operator, unless otherwise
specified. In addition, we will use the formalism described in Ref. [175] for super-
operators represented as N2 × N2 matrices, where N = 3 is the dimension of the
Hilbert space of the quantum system. A given density matrix ρ0 after the interaction
with a laser pulse of duration tL is transformed into:

col[ρ(tL)] =
4∑

j=1

D(tL)
j mj col[ρ0] (5.7)

where col[ρ] denotes the result of stacking the columns of ρ to form a ‘column’
vector, mj ≡ mj ⊗ mj is one of the measurement super-operator associated with
the POVM {m1,m2,m3,m4}, where

m1 ≡
√
pabs |−1〉〈−1| (5.8)

m2 ≡
√
pabs |0〉〈0| (5.9)

m3 ≡
√
pabs |+1〉〈+1| (5.10)

m4 ≡
√

(1− pabs)13×3, (5.11)

such that
∑4

j=1 mjm
†
j = 13×3, and D(tL)

j represents the action of a superoperator
conditioned to the result of the POVM:

D(tL)
j =

{
1119×9, if j = 4

L(tL), otherwise
(5.12)

with

L(tL) ≡ exp

(
tL

1∑

`=0

L∗` ⊗ L` −
1

2
13×3 ⊗ L†`L`

−1

2
(L†`L`)

∗ ⊗ 13×3

)
(5.13)
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where (·)∗ denotes complex conjugate, ⊗ denotes the Kronecker product, and L` are
the Lindblad jump operators {L0, L1} ≡ {

√
Γ |0〉〈+1| ,

√
Γ |0〉〈−1|}, which describe

the dissipation towards the state |0〉. The case of j = 4 corresponds to the case
where the laser pulse is not absorbed, while the other three cases represent the
absorption of a laser pulse, involving the Lindbladian dissipation super-operator

L(tL) =




k 0 0 0 0 0 0 0 0

0
√
k 0 0 0 0 0 0 0

0 0 k 0 0 0 0 0 0

0 0 0
√
k 0 0 0 0 0

1− k 0 0 0 1 0 0 0 1− k
0 0 0 0 0

√
k 0 0 0

0 0 0 0 0 0 k 0 0

0 0 0 0 0 0 0
√
k 0

0 0 0 0 0 0 0 0 k




(5.14)

where k ≡ e−tLΓ. The product between the effective decay rate and the laser duration
ΓtL dictates how strong is the dissipation towards |0〉. Using short laser pulses with
tL = 41 ns, we characterized the strength of this decay rate resulting in a value
such that ΓtL ' 1/2. It is important to mention that, given the effective nature of
this model, the value of Γ might vary for different NV centers and under different
experimental conditions.

Notice that for a long laser pulse (tLΓ � 1) any given state ρ would be trans-
formed into L(tL) col[ρ] = col[|0〉〈0|], being consistent with the usual protocol em-
ployed to optically initialize the electronic spin state.

5.3.2 The stochastic-dissipative map

The stochastic-dissipative mapM can be decomposed as a sequence of blocks, each
representing a unitary evolution U ≡ e−iτH followed by the interaction of the system
with a short laser pulse [Sec. 5.3.1]. In the superoperator formalism [175], the unitary
evolution operation applied to a given state ρ is described as col[UρU †] = U col[ρ],
with U ≡ exp(−iτ(H⊗13×3−13×3⊗H∗)). Therefore, the superoperator describing
a single block of the dynamics corresponds to (see Eq. (5.7))

B ≡
4∑

j=1

D(tL)
j mjU ≡ AU , (5.15)

where the superoperator A represents the mean effect of a single short laser pulse.4

The overall effect of the dissipative map M, after NL laser pulses, is then modeled
as BNL . To grasp a better idea of the effect of dissipative map, in appendix 5.J, the
superoperator A is computed explicitly from the definitions of Dj and mj.

In the experimental protocol described in Sec. 5.2, the initial state (one of the
three Hamiltonian eigenstates) is subject to the dissipative map M, and finally
is subject to an energy measurement, modeled with the action of the Hamiltonian
eigenstates projectors Pi ≡ |Ei〉〈Ei|. Hence, the energy jump conditional probability
to measure Ef in the final energy measurement, afterNL laser pulses, when the initial
state is col[|Ei〉〈Ei|] is given by

Pf |i = Tr3×3[Pf BNL col[|Ei〉〈Ei|]] (5.16)

4From now on, the superindex (tL) in D(tL)
j will be removed to simplify the notation.
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where the trace is calculated after performing the inverse operation to create the
‘column’ vector, i.e., Tr3×3[col[·]] ≡ Tr[·], and Pf ≡ Pf ⊗ Pf .5 Notice that the
projectors Pi are defined by the specific Hamiltonian used during the experimental
protocol. The time between laser pulses is fixed, and the dissipation ‘strength’ was
previously characterized to be e−tLΓ ' e−1/2 [Sec. 5.3.1]. Therefore, the only free
parameter in this model is the absorption probability pabs, which is fitted to the
experimental data shown in Fig. 5.2. This figure shows as solid lines the predicted
dynamics using Eq. (5.16). The fitted absorption probability was pabs ' 0.3 (for
H = Hmw) and pabs ' 0.32 (for H = HNV).

5.4 Generalized Jarzynski-Sagawa-Ueda relation

As mentioned before, the interaction with the laser can be modeled by a POVM
and then the application of a dissipation operator, depending on the result of the
POVM (see Sec. 5.3.1). Thus, dissipation can be interpreted as an intrinsic feedback
process, defined by the properties of the NV center. For this reason, the fluctuations
resulting from the evolution under the dissipative mapM are well characterized by
a generalized Jarzynski-Sagawa-Ueda (G-JSU) relation

〈e−β∆E〉 = γ , (5.17)

where γ is a parameter that defines the effectiveness of the feedback process [144,
179]. The definition of the parameter γ, and the demonstration of equation (5.17)
are shown in section 5.4.1. The validity of Eq. (5.17) is experimentally demon-
strated with our experimental platform in section 5.4.3. In this regard, notice that
the quantum JSU relation was originally proposed for a feedback protocol without
dissipation [144]. Here, we developed a variation of the quantum JSU relation that
is very similar to the one reported in Ref. [145], where irreversible dynamics are
allowed, but in our case for non-thermal dissipative dynamics.

5.4.1 Proof of the G-JSU – theory

In this section I will describe how to calculate the value of the γ, defined for the
generalized Jarzynski-Sagawa-Ueda (JSU) relation [Eq. (5.17)], for the qutrit under
the stochastic-dissipative mapM, and while doing so I will demonstrate the validity
of such relation for this kind of dissipative interaction. This proof extends the results
shown in Refs. [144, 145] to the case of dissipative dynamics.

Assuming a TPM scheme, the system energy is measured at the beginning of
the protocol, then the system evolves under the map M, and finally its energy is
measured again. An energy measurement is modeled with the action of the Hamil-
tonian eigenstates projectors Pi ≡ |Ei〉〈Ei|. In agreement with the superoperator
formalism introduced in Sec. 5.3.1, the state after an ideal energy measurement is
given by col[PiρPi] = P i col[ρ], with P i ≡ Pi⊗Pi. For now we will restrict ourselves
to the case of a single “block” of the mapM formed by a unitary evolution followed
by the interaction with a single short laser pulse. The probability to obtain Ei in
the first energy measurement, Ef in the final energy measurement, and to obtain
the j-th value in the intermediate POVM, is written as

P (f, j, i) = Tr3×3[Pf Djmj U P i col[ρth]] (for NL = 1) (5.18)

5The probability to measure Ef for a given state ρ is Tr[Pfρ] = Tr[P2
fρ] = Tr[PfρPf ] =

Tr3×3[Pf col[ρ]].
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where ρth is the initial thermal state, Tr3×3[col[·]] ≡ Tr[·], and the superoperators
U , mj and Dj are defined in Sec. 5.3. To include more laser pulses separated by
unitary evolution periods, we just repeat the block Bj ≡ Djmj U as many times as
the number of short laser pulses. For example, for NL laser pulses, the probability
associated with a single trajectory of the system is

P (f, jNL
, . . . , j2, j1, i) = Tr3×3[Pf BjNL

· · ·Bj2Bj1 P i col[ρth]] (5.19)

This means that the left-hand-side of the JSU relation [Eq. (5.17)] can be written
as

〈e−β∆E〉 =
3∑

i,f=1

4∑

jNL
,...,j1=1

P (f, jNL
, . . . , j1, i)e

−β(Ef−Ei) (5.20)

Using the cyclic property of the trace and writing the initial thermal state in its
spectral decomposition ρth ≡∑3

k=1Pke−βEk/Z, with Z ≡∑3
k=1 e

−βEk , it is easy to
demonstrate that

〈e−β∆E〉 = γ (5.21)

where

γ ≡
4∑

jNL
,...,j1=1

Tr3×3[B†j1B
†
j2
· · ·B†jNL

col[ρth]], (5.22)

is an equilibrium quantity that can be different from one, and represents the proba-
bilities of applying a ‘backwards’ protocol starting from the thermal state with the
same inverse temperature β. Instead of the formalism used here, this demonstration
can also be done using the Kraus operator sum representation instead of the super-
operator formalism,6 in which case the proof is completely analogous to the ones in
Refs. [144, 145]. Notice that this proof is trivially generalized for systems of higher
dimension, since we have not used any particular property of the single block prop-
agator Bj. Notice also that in our case the Hamiltonian is time invariant, however,
for a more general case, the thermal state in Eq. (5.19) (respectively Eq. (5.22))
would represent the thermal state for the Hamiltonian at the time of the initial (re-
spectively final) energy measurement. The ‘backwards’ block B†j = U †m†jD

†
j can be

understood as follows: The superoperator U † corresponds to the time reverse opera-
tion of the unitary evolution, the POVM superoperator remains unalteredm†j = mj,

as well as D†4 = D4. However, for j 6= 4 the superoperator D†j = L† is not trace
preserving, which is a clear sign of the non-reversibility process associated with the
dissipation [145]. Instead, in the limit case of no dissipation, i.e., a system under
stochastically distributed projective measurements, the ‘backwards’ block represent
the inverse time-evolution.

5.4.2 Simplified G-JSU relation for superoperators

Computing the value of γ as written in Eq. (5.22), involves calculating every pos-
sible (backwards) trajectory originated by the stochastic-dissipative map M and
specifically by the sequence of measurements. Given the four possible results of
each POVM, the number of different trajectories grows exponentially with the num-
ber of laser pulses as 4NL , thus imposing a computational limit on the calculation.
However, the superoperator formalism leads to a simplification on this calculation:

6See appendix 5.I for the Kraus operator sum representation for the Lindbladian dynamics.

91



using the linear property of the trace, and the distributive property of the matrix
product, we can rewrite Eq. (5.22) as:

γ ≡
4∑

jNL
,...,j1=1

Tr3×3[B†j1B
†
j2
· · ·B†jNL

col[ρth]]

= Tr3×3



(

4∑

j1=1

B†j1

)(
4∑

j2=1

B†j2

)
· · ·




4∑

jNL
=1

B†jNL


 col[ρth]




= Tr3×3[(B†)NL col[ρth]], (5.23)

where B ≡∑4
j=1 Bj (see also Eq. (5.15)) is a superoperator that describes the effect

of applying a unitary evolution followed by a single laser pulse, including all the
possible results of the POVM and the associated (Lindbladian) dissipation. Using
equation (5.23), the complexity on the computation of the value of γ is significantly
reduced, with respect to Eq. (5.22).

Notice that it is always possible to find a superoperator associated with the
dynamics described by Kraus operators (see equations (1) and (2) in Ref. [175]).
Therefore, this simplification on the calculation of γ can be adapted to be valid for
any protocol with POVMs and feedback described by completely positive maps.

As a summary, the simplified version of the generalized JSU relation for a quan-
tum system that is subject to intermediate measurements (POVMs) and a feedback
process depending on the result of these measurements, is written as [Eqs. (5.17),
(5.23), (5.19), and (5.20)]

〈e−β∆E〉 = γ

where

γ = Tr3×3[(B†)NL col[ρth]]

〈e−β∆E〉 =
3∑

i,f=1

Tr3×3[Pf BNL P i col[ρth]]e−β(Ef−Ei)

where B is the superoperator propagator that describes the mean effect of all possible
outcomes of the POVM+feedback for each single intermediate measurement.

Analytic expression in the case of HNV

In the case of a Hamiltonian HNV, an analytic expression for γ [Eq. (5.23)] can be
found. Due to the fact that HNV is diagonal in the Sz basis [Eq. (5.1)], then the
superoperator U (and U †) has no effect on the spin population, i.e., on the elements
in the diagonal of the density matrix describing the state of the system.7 It only
affects the coherence part of the system state. However, in Eq. (5.22) the quantity
of interest is the trace of the density operator, so the coherence of the final state
is irrelevant, as one could expect from a TPM scheme. Moreover, the effect of the
short laser pulses (POVM+dissipation) is to partially destroy the system coherence
in the Sz basis. All these considerations are combined to result in

γ = µNL + 3(1− µNL)/Z. (5.24)

7We remind that the operators matrix representation is written in terms of the Sz basis.
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where µ ≡ 1 − (1 − e−tLΓ)pabs, and Z ≡ ∑1
k=−1 e

−βEi . The mathematical proof of
this is given in appendix 5.K. As one would expect, γ = 1 in the case of pabs = 0
(closed system) or in the case of e−tLΓ = 1 (no dissipation, i.e., no feedback).

Notice that Eq. (5.24) is only valid for a Hamiltonian that is diagonal in the
Sz basis. For a Hamiltonian with components along Sx or Sy, the TPM scheme
will still be insensitive to the coherence of the final (and initial) state. However,
the coherence induced by U will modify the probability of the system to be in
each of the Sz eigenstates, which will modify the state of the system after the
POVM+dissipation superoperator. In any case, Eq. (5.23) can be used to calculate
the value of γ.

5.4.3 Proof of the G-JSU – experiment

As mentioned in Sec. 5.4.1, the parameter γ is defined in terms of non-trace pre-
serving operators. Although it is not possible to independently measure γ, it is
possible to calculate γ theoretically, and to compute the values of the characteristic
function G(β) = 〈e−β∆E〉 experimentally, as shown in Fig. 5.3. This completes the
experimental demonstration of the validity of Eq. (5.17).

In the case of H = Hmw, the values of γ were calculated with equation (5.23).
The inverse temperature of the initial virtual state was β = 3/ω ' 2.54 MHz−1

(~ = 1).8 The estimation of the asymptotic state in the case of Hmw is not trivial,
but it can be achieved using the experimental data [Eq. (5.4)]. With the correct
propagation of error, the experimental data predicts an asymptotic value of G(β)
shown in Fig. 5.3(a) as a blue shaded area. The asymptotic value of γ is obtained
by fitting an exponential decay function to its simulated values (with Eq. (5.23)) for
a very large number of pulses (NL ∈ [0, 100]). The result, limNL→∞ γ = 1.18362 ±
0.00004, is shown as a red dashed line in Fig. 5.3(a).

The case of H = HNV is simpler. The values of γ were calculated using the
analytic expression in Eq. (5.24), from which we can also obtain its asymptotic value
limNL→∞ γ = 3/Z, with Z ≡∑1

k=−1 e
−βEi , shown as a dashed line in Fig. 5.3(b). The

value of the inverse temperature of the initial state was set to be β = 0.297/E+1 '
0.1 GHz−1 (~ = 1),9 with E+1 = ∆ + γeB ' 2.97 GHz [Sec. 5.1].

The measurement precision in the case of HNV is higher than the one in the
case of Hmw. This is related to experimental imperfections of the mw and rf pulses
used to realize the electronic and nuclear spin gates (compare also figures 5.2(a) and
5.2(b)). It is worth noting that the majority of values of the characteristic function
G(β) = 〈e−β∆E〉 are different from one, in both cases.

5.5 Fluctuation relation for stationary steady states

In this section, the energy variation characteristic function [Eq. (3.10)] G(ε) ≡
〈exp(−ε∆E)〉 is analyzed, where ε is an arbitrary scale factor that brings information
on the statistical moments of ∆E, and, specifically in this case, on the energetics
of an out-of-equilibrium system under dissipation. For values of ε chosen without
a specific criterion, 〈exp(−ε∆E)〉 is a time-varying quantity, strictly dependent on
the choice of the initial state of the system and its parameters. This aspect has been
experimentally confirmed also by the computation of the average 〈exp(−β∆E)〉 for

8This value of β corresponds to an initial spin temperature of approximately 3 µK.
9This value of β corresponds to an initial spin temperature of approximately 76 mK.
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Figure 5.3: Energy variation in terms of the number of laser pulses for a 3LS un-
der the stochastic-dissipative map M with Hamiltonian (a) Hmw and (b) HNV

respectively. The blue circles represent the measured values of the left-hand-side
of the generalized Jarzynski-Sagawa-Ueda relation (5.17), and the continuous black
line denotes the theoretical estimation of γ, namely the right-hand-side of the same
equation. The asymptotic value of γ is marked by a red dashed line. In (a), the
blue area represents the value of G(β), with the error propagation, computed for
the asymptotic state [Eq. (5.4)]. The value of the inverse temperature of the initial
state is (a) β = 3/ω, and (b) β = 0.297/E+1 (~ = 1, see text for more details).

the G-JSU fluctuation relation (see Fig. 5.3). In the latter, indeed, γ is a time-
dependent function depending on the number of laser pulses applied during the
experimental realizations of the protocol. In this regard, we aim to identify the
conditions under which 〈exp(−ε∆E)〉 could be constant, irrespective of the specific
trajectory developed by the system. More specifically, we are seeking for the energy
scaling factor εc allowing for the equality

〈e−εc∆E〉 = 1 (5.25)

irrespective of the initial state and the dimension of the analyzed system. Eq. (5.25)
corresponds to the stationary regime in which on average the open system does
not exchange energy with the external environment, despite the active presence
of interaction dynamics (i.e., the quantum system is not closed). In other terms,
understanding when 〈exp(−ε∆E)〉 = 1 lead to the identification of the SSE of the
system, whereby the expectation value of the system Hamiltonian is independent of
time.

I have theoretically proved (see appendix 5.L) that, for a generic n-dimensional
quantum system at the SSE, there exists one finite single time-independent εc such
that 〈exp(−εc∆E)〉 = 1. This steady state is originated by the action of a dissipative
channel, bringing the system into a density operator with constant energy in time
that does not depend on the initial state. After the energy measurement at the
end of the protocol, the quantum system is in a mixed state that in general is not
thermal. This means that the effects of the dissipative channel on the analyzed
3LS may not be modeled by the effective interaction of the system with a thermal
reservoir. Meaning that this interaction is not compatible with the XFR for a system
under thermalizing dynamics [167] (see Eq. (3.4)). However, also in this general non-
thermal dissipative dynamics, the validity of Eq. (5.25) is ensured and, specifically,
related to the existence of a unique constant finite value of εc depending on the
populations of the density matrix of both the initial state and the steady state.

The unique constant value of εc can be determined by numerically solving an
algebraic equation (see appendix 5.L.1). The data in Fig. 5.4 constitutes the exper-
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Figure 5.4: Energy variation in terms of the number of laser pulses for a 3LS un-
der the stochastic-dissipative map M with Hamiltonians (a) Hmw and (b) HNV

respectively. The blue circles represent represent the measured values of the LHS of
Eq. (5.25). The grey horizontal dashed line, at vertical axis equal to one, is a guide
for the eye. (a) εc ' 2.814/ω and β = 3/ω (~ = 1). (b) In this particular case, the
only value of ε for which G(ε) = 1 is ε = 0, hence εc = 0. This means that the data
represents the sum of all the energy variation joint probabilities.

imental verification of Eq. (5.25). In this regard, it is worth noting that Eq. (5.25)
is valid for any value of NL, as we experimentally verified, which suggests that the
dissipation process must fulfill some sort of generalized detailed balance condition.
However, in contrast with the case of the two level system (see Sec. 4.2.3), the dis-
sipation cannot be directly connected with a pseudo-thermalizing process, because
the asymptotic state cannot be written as an effective thermal state. It is worth
mentioning that, in theory, in the limit where the asymptotic SSE can be written
as a pseudo-thermal state, with inverse pseudo-temperature β∞, the fluctuation re-
lation for thermalizing dynamics [167], 〈exp(−∆β∆E)〉 = 1 would be recovered,
where ∆β ≡ β − β∞.

5.5.1 FRs as witness of non-unitality

The value of the parameters γ or εc, can be used as witnesses of non-unitality. A
map describing the dynamics of a system is considered to be unital if and only
if the identity is a fixed point of the map. Given the dissipative nature of the
dynamics, the asymptotic state is independent of the initial state. Hence, unital
dissipative dynamics implies that the asymptotic density operator is proportional
to the identity, which implies that 〈e−β∆E〉 = 1 (see corollary in appendix 5.L). The
contrapositive of the statement reads: If 〈e−β∆E〉 6= 1, then the dissipative map M
is non-unital. Therefore, either the value of γ 6= 1 or εc 6= β directly implies non-
unital dynamics. The inverse is not necessarily true in general. This is consistent
with the findings made by other studies [145, 181].

5.6 Conclusions

In this chapter we have studied the short and long time dynamics of a quantum three
level system (3LS) that asymptotically approaches a non-Gibbsian state, namely a
non-thermal mixed state. The analyzed quantum system, formed by the ground
state of an NV center in diamond at room temperature, is coherently driven by a
time-independent Hamiltonian and is subject to dissipation – an irreversible process
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– originated by the interaction with short laser pulses. The asymptotic non-Gibbsian
state entailed by dissipation is independent of the initial state, but depends on the
specific Hamiltonian that defines the continuous driving of the system. Since the
dissipation operator is diagonal in the Sz basis, the fixed point of the map depends
on whether or not such Hamiltonian commutes with Sz.

The non-thermalizing dynamics of the system falls under the category of open
quantum system dynamics, which we analyzed within the quantum thermodynamics
framework. In particular, we used quantum fluctuation relations (FR) to understand
and describe how the system achieves the asymptotic state that is stationary if eval-
uated along the energy basis of the system. For this reason the acronym SSE, steady
state in the energy basis, has been introduced. Exploiting the POVM formalism to
describe the qutrit interaction with the short laser pulses, we have demonstrated
that intermittent stochastic dissipation can be modeled as an intrinsic feedback
process. This suggested us the use of a generalized Jarzynski-Sagawa-Ueda (JSU)
relation to derive the statistics of the system energy variation. In this regard, the
comparison between experimental data and theory leads us to conclude that a gen-
eralized JSU relation, involving Lindbladian operators, is suitable for dissipative
non-thermal irreversible dynamics.

In addition, using a superoperator formalism, we found a simplified version
of the JSU relation, for which the value of the parameter γ can be easily com-
puted [Eq. (5.23)], without requiring to operate with all possible trajectories of the
system. This simplification should be valid for any protocol involving measure-
ments and feedback, as long as the evolution between measurements is given by a
completely positive map. The importance of this result is that it permits a fast
computation of γ even for a large number of intermediate measurements, which was
impractical before due to the fact that the number of different trajectories increases
exponentially with the number of intermediate measurements.

We have also used a second FR based on the identification of an energy scale
factor εc such that the average exponentiated negative energy variation 〈e−εc∆E〉 is
always equal to one for any value of time. In the case of an asymptotic non-Gibbsian
state, the energy scale factor εc is not an inverse temperature but a parameter that
characterizes the dissipative map, solely depending on the initial and asymptotic
states of the system.

Our results pave the way for the use of NV centers in diamond for the study
of quantum systems interacting with reservoirs in non-equilibrium states [182–184],
where quantum correlations may affect the total amount of quantum-heat during
the interaction processes.
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5.G Appendix: Nitrogen nuclear spin initializa-

tion

The electronic spin of the NV center is intrinsically coupled to the nuclear spin of the
nitrogen atom. The NV center we work with is coupled to a 14N atom with nuclear
spin I = 1. For that reason each of the electronic spin levels is split into three
hyperfine sublevels for the nuclear spin projections mI = 0,±1. In order to obtain
a genuine three-level system of the electronic spin, we polarize the nuclear spin in
the mI = −1 projection. This is done with a sequence of selective microwave and
radio-frequency π-pulses, as illustrated schematically in figure 5.5. We assume to
have as initial state a completely mixed state involving the nine hyperfine sublevels,
although this polarizing protocol is adequate for any initial state. The NV center
electronic spin is initialized into the mS = 0 state by means of a long laser pulse.
The external magnetic field is far away from the excited-state level anti-crossing
(ESLAC) [Sec. 1.5], hence the nuclear spin is unaffected by the interaction with
laser pulses. From now on we adopt the notation |mS,mI〉 to describe a state of
the joint system. In the first step, the population of |0, 1〉 is transferred to |1, 1〉
by a controlled-NOT operation on the electronic spin (selective mw π-pulse) and
subsequently transferred to |1, 0〉 by a controlled-NOT operation on the nuclear spin
(selective RF π-pulse). Then a long laser pulse pumps the population to |0, 0〉 while
leaving unchanged the population that was already in themS = 0 level. Analogously,
in a second step the resulting population in |0, 0〉 is transferred to |0,−1〉 passing
through |1, 0〉 and |1,−1〉. Among the possibilities of initializing a different mI

using different controlled-NOT operations, we have chosen the described one as it
gave the best polarization result. We have achieved an initialization fidelity of 79%,
measured with a standard electron spin resonance (ESR) experiment, figure 5.6.
This imperfect nuclear spin polarization is taken into account when normalizing the
photoluminescence intensity in the main experiments of this chapter.

5.H Appendix: Hamiltonian eigenstate prepara-

tion and final readout gates

As shown in Fig. 5.1, the preparation of the Hamiltonian initial eigenstate requires
the application of the quantum gate Gi : |0〉 → |i〉, while the readout of the proba-

Figure 5.5: Scheme for nuclear spin initialization of the 14N nucleus. (a)
Initially the population is distributed among the mI = 0,±1. (b, c) With selective
mw and RF pulses the population is first transferred from mI = +1 to mI = 0 and
then to mI = −1 to initialize/polarize the nuclear spin. The laser is used to pump
population in mS = 1 back to mS = 0.
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Figure 5.6: Nitrogen nuclear spin polarization. Results from an electron spin
resonance (ESR) experiment performed immediately after the nuclear spin polariza-
tion protocol.

bility that the system is in the eigenstate |j〉 requires a second quantum gate, i.e.,
G−1
j : |j〉 → |0〉. In this section we describe these gates for each of the possible

states |i〉 and |j〉.
There are two possibilities for preparing the Hamiltonian eigenstates. One is

with a double-driving microwave (mw) gate driving transitions between |0〉 and
|±1〉, and the other is with two mw pulses applied subsequently to transfer parts
of the population from |0〉 to |−1〉 and |+1〉 separately. In our experimental setup
we have opted for the latter method due to easier handling of the mw operations.
To induce the transition |0〉 → |∅〉 ≡ 1√

2
(|−1〉 − |+1〉), the population in |0〉 has

to be transferred in equal parts to |±1〉 where both parts have an opposite phase.
This is achieved by applying a π/2-pulse that transfers half of the population to
|−1〉, and subsequently applying a π-pulse to transfer the remaining population in
|0〉 to |+1〉. To obtain the correct phase between the |±1〉, it is required that the
phase of both pulses is π/2 (or −π/2), as one can verify by calculation. Also the
preparation of |±ω〉 ≡ 1

2

(
|−1〉 ±

√
2 |0〉+ |+1〉

)
works in a very similar way. A

π/3-pulse has to be applied to transfer one quarter of the population to |−1〉 and,
then, an arccos(1/3)-pulse transfers another one quarter of population from |0〉 to
|+1〉. Calculation shows that the phases of the mws have to be ∓π/2 and ±π/2,
respectively for the first and second mw, if we aim to prepare |±ω〉.

The second quantum gate G−1
j applies the reversed process with respect to the

preparation one. Thus G−1
j is obtained by performing the operations of the state

preparation in reversed order and assigning to the implemented mw pulses an op-
posite phase.

5.I Appendix: Kraus operators associated with

dissipation

As explained in Sec. 5.3.1, the master equation that describes the absorption of a
single laser pulse can be recast into a Lindbladian superoperator L (see Eq. (5.14)).
Given the fact that L describes a completely positive map, it is possible to find a set
of Kraus operators associated with the system’s dynamics. Finding the Kraus oper-
ators is not always trivial task, however, a simple recipe can be found in Ref. [175]
to go from Lindbladian superoperators to Kraus sum representation, and vice versa.
The idea is to find the eigenvalues vm and eigenvectors Vn of the Choi matrix as-
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sociated with L. The Kraus operators are then expressed as An =
√
vn col−1(Vn)ᵀ,

where col−1 is the opposite operation of column stacking, i.e., it converts the N2-
length vector into an N×N matrix. More details about this procedure can be found
in Ref. [175]. In the present case, the corresponding Kraus operators are:

A0 = 13×3 −
(

1−
√
e−tLΓ

)
S2
z

A1 =
√

1− e−tLΓ |0〉〈−1| (5.26)

A2 =
√

1− e−tLΓ |0〉〈+1| .
Note: The theory used throughout this chapter was based on the superoperator
formalism. Finding the set of Kraus operators that generate the same dynamics as
the Lindbladian superoperator L was done only as an exercise, and to offer to the
reader the possibility of using this alternative formalism.

5.J Appendix: Mean effect of laser pulses

As explained in section 5.3.1 and 5.3.2, the effect of applying a single laser pulse is
described by the superoperator

A ≡
4∑

j=1

Djmj (5.27)

This superoperator can be computed explicitly from the definitions of Dj and mj

[Sec. 5.3.1]. Introducing the auxiliary matrices

A1 ≡




1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1




; A2 ≡




0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
1 0 0 0 1 0 0 0 1
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0




; A3 ≡ 19×9 −A1,

then

A = µA1 + (1− µ)A2 +A3(1− pabs), (5.28)

where µ ≡ 1− (1− e−tLΓ)pabs. (5.29)

It is no surprising that, if pabs = 0 then A(pabs=0) = 19×9. On the other hand, if
pabs = 1 then the POVM is actually a quantum projective measurement (QPM) in
the Sz basis, which is why A(pabs=1) = e−tLΓA1 + (1 − e−tLΓ)A2 is almost equal to
the Lindbladian dissipation super-operator L [Eq. (5.14)], but without the terms
involving coherences, a signature of the QPM. Another special case occurs when
e−tLΓ = 1, meaning the case without dissipation, where equation (5.28) is rewritten
as A = A1pabs +19×9(1−pabs), which represents the mean effect of applying a QPM
of Sz with a probability pabs.

Writing A as in Eq. (5.28) is very useful, because the following properties

A2
i = Ai , for i ∈ {1, 2, 3}

A1A3 = A3A1 = A2A3 = A3A2 = 09×9

A1A2 = A2A1 = A2
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imply that
ANL = µNLA1 + (1− µNL)A2 +A3(1− pabs)

NL , (5.30)

which describes the effect of applying NL short laser pulses one after each other. No-
tice that (excepting the special cases mentioned before), limNL→∞ µ

NL = 0, meaning
that limNL→∞ANL = A2, which is the superoperator that ‘pumps’ any state into
the mS = 0 state, i.e., the NV spin is optically initialized.

5.K Appendix: Parameter γ in the case of HNV

In this appendix we demonstrate Eq. (5.24). In the particular case of H = HNV,
the unitary superoperator is written as

U(τ) ≡ exp(−iτ(H⊗ 13×3 − 13×3 ⊗H))

=




1 0 0 0 0 0 0 0 0
0 e+ 0 0 0 0 0 0 0
0 0 e+

e−
0 0 0 0 0 0

0 0 0 1
e+

0 0 0 0 0

0 0 0 0 1 0 0 0 0
0 0 0 0 0 1

e−
0 0 0

0 0 0 0 0 0 e−
e+

0 0

0 0 0 0 0 0 0 e− 0
0 0 0 0 0 0 0 0 1




(5.31)

where e± ≡ e−iτE±1 . Hence, using equations (5.15) and (5.28), we can write B =
µA1 + (1− µ)A2 +U 1(τ)(1− pabs), where

U 1(τ) ≡ U(τ)−A1. (5.32)

Notice that (U 1(τ))n = U 1(nτ), and AiU 1(τ) = U 1(τ)Ai = Ai, for i ∈ {1, 2}. In
analogy to the case of A presented in appendix 5.J, we can therefore obtain

BNL = µNLA1 + (1− µNL)A2 +U 1(NLτ)(1− pabs). (5.33)

Since H = HNV, then a thermal state is written as

col(ρth) =
1

Z
col





e−βE+1 0 0

0 1 0
0 0 e−βE−1




 =

1

Z




e−βE+1

0
0
0
1
0
0
0

e−βE−1




, (5.34)

with Z ≡∑1
k=−1 e

−βEi . Finally, using the fact thatA†1 col(ρth) = (U 1(NLτ))† col(ρth) =

col(ρth), and A†2 col(ρth) = col(13×3)/Z, we can combine Eq. (5.33) together with
Eq. (5.23) and obtain:

γ = µNL + 3(1− µNL)/Z. (5.35)

Q.E.D.
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5.L Appendix: Energy steady state regime en-

abling fluctuation relations

In this appendix we demonstrate that the existence of a stationary state in the
energy basis SSE for map applied to an arbitrary (discrete-variable) quantum system
implies the existence of a unique finite and time-independent value of ε obeying the
fluctuation relation G(ε) ≡ 〈exp (−ε∆E)〉 = 1.

The proof (sketched below) is based on demonstrating that, under the hypothesis
of the existence of a stationary state in the energy basis for large times, (i) for a
generic open quantum system the function 〈exp (−ε∆E)〉 is always convex with
respect to the energy scale ε, and (ii) for any dissipative quantum dynamics, the
steady state regime implies that the unique finite zero of G(ε)− 1 only depends on
the initial state and the stationary one.

As a first step, let us show the convexity of G(ε) =
∑

i,j Pj|iPie
−ε∆Ei,j where

∆Ei,j ≡ Ej − Ei, Pi denotes the probability of measuring Ei at the beginning of
the TPM protocol, Pj|i is the conditional probability of measuring Ej at the end of
the protocol, and the sum

∑
i,j is performed over all the possible initial i and final

j measured energies. These probabilities are defined by the probability distribution
P∆E as obtained by applying the two-point measurement protocol. G(ε) is a twice
differentiable real-valued function with positive concavity. Indeed,

∂2G(ε)

∂ε2
=
∑

i,j

Pj|iPie
−ε(Ej−Ei)(Ej − Ei)2 (5.36)

is always equal or larger than zero. Said this, we need to verify the validity of the
following two conditions: (i) ε = 0 is a zero of g(ε) ≡ G(ε)−1 = 0; (ii) the minimum
value of g(ε) is equal or smaller than zero. If both these conditions hold, being G(ε)
and g(ε) functions with positive concavity, then g(ε) has only another zero ε 6= 0.
Condition (i) is straightforwardly verified, since ε = 0 is the trivial solution of the
fluctuation relation G(ε) = 1. Instead, to verify the validity of condition (ii), we
just need to check if the derivative ∂g(ε)/∂ε evaluated in ε = 0 is different from zero
for all system parameters, except for special cases. One has that

∂g(ε)

∂ε

∣∣∣∣
ε=0

= −〈E∞〉+ 〈Ein〉, (5.37)

which is zero if and only if 〈E∞〉 = 〈Ein〉, namely the initial and final mean energy
values are the same. This happens when the effects of the presence of the dissipative
channel are negligible, e.g., when the steady state reached by the system is thermal
with the same temperature than the initial thermal state, i.e., β∞ = β. We have
thus proven that G(ε) is a convex function, and its minimum value is necessarily
equal or smaller than 1. These properties imply the existence of a unique value of ε
different from zero and obeying the fluctuation relation G(ε) = 1.

As a second step, we assume that the quantum system is at the steady state.
The energy steady state is attained when the current state of the system, solution
of the dynamical equation of motion, has constant energy and does not depend on
the initial state. This condition can be translated in a property of 〈exp(−ε∆E)〉. In
the SSE, the conditional probabilities Pj|i are invariant with respect to the initially
measured energy value, with the result that

Pj|1 = Pj|2 = . . . = Pj|n ≡ P̃j (5.38)
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for any j, with n dimension of the quantum system. By assuming the validity of
Eq. (5.38), we can decompose 〈exp(−ε∆E)〉 as

〈exp(−ε∆E)〉 =

(∑

i

Pie
εEi

)(∑

j

P̃je
−εEj

)
(5.39)

that is still a convex function with respect to ε. Thus, there exists a unique value of
ε different from zero that verifies the equality 〈exp(−ε∆E)〉 = 1. From the decom-
position of Eq. (5.39), one can state that ε depends only on the set of probabilities

{Pi} and {P̃j}, corresponding to the initial and the stationary states.
Corollary: If the dissipation is such that the asymptotic state is a completely

mixed state, then ε = β is the non trivial solution of g(ε) = 0. This can be easily

proven by making the substitution ε = β and P̃j = 1/3 in Eq. (5.39).

5.L.1 An algebraic recipe to get ε with experimental data

Let us consider a 3LS initialized in the thermal state ρ0 ≡ exp(−βinH)/Zβin
with

Zβin
= Tr[exp(−βinH)]. By diagonalizing the system Hamiltonian asH =

∑
iEi|Ei〉〈Ei|,

the thermal initial state equals to

ρ0 =
∑

i

e−βinEi

Zβin

|Ei〉〈Ei| =
∑

i

Pi|Ei〉〈Ei|

with Pi ≡ exp(−βinEi)/Zβin
. Then, let us introduce the mean value of the exponen-

tiated energy variation ∆E, i.e.,

〈exp(−ε∆E)〉 =
∑

i,j

PiPj|ie
−ε(Ej−Ei)

depending on the energy scaling factor ε. Note that the average 〈exp(−ε∆E)〉 is
defined by the sets {Pi} and {Pj|i}, corresponding respectively to the probabilities
to measure the initial energies of the system and the conditional probabilities to get
Ej at the end of the procedure having already measured Ei.

In the SSE regime, the conditional probabilities Pj|i does not depend in the

initially measured energies Ei. This entails that Pj|1 = Pj|2 = Pj|3 ≡ P̃j for any j
such that

〈exp(−ε∆E)〉 =
∑

i,j

PiP̃je
−ε(Ej−Ei) (5.40)

whereby the quantum state ρfin after the application of the 2nd energy projective
measurement of the measurement protocol (here, the TPM scheme) is a mixed state,

not necessarily thermal but completely described by the probabilities P̃j:

ρfin =
∑

j

P̃j|Ej〉〈Ej|.

Case 1: HNV

In this case, the asymptotic state is |0〉〈0|, hence P̃±1 = 0 and P̃0 = 1. This means
that equation (5.40) is written as 〈exp(−ε∆E)〉 =

∑
i e
εEie−βinEi/Zβin

. Assuming
that 〈exp(−ε∆E)〉 = 1, then Zβin

=
∑

i e
−(βin−ε)Ei . This last equality can be rear-

ranged into
0 = e−βinE−1(eεE−1 − 1) + e−βinE+1(eεE+1 − 1). (5.41)
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The only possible solution of this equation is ε = 0, for the following reason: We
know that E+1 > 0 and E−1 > 0. If ε > 0 then both terms in Eq. (5.41) are positive
and cannot sum zero. Similarly, if ε < 0 then both terms in Eq. (5.41) are negative
and cannot sum up to zero. Therefore, in the case of HNV, the only solution of
G(ε) = 1 is the trivial one, ε = 0.

Case 2: Hmw

The asymptotic state in this case is not as simple as in the previous case. For this
reason, it is convenient to decompose each probability P̃j as the product of two
contributions: one is thermal and is associated to an inverse temperature βfin, while
the other is a correction term that accounts for the (geometric) distance λ concerning
ρfin from being thermal [180]. Specifically, given the set {Ej} of the system energies

after the application of the measurement protocol, P̃j can be written as

P̃1 =
e−βfinE1eλ(E2−E3)2

Zβfin
(λ)

; P̃2 =
e−βfinE2eλ(E3−E1)2

Zβfin
(λ)

; P̃3 =
e−βfinE3eλ(E1−E2)2

Zβfin
(λ)

,

(5.42)
where Zβfin

(λ) = e−βfinE1eλ(E2−E3)2
+ e−βfinE2eλ(E3−E1)2

+ e−βfinE3eλ(E1−E2)2
, denotes

the corresponding discrete partition function. Here, it is worth noting that the
probabilities P̃1, P̃2 and P̃3 = 1 − P̃1 − P̃2 are written as a function of two free-
parameters. Thus, known the energies Ej and experimentally obtained the values of

the probabilities P̃j with j = 1, 2, 3, βfin and λ can be derived by means of standard
non-linear regression techniques. Furthermore, to make our derivation accordant
with the experimental setup, we assume that the energy values are symmetric around
zero, namely: E1 = −Ē, E2 = 0 and E3 = Ē, with Ē constant value (in the
experiment Ē = ω/2 for Hmw, (~ = 1)).

In this way, by substituting the relations of Eq. (5.42) into Eq. (5.40) and im-
posing G(ε) = 1, after simple calculations one ends up in the following equality
corresponding to the non-equilibrium steady-state condition for the analyzed open
3LS:

Zβin
Zβfin

(λ) + C(λ) (3− Zβin+βfin
) = C(λ)

(
Z(βin−βfin)−2ε + Zβfin+ε

)
+ C(λ)4Zβin−ε

(5.43)
where

C(λ) = eλĒ
2

; Zβin−ε =
1∑

k=−1

e−kĒ(βin−ε);

Zβfin+ε =
1∑

k=−1

e−kĒ(βfin+ε); Z(βin−βfin)−2ε =
1∑

k=−1

e−kĒ((βin−βfin)−2ε).

Let us observe that ε = 0 is always solution of Eq. (5.43) for any value of λ, while for
λ = 0 the non-trivial solution εc of Eq. (5.43) is εc = βin − βfin in perfect agreement
with the Jarzynski-Wójcik relation [155]. Instead, for a value of λ 6= 0, Eq. (5.43) is
numerically solved as a function of ε, whereby the non-trivial solution εc is provided
by the real and positive value of ε obeying the energy exchange fluctuation relation
〈exp(−ε∆E)〉 = 1.
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5.M Appendix: Comment on the selected time

between laser pulses

In the experiments presented throughout the present chapter, the time between laser
pulses was set to be τ = 424 ns. The reason for this was that the Rabi frequency
associated with the mw driving was ω/2π = ν = 1.18 MHz [Eq. (5.2)], therefore
1/(2ν) ' 424 ns. However, one must notice that this time does not corresponds to
a half Rabi nutation, because of the 1/

√
2 factor in the definition of Sx. As some

sort of cheat sheet, here we include the unitary evolution operator, written in its

matrix form in the Sz basis, for H = ωSx = ω√
2




0 1 0
1 0 1
0 1 0


, as well as its meaning

for particular cases.

U = e−iHt =




cos2 θ − i√
2

sin 2θ − sin2 θ

− i√
2

sin 2θ cos 2θ − i√
2

sin 2θ

− sin2 θ − i√
2

sin 2θ cos2 θ


 (5.44)

with θ ≡ ωt√
2
.

Simple case 1 (full period): t = 1√
2ν
' 600 ns⇒ θ = π ⇒ U = Id

Simple case 2 (flip mS = ±1): t = 1
2
√

2ν
' 300 ns⇒ θ = π

2
⇒ U =




0 0 −1
0 −1 0
−1 0 0


.

Simple case 3 (half period for mS = 0): t = 1
4
√

2ν
' 150 ns ⇒ θ = π

4
⇒ U =


1/2 −i/

√
2 −1/2

−i/
√

2 0 −i/
√

2

−1/2 −i/
√

2 1/2


.

For the experiment we set t = 1
2ν
' 424 ns⇒ θ = π√

2
.
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Conclusions and perspectives

The main objective of this thesis was to explore single NV spins in diamond as open
quantum systems, and characterize the interaction with their own environment. The
thesis was divided into two parts, in order to independently discuss two different
types of couplings between the quantum system and its environment. The NV center
was used as a spin qubit, or as a spin qutrit, realized by the whole set or a subset
of ground-state spin projections of an NV center in diamond at room temperature.
The spin degree of freedom of this system offers a high degree of control, optical
initialization and readout.

In the first part of the thesis, the NV center was used to characterize the phys-
ical environment around it, formed by the nuclear spin of 13C atoms randomly
distributed in the diamond. Specifically, I demonstrate a protocol used for the spec-
tral characterization of this decoherent environment. The protocol uses quantum
control sequences to achieve a frequency selective dynamical decoupling (DD) from
the environment, in order to reconstruct each component of the noise spectrum.

The results show that the coupling strength between the spin qubit and the
spin bath gives origin to two different regimes. In the weak coupling regime, the
noise spectrum of the quantum environment is modeled by a stochastic classical field
with a spectral distribution centered at the 13C Larmor frequency. In this regime, I
demonstrated that the acquired information from the noise spectroscopy was enough
to predict the dynamics of the NV spin qubit under any kind of DD sequence. In
the strong coupling regime the classic description of the environment fails, due to
the back action of the NV spin in the dynamics of the nuclear spin bath during
the quantum control of the NV spin itself. The model can be used to describe the
dynamics of the NV spin, but its predictive capabilities are not as robust as for
the other regime. Finally, the same noise spectroscopy protocol was used to detect
three nearby single nuclear spins. These nuclear spins were resolved from the noisy
environment, and I was able to characterize their individual coupling with the NV
spin.

The acquired knowledge of the decoherent environment is critical to design op-
portunely tailored control protocols of the spin dynamics, in order to protect the
spin against noise, which is the key to prolong the NV coherence and to improve its
performance in practical applications, in particular as quantum sensor of magnetic
fields that is one of the most prominent quantum applications of NV centers. The
predictability of the NV spin dynamics could also be combined with optimization
algorithms in order to find optimal quantum control sequences that filter out the
noise while increase the signal acquired by the qubit due to the interaction with
a target field. This optimization algorithm could be implemented in a machine
learning protocol to develop a closed-loop autonomous quantum sensors. In addi-
tion, once that the coherent coupling with nearby nuclear spins was characterized,
it would be possible to use these nuclear spin as ancillary systems, opening the door
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for studies on how to build quantum registers [9], improve the capabilities of the
quantum sensor, perform single-shot readout of the system state, and more.

The research presented in the second part of the thesis establishes the NV spin
as a novel experimental platform for exploring the rapidly emerging field of exper-
imental quantum thermodynamics. During my thesis work, I have focused on the
characterization of the energy exchange between the NV spin and an engineered
pseudo-thermal or purely quantum reservoir, effectively realized by driving the spin
dynamics by means of short laser pulses. This study has enable the first experi-
mental characterization of quantum fluctuation relations (FR) for an open quantum
system. In practice, the dissipative map was based on the combined effect of uni-
tary evolution, projective measurements and optical pumping mechanisms. The
verification of quantum fluctuation relations was carried out by measuring the char-
acteristic function of the spin energy variation during the thermodynamic process,
which accounts for the average over a statistically relevant set of quantum trajec-
tories (around 107). My experimental and theoretical findings, have brought new
insight on the energy exchange mechanisms in open quantum systems.

In a two level system, the energy exchange induced by the dissipative map is
completely analogous to that one induced by the interaction with a pseudo-thermal
reservoir. The dissipative protocol that we have realized is compatible with a de-
scription in terms of an energy exchange fluctuation relation for pseudo-thermalizing
dynamics. Such FR is defined by the inverse pseudo-temperature of the initial and
asymptotic states.

In contrast with the two level system case, for a three level system under an
equivalent kind of dissipative dynamics, there is no way to find an analogous pseudo-
thermal reservoir that would be emulated by the dissipative map. However, as for
the two level case, the interplay of projective measurements and dissipation defines
a non-equilibrium stationary energy state reached by the spin qutrit for large times.
I demonstrated the existence of a unique constant energy scale factor such that the
characteristic function of the energy variation is time-independent. Such scaling
factor, only depending on the initial and asymptotic states, defines a generalized
energy exchange fluctuation relation for non-thermal dissipative dynamics. In the
limit where the stationary state is a thermal state, the original FR for thermalizing
dynamics [167] is recovered.

The dissipative map can be described by an intrinsic feedback process. Therefore,
the energy exchange probability distribution gives origin to a generalized Jarzynski-
Sagawa-Ueda (G-JSU) relation, that includes irreversible dissipation processes. I
verified experimentally the validity of this FR. Moreover, using a superoperator
formalism [175], I was able to recast the G-JSU relation in terms of mean trajectories,
instead of single trajectories, which significantly simplifies the computation of the
quantities involved in this relation. Finally, I have shown that the value of the
parameters that define the FRs mentioned before, provides information on the non-
unitality of the implemented stochastic dissipative dynamics.

To the best of my knowledge, this research, partially published in Refs. [19, 58],
represents the first ever use of an NV center for the study of quantum fluctuation
relations, thus establishing the NV center in diamond as an effective experimental
platform in the rapidly-emerging field of quantum thermodynamics. In addition, this
work is the first study of FRs for open quantum systems with dimensions higher
than two. These kind of studies are fundamental to correctly interpret pure quantum
phenomena in the field of quantum thermodynamics, in particular to study the
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interaction between quantum systems and reservoirs in non-equilibrium states [182,
183].

The results of my research sets the ground to further experimental studies in the
field of quantum thermodynamics with diamond NV centers. A current challenge
to be addressed is the exploration of processes where the system not only exchanges
energy with its surroundings because of a thermal gradient, but also with an exter-
nal work source. This situation is of central interest, since occurs e.g. during the
operation of a heat engine. In this setting, the verification of quantum fluctuation
relation poses significant difficulties, as typical quantum platforms allow to experi-
mentally access the system energy change, but not the individual terms contribution
of work and heat flux. In this respect, the flexibility of the NV center spin could
be an asset to devise new schemes. Another interesting topic is the realization of
a non-Gibbsian quantum heat engine [184], where quantum correlations may affect
the total amount of quantum-heat during the interaction processes.

In addition, the proposed experimental protocol to measure energy variation
statistics can be adjusted to one-time measurements schemes [185–187] or to quasi-
probability measurements [188] in order to investigate the role of coherence in energy
exchange mechanisms, with the final goal of understanding the effects of pure quan-
tum features in thermodynamic variables. Other forms of quantum fluctuation rela-
tions based on observables that do not commute with the system Hamiltonian may
be explored and measured, with potential use to investigate quantum synchroniza-
tion [189] and its relation with quantum mutual information and with entanglement
between the system and its dissipative environment.

Such kind of studies could also be realized for a bipartite spin system, where the
characterized interaction between a single nuclear spin and the NV center electronic
spin, as presented in the first part of this thesis, permits to create entangled states.
Moreover, having characterized the interaction with several nearby impurities in the
diamond sets the basis to implement state-of-the-art techniques to create multipar-
tite entangled systems [22]. The high degree of control and long coherence time for
such complex spin systems could represent a very useful test-bed for the relation of
quantum information and quantum thermodynamics at the nanoscales.
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con ustedes. Están bien pinches cagados y los quiero un chingo. Y agradezco a la
banda del rol, Mart́ın, Jero, Luis, Natalia, Jerry y Tania, por tantas horas tan bien
invertidas en escapar a otras realidades.

Finalmente, agradezco a mi abuela Rosa, quien siempre estuvo orgullosa de mi.
Me hubiera gustado compartir este logro contigo, pero estoy seguro que nos veremos
en otra vida.

122


	Introduction
	Quantum sensing
	Quantum thermodynamics
	Contents of this thesis

	An introduction to NV centers: Properties and experimental implementation
	Nitrogen-vacancy centers overview
	Spin Hamiltonian

	Experimental setup
	Spin driving

	Spin control via magnetic resonance: basic experiments
	Rabi experiment
	Electron spin resonance (ESR)
	Ramsey experiment

	Lindbladian master equation for NV photodynamics
	Bases of the seven-level model
	Experimental characterization of the model free parameters

	Aligning the external bias field
	Increase field while tracking down the ESR transition frequency


	I Noise spectroscopy
	Noise spectroscopy of a quantum-classical environment with a diamond qubit
	Noise spectroscopy methods
	Dynamical decoupling for noise spectroscopy

	The nuclear spin environment
	Interaction with single nuclear spins
	Classical model for a quantum bath

	Spectral characterization of the environment
	Characterization of the NSD
	NSD in the strong coupling regime
	Characterization of resolved nuclear spins

	 Limits of the classical noise model 
	Predicted spin dynamics
	Equidistant DD sequences predictions
	Non equidistant DD sequences predictions
	Strong coupling regime
	Quantitative analysis of the prediction capability

	Conclusions
	Appendix: Summary of sequences used to calculate mean-squared-residuals
	Appendix: Lorentzian NSD


	II Quantum thermodynamics
	Introduction to quantum fluctuation relations
	Information and thermodynamics
	Classical fluctuation relations
	Quantum fluctuation relations: basic concepts
	Measuring energy exchange fluctuation relations

	Experimental tests of quantum fluctuation relations

	Experimental test of exchange fluctuation relations in an open two-level quantum system
	Protocol implementation
	Adapted TPM scheme
	Energy jump probabilities
	Dissipative map: effective 2-level system

	Experimental results
	Conditional probabilities of energy jumps
	Statistics of the energy variation
	Characteristic function of energy variation

	Simulation for the effective two-level model
	Numerical simulation of the qubit dynamics
	Non-stochastic limit and analytic solution
	Stochastic limit
	Stochastic limit – Illustrative example for n=4

	Conclusions
	Appendix: Super-operator for ideal projective measurements
	Appendix: Super-operator for z-QPMs and dissipation

	Thermodynamics of non-thermal quantum dissipation
	Experimental implementation
	Nuclear spin polarization

	Measurement protocol
	Model of the dissipative map
	Short laser pulses interaction as POVM and dissipation
	The stochastic-dissipative map

	Generalized Jarzynski-Sagawa-Ueda relation
	Proof of the G-JSU – theory
	Simplified G-JSU relation for superoperators
	Proof of the G-JSU – experiment

	Fluctuation relation for stationary steady states
	FRs as witness of non-unitality

	Conclusions
	Appendix: Nitrogen nuclear spin initialization
	Appendix: Hamiltonian eigenstate preparation and final readout gates
	Appendix: Kraus operators associated with dissipation
	Appendix: Mean effect of laser pulses
	Appendix: Parameter gamma in the case of H_NV
	Appendix: Energy steady state regime enabling fluctuation relations
	An algebraic recipe to get varepsilon with experimental data

	Appendix: Comment on the selected time between laser pulses

	Conclusions and perspectives
	Bibliography


