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ABSTRACT
Expert-Novice Interaction in Problematizing a CoexpEnvironmental Science
Issue Using Web-based Information and Analysis §.o¢gMay 2006)
Carolyn M. Schroeder, B.S., Angelo State UniversyEd., Texas A&M University

Chair of Advisory Committee: Dr. Cathleen C. Layin

Solving complex problems is integral to sciencesjie the importance of this
type of problem solving, little research has beenedon how collaborative teams of
expert scientists and teams of informed novicegespioblems in environmental science
and how experiences of this type affect the noVvigederstandings of the nature of
science (NOS) and the novices’ teaching. This sadtiresses these questions: (1) how
do collaborative teams of scientists with distrdziexpertise and teams of informed
novices with various levels of distributed experts®lve complex environmental science
issues using web-based information and informagchnology (IT) analysis tools? and,
(2) how does working in a collaborative scienttBam improve informed novices’
understandings of the nature of authentic scientiijuiry and impact their classroom
inquiry products?

This study was conducted during Cohort Il of thimtmation Technology in
Science project within the Sustainable Coastal Margcientific group. Over two
summers, four environmental scientists from varidigsiplines led ten science teacher
and graduate student participants in learning haet eliscipline approaches and solves
environmental problems. Participants were alsaucgtd about NOS by science

educators and designed an inquiry project for ngbeir classroom. After performing a



pilot study of the project, they revised it durithg second summer and the entire
experience culminated with diverse teams problezrimgfiand solving environmental
issues.

Data were analyzed using statistical and qualega@chniques. Analysis
included evaluation of participants’ responses WCE pre- and posttest, their inquiry
projects, interviews, and final projects. Resulitdi¢ate that scientists with distributed
expertise approach solving environmental probleiffisrdntly depending on their
backgrounds, but that informed novice and exparnteused similar problem-solving
processes and had similar difficulties. As a restthe project, | developed a model of
distributed group problem solving for environmergealence. Participants’
understandings of NOS improved and matured aftgruntion and experience working
with scientists. The level of most instructionabgucts was “guided inquiry.” The
implications are that working with scientists alomigh direct NOS instruction is
beneficial for teachers and science graduate stsid@ntheir understanding of scientific
problem solving, but that much more work needsat@dne to achieve authentic inquiry

in science classrooms at both secondary and posidary levels.
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CHAPTER |

INTRODUCTION

Effective science teaching should provide oppotiesifor students to participate
in authentic science. This, in turn, requires atdeustanding on the part of the teacher of
how scientists do science. The role of the scieimtideveloping this understanding
should be to model how science is done using meahsfic processes including inquiry,
critical thinking, and creativity (Bower, 2004). i8rgy between expert scientists and
master teachers working at the boundary of thendypaactice can enhance that
understanding and augment the learning of scieheeeay level (Pelaez & Gonzalez,
2002). Developing synergy requires collaboratiotwieen scientists, practicing teachers
and teacher educators in authentic, inquiry-basaching environments.

Environmental science provides an ideal vehiclggfeing educators the
opportunity to experience the ill-defined probleatving nature of science as practiced
by scientists. The complexity of environmental peolis demands an interdisciplinary
approach so that sociopolitical as well as sciendi$pects from various disciplines are
addressed. The availability of applicable complatadsets on the Internet makes it
possible for educators as well as scientists talgcnproblem solving in an authentic
manner. An understanding of the processes invatvés type of problem solving is

essential before educators can effectively usethe classroom.

This dissertation follows the style of Journal @fgearch in Science Teaching.



Recent research emphasizes the role of collabertgaims in solving complex
problems of all types (Benda et al., 2002; Car@2@oldston & Bland, 2002; Johnson,
Ruzek, & Kalb, 2000; Pfirman & AC-ERE, 2003). Prein solving strategies differ
from discipline to discipline, and the distributexpertise and expert-novice interactions
within collaborative groups result in innovativdigmns to the kinds of complex
problems prevalent today (Cassel & Kumar, 2002).dimssrooms, Bransford, Brown,
and Cocking (2000) report on the importance ofaugoon community in the learning
process. Their research suggests that communitgreshclassrooms enhance learning
and teaching. In community centered classroomge@tive problem solving and
argumentation among students augments cognitiveloi@wment. These communities of
learners are comfortable with questioning rathantknowing the “right” answer and
with building on contributions from all communityambers to develop a standard of
creating new ideas (Bransford et al., 2000; Miriste®00; Pellegrino, 2000).

Context of the Study

The Information Technology in Science (ITS) CelfiterTeaching and Learning
at Texas A&M University, a five-year project begar2000, provides a unique setting
for diverse research projects. Educators and ssistitom various disciplines spend two
summers and two academic years collaborating émlaance inquiry teaching using
information technology and b) produce researchetke fields of education and science
and leaders for professional development in sciedceation. Scientific teams include

interdisciplinary groups of experts (scientistsil amerdisciplinary groups of novices



(classroom teachers and science and educationageastudents, from varied
backgrounds) with distributed expertise.

The Sustainable Coastal Margins (SCM) scientifaantaised a complex, ill-
defined environmental issue as the central focugdexperience for twelve participants
in Cohort 1l during 2003-2004. The overall reseagdlestion for the science team was:
What is the environmental quality of the Texas Gidast? After problematizing the
issue, participants were taught to use informatg@hnology (IT) applications to gather
environmental data, create a web site, analyze dathdevelop a preliminary inquiry
teaching plan for use in their teaching situatiduaring this time the scientists supported
participants through lectures and skill-buildinghaties from the perspectives of each of
their disciplines. Participants worked in delibetgtstructured teams of three or four
from different backgrounds, kept individual daibuynals, and produced individual and
group artifacts from lesson activities. During theervening academic year they taught
their inquiry lessons in their teaching situatibnthe second summer participants
continued to learn the IT used in environmentadaesh, revised their teaching plans,
and developed an action research plan for useglthianfollowing academic year. As a
culminating activity and to enhance transfer ofiéag, distributed teams of participants
and a team composed of the faculty members selqutallematized, and proposed a
solution for a sustainable environmental issueidgatith the Brazos Valley of Texas.

Statement of the Problem
The ITS Center (Information Technology in Scien@ntér for Teaching and

Learning, 2004), a graduate program designed plemesh the supply of science and



mathematics education specialists through inteiglisary, team-led, learner-centered
opportunities involving scientists, mathematiciagication researchers and educators,
lists three goals:

1. To produce education specialists through a prograstudy connecting the
practicing educators with scientists, mathematsiamd education
researchers.

2. To create, through research, new understandintieampact of information
technology (IT) on the learning and teaching oésce and mathematics.

3. To develop and disseminate quality professionaéligpment experiences
focused on the impact of IT on the learning andhesay of science and
mathematics.

ITS seeks to make basic changes in the conventielaionships among scientists,
educational researchers and teachers by engagingiththe use of IT to learn how
scientific research is done, how science is taagttlearned, how the learning can be
assessed, and how networks between scientistsatezhal researchers, teachers and
students can be developed for mutual benefit.

Research into how well the ITS Center is meetiagdals is a requisite of its
National Science Foundation (NSF) grant. The Soatdé Coastal Margins science
team provided an opportunity for some of that redeto be carried out.

Purpose of the Study
This study seeks a) to reach a deeper understaotimgy collaborative teams

composed of experts and novices with distributgzbeise interact to problematize



complex problems in the field of environmental acie and b) to determine the effect of
working in this collaborative team environment @rtgipants’ understandings of the
nature of authentic scientific inquiry and theirligypto translate these understandings
into the science classroom at Grade 6 through sEstndary levels.
This research project addresses the following fuest
la. How do members of a collaborative team of im&a novices with various
levels of distributed expertise problematize andesa complex
environmental science issue using web-based infosmand IT analysis
tools?
1b. What are the similarities and differences mwhay a collaborative team of
scientists with distributed expertise and collabweateams of informed
novices with various levels of distributed expergmoblematize and solve
complex environmental science issues?
2a. How does working in a collaborative scientiiam improve informed
novices’ understanding of the nature of autherdiergific inquiry?
2b. How does working in a collaborative scienttBam impact their

instructional products translating authentic sdfeninquiry into classroom

experiences?



Definition of Terms

In order to ensure that there are no misunderstga@bout the terminology
used in this research proposal, a glossary of tesmpovided to clarify their meanings
as used in this context.

Action researchParticipants carry out scientific research on saspect of
classroom learning to determine the effectivenéssmantervention. (For the ITS
situation, the intervention involves some formrmjuiry learning.)

Analysis toolsin this study, analysis tools for environmentakscie comprise
the IT applications used by the SCM-ITS team fdadmalysis, including GIS (ARC-
View®), MATLAB ®, and Excél. ARC-View® GIS is a geographical information system
including computer hardware and software used toipogate, analyze and link layers
of geographic information and to present geospdtigd. MATLAB® is a tool for doing
numerical computations with matrices and vectoesetbping algorithms and analyzing
geospatial data such as vector maps and terran Bate? is a spreadsheet application
which can be used for data acquisition, maniputatmalysis and display, either alone
or in combination with GIS or MATLAB.

Authentic scientific inquiryAuthentic scientific inquiry is the highly complex
practice of scientific problem solving as actualbnducted by scientists utilizing
specialized expertise, elaborate equipment ancedruoes, and data analysis and

modeling techniques (Chinn & Malhotra, 2002).



Collaboration:“Collaboration is the process of shared creatiat: or more
individuals with complementary skills interactingdreate a shared understanding that
none had previously possessed or could have come tfeeir own” (Schrage, 1990).

Collaborative team of informed novicda:this situation, the collaborative teams
of informed novices are composed of science gradstatdents from different fields,
science educators currently employed in public slshand as professional development
specialists, and science education graduate studatht different science and
mathematics backgrounds.

Collaborative team of scientistB this situation, the collaborative team of
scientists consists of four practicing scientisesgh expert in a different field: geology,
hydrology, environmental engineering, and environtakpolicy.

Complex environmental science isslibe environment is constantly affected by
interactions among the lithosphere, hydrospheospbiere, and atmosphere,
compounded by human intervention. Within such caxglystems, a large number of
processes occur at the same time at differentschie behavior of the entire system
depends on the interactions among these proceéssek, 2002). In addition to dealing
with the inherent complexity of the environment tiesearch issue “What is the
environmental quality of the Texas Gulf Coast?disill-defined problem.

Distributed expertiseDistributed expertise is varying levels and vaegtbf
skills and conceptual knowledge within a group.Bibte scientists and the informed
novices on the ITS-SCM team have distributed eigedue to their range of

backgrounds, experiences, and skills.



Information technology (IT)As utilized by the ITS-SCM team, IT as used Iin
scientific inquiry used primarily computer hardwared its associated software
capabilities, including Internet, word processispreadsheet, PowerPdinand
geographic information systems (GIS).

Informed novicesEor the purpose of this study, informed novicestlaeescience
educators and the science and education graduakenss who are the participants in the
ITS-SCM program and have diverse knowledge andkskilthe sciences and as
educators. Each participant is informed to someregxdbout the science involved; no
one is a blank slate. Some approach expertisetaicgarts of the science but are
novice educators while others can be consideredregducators but are less
knowledgeable about environmental science.

Instructional productsThe term “instructional products” refers to the IT
mediated inquiry experiences (ranging from a fesgdas to entire curriculum units)
produced by participants for use in a classrooteanming environment.

Interdisciplinarity: Interdisciplinarity pertains to the applicationkofowledge
and concepts from multiple disciplines in ordestdve complex problems such as those
in the environmental sciences

Metacognition:Metacognition refers to people’s capabilities talerstand and
control the cognitive processes involved in leagramd to monitor and evaluate their

ongoing levels of mastery and understanding.



ProblematizeProblematize, in this situation, means to generaligable
problems for investigation through reflection, bistbrming, and collaboration
(Radinsky et al., 1999).

Web-based informationWeb-based information refers to the plethora of
environmental facts and data freely available fgowernmental and other sources on
the World Wide Web.

Methodology

This research was designed as a mixed-methods stuigy both quantitative
and qualitative analysis of collected data. Phiidgcally, the quantitative and
gualitative paradigms traditionally have differer@ws about the nature of knowledge
and how knowledge is acquired (Creswell, 1994; W@Ectorate for Education and
Human Resources, 1997). The quantitative traditges the scientific model and
statistical tools to measure social phenomena to@educe observer bias as much as
possible, seeks to control the context by usingoamassignment and multivariate
analyses, and tends to ignore anomalies (deviaheaimeme cases). The qualitative
tradition holds that there is no objective soagllity and that all knowledge is
constructed by observers who are biased. Biasesdanéted up front, understanding of
context is emphasized, and anomalies are considematant in analysis of data. Some
researchers regard these differences as insurnibertad believe that research must be
carried out totally within one tradition or the eth

A compelling rationale can, however, be providedusing mixed methods in

social science research. Nau (1995) suggests weguantitative and qualitative
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methods as a continuum rather than as a dichotAooording to Creswell, Plano Clark,
Gutmann, and Hanson (2003), “a mixed methods studyves the collection or
analysis of both quantitative and/or qualitativéada a single study in which the data
are collected concurrently or sequentially, areegia priority, and involve the
integration of the data at one or more stagesarptbcess of research” (p. 212). Using
the two methods within the same study builds orsthengths of both methods and
increases the richness and quality of final resililte process can provide a more
comprehensive understanding of analyzed phenomsereg a focus on only one kind of
data limits the amount and types of informatiort ttem be gleaned from the study. Both
types of data are valuable and add to the knowledge, and the ability to triangulate
data and interpretations strengthens the validith® study.

This project involved a total of 15 subjects oweo tyears: seven science
graduate students, one public school teacher, obkcschool teacher/science graduate
student, one science education graduate studeo#tolu service center teacher trainer,
and four scientists who are faculty members of $eX&M University . All participants
and scientists applied for and were accepted byliBgrogram. Scientific team
assignments were determined by participant redfiesttor second choice), so the
demographic structure of the class participantsprasdetermined. Participant
demographics are reported in the dissertation usfiogmation from the ITS
applications. The student participants were sixevfémales (one Hispanic) and five

white males. The scientists comprised three maldsoae female, all white, non-
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Hispanic. The team leader recruited the other thegentists from different
environmental-related fields based on their redemmterests.

The purpose of this study was to assist the rekeanc:

» ldentifying how a team of scientists and a teanmfafrmed novices (science
teachers and graduate students) approach soldamplex environmental
problem using web-based information and analysisto

» Determining the effect of working in a diverse tesetting on the SCM-ITS
participants’ conceptual understanding of the reatfrauthentic scientific
inquiry and their ability to translate these untlamdings into the science
classroom at the secondary and university levels.

On day one of Summer I, participants filled out plagticipant questionnaire and
took the pretest. The participant information gisestaire included questions about
environmental science courses and experiencesyarkyexperiences as practicing
scientists, and familiarity with the software applions used in the course. The pretest
guestions concerned the participants’ knowledgeuttientic scientific inquiry as
described by Chinn and Malhotra (2002). | framezléhvironmental topic questions in
collaboration with the scientists and then dividleel student participants into intentional
groups of three or four with distributed expertigéhin the groups according to
discipline and teaching background. They were gihenoverarching SCM team
guestion (What is the environmental quality of Texas Gulf Coast?) and brainstormed

how they would go about problematizing the questidter the participants completed
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their brainstorming sessions and each group reghdtie scientists came in and
brainstormed the same question in front of theigpénts.

During subsequent class sessions, interactionssleetacience faculty members,
student participants, and between the whole colihve team were video- and/or
voice-recorded. Student participants kept an eadatrportfolio with prompts for
reflecting on their learning for that day and fas@aering specific questions about any
lesson material presented that day. The electporitolio had open-ended prompts to
encourage relevant responses. Student participasdsiced artifacts from the lessons
which were evaluated by the scientists using rgbritiey were asked informal
interview questions during the class sessionshéeind of Summer I, student
participants took the pretest questions over atithenience as a posttest. During
Summer Il, student participants reported on theinygprojects conducted for the
education component of the project and then wot&edvise and improve them during
subsequent class sessions. The scientists andijpants used a rubric to evaluate the
inquiry projects for level of inquiry, science cent knowledge, technology use, and
assessment.

Quantitative data collected includes pre- and pettlata as well as scores
collected from analysis by the scientists (usimglaic for quantification) of artifacts
produced in the scientific team class work.

Quialitative data collected includes observatiomdatieo- and audio-recordings,
interview data, and electronic portfolio reflectoMhe researcher also collected data

during brainstorming sessions, from participantsieanaires, and from pre- and
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posttest answer explanations. The researchervetri@formation from ITS participant
applications concerning educational background:;hieg experience, and technology
experience.
Theoretical Framework

As society becomes more complex, the responsilafigducation to prepare
students for life weighs ever more heavily. Questiarise about how students learn in
the classroom and how educators can ensure thairlgas transferred to new
situations. Studies (Lave & Wenger, 1991) showirgg tearning is situational and
knowledge is socially constructed have implicatitorshow classrooms and curricula
are organized. Clemens (1999) suggests that sselneh on learning underscores how
the convergence of task organization and knowlexganization creates novel
opportunities for learning within various settingsclearer understanding of how
learners use existing knowledge when confrontet aihew problem and how they can
use connections with others to help solve problisnessential in order to effectively
prepare students for a successful, productive dutur

Bennis and Biederman (1997) begin their work omtive collaboration with the
following quote from an unknown author: “None of is as smart as all of us™ (p. 1).
In scientific research as well as in business amgdions, contributions from many
talented individuals are necessary to identify soléle the urgent problems facing
society. Individual action no longer is sufficienta world which is increasing in
complexity as it shrinks. In our culture, howevadividuality is celebrated and students

today are often uninterested in collaboration aseans of learning and creative problem
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solving (Fischer, 1998). As a result, there iseagneed for students to engage in
science learning in situations that are as auth@stpossible within the classroom. We
must develop collaboration and communication skillmeaningful ways beginning at
an early age . Even as we incorporate technolagyl@arning and problem-solving
situations, we must never lose the human contattalaboration because problem
solving and knowledge creation are improved by ipl@ltperspectives.

Since the geosciences incorporate studies of itterss among the Earth’s
lithosphere, hydrosphere, and atmosphere alonghuithan influences and societal
impacts, they employ an extensive array of disegly and interdisciplinary expertise in
science and technology (National Science Founda2@00). They also are value-laden,
with concerns for stewardship and sustainabilitthatforefront of environmental
studies. Achieving sustainability is vital for thervival of our planet and depends on
“an intricate web of interactions in linked systeinsth natural and social’(Kasemir,
Jager, Jaeger, & Gardner, 2003). Kasemir, et & te the transition to sustainability as
an elusive common journey dependent on the usgaination technology, especially
computer modeling. The complexities of providing $astainability for Earth require an
educated populace with the understandings and s&iltollaborate effectively on
decisions and research affecting its future. emvitental science, a part of earth system
science composed of the intersection of disciplsweh as geology, chemistry, physics,
mathematics, geography, and economics, providé@gegrating theme for authentic

science education. Many of the same technologied usresearch can be combined
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with new instructional technologies and used incadion to provide active, hands-on,
relevant inquiry to motivate K-16 students to appate and enjoy science.

A National Science Foundation (NSF) workshop onsgemce education and
cyberinfrastructure brought together a total osbi@ntists, educators, and IT specialists
to brainstorm and discuss the future of geosciedceation (Marlino, Sumner, &
Wright, 2004). It resulted in a set of goals redaony the importance of integrating
research and education and supporting that iniegratith a cyberinfrastructure based
on distributed computer, information and communaatechnology. Participants
recognized the need for a pool of disciplinary etgo@ho are creative thinkers and
problem solvers and also knowledgeable about inmm&in software, sensors, data
management and visualization. Success in the ptioduaf such a workforce for the
future “depends on implementing new approachegtsgience education that
emphasize the kind of experiential learning thatifeto technical competence and
intellectual self-confidence in research” (p. 3ha which emerged from the
conference articulate strategies for achievingnbegration of scientific research and
education:

» collaborate and build new social structures to supjpiture scientific discovery
and innovation,
* support ubiquitous learning environments to takeaathge of formal and

informal learning opportunities,
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* maximize a computational approach to geoscienteatbto a better
understanding of complex Earth system problemaitiiracutting-edge

modeling, visualization and analysis techniques,

» create dynamic models of student understandingveldp truly student-
centered learning environments,
» develop smart tools for authentic learning focusingsolving real-world
problems that engage students and create undergjaadd
» expand educator professional development incoripgy&tte latest scientific data,
tools, and analytical techniques and encouragiaghiers to become educational
and scientific researchers with their students.
Efforts supported by NSF are already under waydtireéss some of these goals, and the
SCM-ITS scientific team exemplifies efforts to ambe the last of these goals. The
SCM-ITS team offered an opportunity to study cadladtive problem solving involving
distributed expertise in a group of experts angroups of informed novices during a
professional development experience and to obgbeveffects of this experience on the
participants’ views of the nature of scientific unky.

Chapter Il of this dissertation consists of a reva# current literature including
research on complex problem solving as practicaédderenvironmental sciences as well
as collaborative problem solving. It contains adssion of expertise and the differences
between experts and novices, and it defines dig&thexpertise. It also reviews works
on situated cognition and authentic scientific imgunformation technology, and the

nature of science and scientific inquiry. Chaptdrand IV are written as stand-alone
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articles for publication. Chapter Ill, titled “Exgeand Novice Distributed Team
Collaboration to Solve Complex Environmental SceeRtoblems” considers the
differences and similarities in how collaborativegps of experts (scientists) and
informed novices (science graduate students aedceiteachers) generate problems for
investigation through reflection and brainstormargl the processes by which the
problems are solved. Chapter IV, “Improving Undanslings of Authentic Scientific
Inquiry: Does Working on a Collaborative Scientifieam Help?” examines the effects
of participating in a scientific team on teachensd science graduate students’
understandings of the nature of scientific inqangd their abilities to translate those
understandings into the classroom. Finally, Chagtsummarizes the findings and

discusses the conclusions and implications ofé¢earch.
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CHAPTER I

LITERATURE REVIEW

Literature and research studies concerning taplevant to the research
guestions for this project are reviewed in thisptha It begins with a look at problem
solving, particularly complex problem solving irethield of environmental science, and
considers problem construction, solving ill-struetiproblems, and collaborative
problem solving. Expertise research is revieweshied light on the differences in how
experts and novices solve problems. Work on sitbetgnition and authentic science
inquiry is discussed and related to the natureiginge and the use of technology in
teaching science. A summary of the findings is @nésd with the intent of providing a
theoretical background for this study.

Problem Solving

The urgency of learning to live within the limits@ur environmental resources
makes it imperative that we learn to work togetbesolve complex environmental
problems. Polkinghorn (2000) stresses the impoetariche application of multiple
disciplines or a systems approach to solving enwrental controversies. No single
discipline holds the key to resolving — or evenenstinding — our environmental
problems. Input from the components or interrelaiednents which make up the
complex system must be considered when examinmerkironment, including the
biological, physical, and social realms. Interdiiciary research has long been

recognized as a cornerstone of innovative sciendesaientific progress, and it is even
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more necessary today as we attempt to solve theleamroblems facing us. (Horwitz,
2003).

Earth system science regards the earth as a dynsyniergistic system of
interactive phenomena, processes and cycles. Aerstachding of the system is
absolutely necessary for an understanding of otthEalative to human enterprises and
needs for sustainability (Johnson et al., 2000)e8#z’'s (2000) model (Figure 1) of the
“geologic view” of the search for solutions to emrimental controversies makes clear
the complexity of the relationships involved in gearch for sustainability. Complexity
is an essentially interdisciplinary concept whi@sckibes the way the world works. The
roles of science and scientific knowledge compaidienited portion of the variables that
come into play in the complex interactions betwpeliical, cultural, economical, and
institutional influences. Scientific knowledge i3eoof many concurrent inputs, but it
does not drive the process. Science begins its impsirtant role after political

consensus has been achieved.
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Figure 1. “Geologic view” of the relation among tiogent variables in the search for
solutions to environmental controversy. (Sarewat¥)0) Frodeman, Robert; Earth
Matters: The Earth Sciences, Philosophy and therSlaf Community 1/e © 2000
Reprinted by permission of Pearson Education, Wpper Saddle River, New Jersey.

Environmental problems are often ill-structuredhasne or more of the goals or
constraints requiring resolution being poorly defi\Voss & Post, 1988) and its study
is inherently interdisciplinary in nature. As auksenvironmental science provides an
ideal vehicle for giving educators the opportuniyexperience the ill-defined complex
problem-solving nature of science as practiceddmmsists. Andelman, Bowles, Willig,

and Waide (2004) describe a collaboration by séestities to create a distributed
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Knowledge Network for Biocomplexity, where youngestists are being trained in
interdisciplinary, synthetic research. They empreaghat the growing need for synthesis
and analysis of large, diversified data sets néedss that new scientists be skilled in
the tools and fundamentals of “relational databaaaagement, including data
manipulation and integration.” (p. 245)

Problem solving is a complex process consistingeokral phases and involving
defining or identifying the problem before the s@un process can even begin. Albert
Einstein is reputed to have said, “The mere fortnuteof a problem is far more
essential than its solution, which may be meratyadter of mathematical or
experimental skills. To raise new questions, nesspimlities, to regard old problems
from a new angle requires creative imagination madks real advances in
science”(Gurteen, n.d.). Following are descriptiohtvo different research groups’
heuristics for ill-structured problems. Each emmesthe importance of the problem
formulation process and could easily be used tordeswhat goes on in solving
complex environmental problems.

Basadur, Ellspermann, and Evans (1994)suggespitblatem solving is a four-
stage procesgroblem generation, problem formulation, problenvsw, andsolution
implementationThe key behavioral skills necessary for succegsfblem solving are
divergence, deferral of judgment, and convergebDoeergent thinking is imaginative
and creative, producing as many ideas as posstile deferring judgment on their
quality. It is followed by convergent thinking, vahi involves critical thinking,

analyzing, comparing and selecting ideas, and fogusn reaching the best solution to a
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problem or issue. The processpobblem generatioronsists of sensing or anticipating
problems and fact findingProblem formulations when problem definition,
conceptualization, and structuring occur. In tineadel of the problem solving process,
Basadur et al. emphasize that redefinition of ttedlem as new information is
discovered takes place concurrently throughouptbblem generating and formulating
stages. Only after the problem generation and prolfbrmulation stages are completed
canproblem solvingandsolution implementatiotake place.

A second model of creative problem solving (Tregén, Isaksen, & Dorval,
1994) consists of three major componeuntslerstanding the problem, generating ideas
andplanning for actionUnderstanding the probletmas three stages: mess-finding,
data-finding, and problem-finding. Mess-findingh® process of selecting a goal or
direction for problem solving and broadly describies basic need or challenge. Data-
finding helps the solvers focus by identifying sfgrant data that will indicate the most
productive direction for solution efforts. Probldmeling is the stage when a specific,
focused problem statement is selected. An effegireblem statement should be
concise, free from limiting criteria, and encouragenerous creative, options. The
second major component of the modgnerating ideasinvolves only one stage, idea-
finding. This stage involves the solvers first lmeint, flexible, original, and elaborative
thinking followed by examining and considering opis proposed and select the most
promising ones. The final component of the moplenning for action consists of two
phases: solution-finding and acceptance-findindgut®m-finding comprises evaluating

the promising options and prioritizing or rankirtngin, assessing the potential of each.
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Acceptance-finding includes a search for sourcesssistance as well as identifying
possible resistance for each possible solutiortlae formulating a plan for action for
implementation of a proposed solution.

With a few exceptions, research on problem findiag been conducted either in
the field of artificial intelligence or on indivi@ls in artificial situations and in
disciplines other than science (Basadur et al.41@%and & Runco, 1993; Silver,
MamonaDowns, Leung, & Kenney, 1996). Rostan (198dyyever, studied scientists
working in a biological laboratory situation. Irsaudy of twenty critically acclaimed
professional research biologists and twenty conmpetsearch biologists, she looked at
problem-solving measures (tests of advanced voaapuhference, and paper folding),
problem-finding measures (using Wescott’s Intuit®oale and two other ill-defined
problem-finding activities), and cognitive contr@gleeasuring equivalence range, field
articulation, and assimilation between perceptioth @memory). She found that
differences exist between the two groups who baihlevbe considered experts. The
critically acclaimed researchers spent a propaatigrgreater amount of time and
discovery-oriented behavior to construction of algem. The professionally competent
researchers spent less time in problem formulati@ne less likely to take chances in
their work and were less productive overall in thbfessional lives. Rostan suggests
that in educational environments we give studesdgtiuch information, producing
expert solvers of well-defined problems, but thatignore or avoid ill-defined problems
in our teaching. Using environmental issues assehbar lessons gives teachers the

opportunity to introduce ill-defined problems t@thclasses in a meaningful way.



24

Expertise

During the last quarter of the twentieth centurgreat deal of research was done
exploring the differences between experts and msyiparticularly in how they go
about solving problems (Bransford et al., 2000;, Ekitovich, & Glaser, 1981; Chi,
Glaser, & Farr, 1988; Dufresne, Leonard, & Gerd@895). Experts have certain
characteristics that differentiate them from nosi€€able 1). They are able to perceive
features and meaningful patterns of informatioth&ir domain that are not noticed by
novices in order to chunk information. Due to tha@ep understanding of large
amounts of domain-specific knowledge, experts ate @ cluster concepts, problem
situations, equations, procedures, and operatamtscan use concepts and analogies to
find more than one way of representing and solaipgoblem, enabling them to check
their solutions. Novices have sparse knowledgepamad clustering of concepts, often
have misconceptions, employ memorization and foasiudnd usually see only one
way of solving a problem. They are generally unanarinconsistencies and are
unable to check their answers. Because of thédityriaterconnected and hierarchically
arranged knowledge structure and multiple represienis, experts are able to quickly
retrieve knowledge that is relevant to the contdx problem. Novices with their
disconnected knowledge and poorly formed and ute@lenowledge representations
are often unable to retrieve or identify approgriamowledge for an application.
Experts also tend to be flexible in both their agwh to problems and to their
knowledge retrieval. They employ metacognition, abdity to self-monitor and

recognize when additional information is neededvibles evince little understanding



25

of problems and never move beyond their primargrpretations. In a study of experts

and novices analyzing complex marketing casespBastd Ormerod (2001) found

that:

Experts generated more alternative recommendatidestified more critical
issues and used more evaluative criteria than eevithe outcomes of their
analyses were generally qualitatively better tlmsé of novices and were more
likely to bring in issues not specifically referrexin the case statement. Novices
also tended to reach a firm viewpoint or recomméadaearly (often during the
first reading of the case statement), while sonpegs deferred reaching a
recommendation until later in the analysis, wereaniiely to change their
stance during the analysis, and in some casesotlictach a specific
recommendation at all. Novice analyses focused mpoa outcome while

expert analyses were more likely to focus upon ggsdgssues. Novice analyses
tended to be disappointingly shallow, and consgémiby the content and order of

the case statement. (p. 2)
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Table 1. Differences between experts and novices

Experts

Novices

Perceive features and meaningful
patterns of information in their
domain to chunk information

Have abundant content knowledge
organized in ways that reflect deep
understanding of subject and enable
deep level of problem representation

Have knowledge that reflects contexts
of applicability

Are able to flexibly retrieve important
aspects of their knowledge with little
intentional effort & quickly solve
problem accurately

Have flexibility in approach to new
situations, and metacognition (ability
to self-monitor own understanding)

Cannot usekthg strategy

Use memooizatecall, &
maniparedf equations to
solvelenady no systematic
way of ingpkense

Faddotextualize knowledge

Effantfretrieval, little
undenstiag of problem

Never mdweyond original
intesfations of problems or
situations

Note.Based on information from Bransford, Brown, & Cawii (Eds.), (2000) and Chi, Glaser,
& Farr, (1988).

Voss and Post (1988) propose that experts shotigbdarm novices in
decomposing an ill-structured problem into subpeoid and in selecting goal-
appropriate parameter values for open constréuiitical science problems, as
described by Voss and Post, are structurally sinol@omplex environmental science
problems. In a research project, the problem “Giegncrop productivity in the Soviet
Union, how would the solver go about improving cppductivity if he or she served as
Director of the Ministry of Agriculture in the SatiUnion?” (p. 273) was given to

political science experts on the Soviet Union. Bgrihe problem representation process,
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all the experts established the factor(s) respte$u low productivity, either by
problem decomposition or problem conversion. Dupngblem decomposition, the
expert solvers set out several factors thoughetthb primary causes of low
productivity. Experts who used conversion convettedproblem into one which could
be solved, also settling on a statement of thefasumed to be primarily responsible
for the problem. Experts stated the problem histog searched internally from their
own store of knowledge to inform the problem santiDuring the solution process,
they all justified their solution to the problenmadyzing why it would work, evaluating
what implementation of their solution could accoisipl and even discussing what
problems implementation might create. Obviouslyvisg ill-structured problems
requires a great deal of domain-specific conceptnalvledge.

Determining when an ill-structured problem suchiesone described above — or
a complex environmental problem — is solved andtiadrethe solution is a good one is
more difficult than for other types of problems.pi@mentation of a solution after its
adoption may take years, meaning that the justiinogprocess must build an argument
for adopting the solution. Additionally, there am@ commonly accepted methods for
solving this kind of problem. The problem is comsill solved when a workable plan is
developed, but the timing of this may vary fronuatton to situation. Determining
solution quality is often delayed, sometimes fongngears. It is important to remember
in regard to ill-structured problems that therassally no single right answer and no

single right way to determine an answer. Findinigtsans to ill-structured problems
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also often involves issues of values and respdigifileacham & Emont, 1989), so
justification of solutions becomes extremely impaoitt

Research (Wiley, 1998) has shown, however, thabme instances mastery of a
great amount of domain knowledge may actually cairsthe production of solutions
by experts, fixing them on ineffective solutionimatWiley refers to this as mental set,
or fixation, and cites studies to suggest thatay e caused by experts failing to
consider relevant new knowledge because of prionkedge and a tendency to actually
consider less information than novices during probkolving. A study (Wiley & Jolly,
2003) of experts paired with novices on creativabfm solving tasks found that expert
fixation may be overcome by collaborating with sslknowledgeable partner or even by
working with another expert. Nathan and Petros@®8) concluded that “expert blind
spot” can make effective teaching problematicaldomain experts (such as scientists
and mathematicians) who go into teaching withoutiragherstanding of how people
learn.

Distributed Expertise

Much of the current research on distributed expelis in the fields of artificial
intelligence (Al), business and human resources space-related operations. In
situations where a single researcher cannot betexpal areas of an interdisciplinary
project, investigators with distributed expertisgkéd by information technology systems
are the most powerful way to carry out the proj€etssel and Kumar (2002) define
distributed expertise as “a community in which lewaf expertise vary and there is a

willingness to share it.” In an inquiry-based diaiited expertise environment, each
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participant contributes his/her knowledge to apstof problem solving, including
defining a problem, theorizing, gathering and analy data, drawing conclusions and
generating new research questions. Interdisciglinallaboration situations are
opportunities for the distributed expertise of slseentists involved to provide meaningful
input into the solution of a problem.

In NASA'’s Mission Control Center, information floamong human experts in
both local and remote locations is crucial (Caldw2005). They must be able to exchange
critical information and trade off knowledge, tigirand other resources. Caldwell’s
research-in-progress to describe a network modah &xpertise sharing community is
based on exploring the range of actual human behaather than on rational agent-based
(as in Al — artificial intelligence) or economicged performance systems. He is focusing
on developing simulation modules that examine gpeets of expert community behavior,
novice-expert transitions, and information flow geeses. At this point, four simulation
modules are envisioned:

» Asking: novices bring questions to the expert comityye.g., ask-a-scientist
bulletin boards;
* Learning: novices become part of an expert commianit develop expertise

using existing experts and references while legralmout the community, e.g.,

graduate school education;

» Sharing: group consisting of novices and expeteratt using IT to exchange

information and ideas, e.g., discussion board at obom; and
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* Solving: expert community members are responsisienfonitoring situations and
troubleshooting problems and are collectively feclen a specific task, e.g.,
Mission Control environment.
Expectations are that when combined, these moalilelse able to robustly simulate
actual behaviors in varied distributed expertiseations and to predict and analyze what a
group does and what characteristics influenceciisiies. This would address very high
priority research needs in the field of human pennce and organization.
Collaborative Problem Solving

In the field of education, collaborative, open-etidearning activities utilize
distributed expertise and multiple perspectivesrtable learners to succeed at tasks and
develop understandings beyond what any could aela®ne. For example, the
Collaborative Visualization (CoVis) Project emplaysetworked Collaboratory Notebook
software to encourage collaborative learning inheand environmental science
classrooms (Edelson, Pea, & Gomez, 1996). Two elesmm®mmon to most definitions of
collaboration are: “working together for a commarabgand sharing of knowledge” (Hara,
Solomon , Kim, & Sonnenwald, 2003). Neither of theteements, however, proves to be
easy to accomplish. Working together is not necédgssasy, and determining a common
vision for a project can also be difficult. Sharkgpwledge (as well as power, resources,
or responsibility) involves taking risks and trastiothers and can be especially difficult
when reputations or career advancements are & stak

Bronstein (2002) synthesized current researchewtify five components of

interdisciplinary collaboration which can be apglia research settings: (a)



31

interdependencbetween participants is necessary for successfblggm solving to take
place; (b)newly created professional activitiseclude collaboration on programs and
structures that become more than any one persdd aohieve alone, thus maximizing
individual expertise; (chlexibility refers to the ability to reach compromises anchiange
roles within the group; (d)ollective ownership of goalsvolves shared responsibility for
all factors (goal design, development, etc.) inediin achieving goals; and finally (e)
reflection on procesis deliberate attention paid to the entire colfalbige process,
including relationship building and effectivene$she process. Successful
interdisciplinary collaborative research resultshie creation of new ideas and processes
due to thinking outside the “box” of any singleamine.

In a case study of academic-practitioner collabonatAmabile et al.(2001) found
that creation of a successful collaboration isroftéficult. They suggest that, in order to
have a successful collaboration, team members dinave diverse backgrounds and skills
but a common core of knowledge, be willing to waiikh others from different
professional cultures, have similar perspectivethernvalue of research, and be
intrinsically motivated to participate in the projeRoles and responsibilities of team
members should be made clear at the inceptionegbtbject, and provisions should be
made for team members to get to know each othecamenunicate on a regular basis.
Participants’ institutions should be supportivetdir participation in the collaborative
process. Finally, the team should examine its fonatg reflectively on a regular basis

and make any necessary adjustments.



32

From a study of children involved in the Jaspejgut) Barron (2000) identified
three major dimensions of group interaction: mutyalf exchanges, shared task
alignment, and joint focus of attention. Indicatofdigh coordination for mutuality of
exchanges (reciprocity) were productive conflibtansactional responses, and respect
for turn-taking norms. Student groups with high keas of coordination for shared task
alignment co-constructed solutions and referenteers ideas during problem solving.
Groups with high joint focus of attention durindwg@mn-critical moments tended to
have their workbook as the center of coordinatioth @ joint monitoring of solution. The
study groups having high markers of coordinatiaralbthree dimensions generated,
confirmed, documented, and reflected upon corraigsals for solution. Groups with
low markers generated proposals, rejected thenouitltationale, and generally left
them undocumented.

Interdisciplinary collaborations provide an effeetimeans of carrying out
research involving more than one scientific disogl Interdisciplinary groups
consciously work to integrate knowledge from diffietr disciplinary perspectives
(O'Donnell, DuRussel, & Derry, 1997). Cognitive pegsing by group members is
necessary for the members to come to understargrolp goals, represent the problem
being studied, and identify and implement stratefiie accomplishment of the goals.
Although various constraints (including time) makee interdisciplinarity difficult to
achieve, governmental funding agencies encouragéyibe of research with grant
programs, and some universities and other ingiitgthave initiated cross-disciplinary

research programs.
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Situated Cognition and Authentic Science Inquiry

Radinsky, Bouillion, Lento, and Gomez (2001) apploeurricula design for
authenticity in two ways — simulation and parti¢ipa. For the first, a simulation of a
professional practice is created in the classrawith, materials, tools, assignments and
interactions to map the enterprise of some realdantext. In the second approach,
opportunities are created for students to actysdllyicipate in the activities of a
professional community.

Edelson (1998) characterizes authentic scienceipeass consisting of attitudes,
tools and techniques, and social interaction. édets which define scientific practice
include uncertainty (the techniques and resuliaauiiry are conditional, subject to
scrutiny and change) and commitment (scientisteanemitted to the questions they are
striving to answer). The tools and techniques ammon to scientists everywhere,
establishing a shared context for scientific attivbocial interaction involves the
sharing of experimental results, questions, and&as among the community of
scientists, and is accompanied by the cooperatmmpetition, agreement and
argumentation that is common to all human actiBgelson contends that a successful
adaptation of science to the classroom will refdcthese characteristics of scientific
practice, and that traditional training does neparre teachers successfully for their role
in providing students with the context for open-ethéhquiry.

Chinn and Malhotra (2002) present a detailed mtwlbe used for evaluating
inquiry tasks in terms of their similarity to auttiie science. They analyze cognitive

processes and the epistemology of authentic inguid/compare each to the types found
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in simple experiments, simple observations, angknflustrations. Their list of
reasoning tasks characterizing authentic sciercdedas generating research questions,
designing studies, developing theories, studyihgoscientists’ research reports,
making observations and explaining results. Inrtapistemology of authentic inquiry,
Chinn and Malhotra list the social constructiorknbwledge and their examples include
such statements as “Scientists construct knowledgellaborative groups” and
“Scientists build on previous research by manyrg@es” (p. 188). Carlone and Bowen
(2003) critique these descriptions of authentiesoe, saying that there is not enough
emphasis placed on the importance of extended isiareinto research projects, the
centrality of the role of science community, thatextuality of acceptable standards to
research and the role of informal communicatiorgiateractions.

Brown et al. (1989) discuss how schooling is ddfarfrom apprenticeship
learning and how apprenticeships produce leartagevolves into expert-like
behavior. The features of apprentice, practitioard student activities shown in Table 2
represent the ways in which apprentice behaviasianilar to practitioner behaviors
because the activities are situated within the ttaimés of the cultures in which they
occur. Student behavior, on the other hand, ocoutrsf context and problems are
solved through the use of algorithms which maylbeotiseful in the context of an
authentic situation. Brown et al. argue that auticeactivity is crucial for learners
because it is the only means by which they aretakieach the position from which

practitioners solve problems in meaningful and psgful ways. Methods of cognitive
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apprenticeship try to enculturate learners by dgieb concepts through continuing

authentic activity in ways much like those employedraft apprenticeships.

Table 2. Student, apprentice, and practitionaviagct

Students Apprentices Practitioners
(Novices) (Authentic situations) (Experts)

Reasoning with: laws causal stories causal models

Acting on: symbols situations conceptual situations

Resolving: well-defined emergent problems complex, ill-structured
problems & dilemmas problems

Producing: fixed meaning negotiable meaning negotiable meaning
& immutable concepts & socially constructed & socially corcitrd

understanding understanding

Note: Adapted from Brown, Collins, & Duguid (198@opyright 1989 by the American Educational
Research Association; reproduced with permission from thisper.

Recent research in science education indicatésothigrterm learning of science
is most effective when it occurs as inquiry leagnmodeled on the norms of authentic
science as a social process. Brown et al. (19&@rathat groups of practitioners are
particularly important for enculturation becausks ibnly within groups that
conversation and social interaction can occur. @tearning provides for cooperative
problem solving, experiencing multiple roles, comting ineffective techniques and
misconceptions, and developing collaborative waikss Hmelo-Silver, Nagarajan, and
Day (2002) contend that “by incorporating collakitv& activities into inquiry, students
must explain their understandings, argue with exaééeand critically evaluate the
scientific explanations of others” (p. 220). Stetnaard Lagowski (2003) suggest that

cognitive apprenticeship theory describes almoattiyxwhat is done in the successful
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processes of preparing chemistry graduate stufi@ntareers as researchers. Cognitive
apprenticeship theory suggests that students vells learn science most effectively
when they verify or revise theories by performixgeriments they have designed,
recording and analyzing data, and communicating theults to their peers (Schauble,
Glaser, Duschl, Schulze, & John, 1995).

Richmond and Kurth (1999) studied twenty-eight leghool students who
participated in a seven-week summer research ajgship program. Through
working with a mentor, students developed more derand realistic ideas about what
it means to do science and a deeper appreciatidhdaservice science performs for
society in asking critical questions and advanciogent explanations. The authors
suggested four opportunities for classroom teadiogpsovide more authentic
experiences for their students:

» Structure investigations in order to problematiataccollection and analysis
and help students realize that ambiguity is noessarily the result of
mistakes on their part but may be inherent in tioblem itself.

» Distribute expertise among group members so thpardllels distributed
expertise within scientific communities.

» Scaffold understanding so that terminology suppkmtsvledge construction
rather than hindering it.

* Plan longer, integrated investigations that burcearlier learning.
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They concluded that educators can purposefully ldpvapportunities for students to
acquire authentic skills along with the culturesoience even though true apprenticeship
experiences cannot be completely transferred toldssroom.

Barab and Hay (2001) describe the Science Appestiip Camp (SAC), where
small groups of eighth graders worked with scigstis carry out scientific research.
They used six characteristics of participatory sogelearning environments (Table 3.)
gleaned from the literature on apprenticeship iegrm order to evaluate the Science
Apprenticeship Camp. They found that, despite Atioihs inherent in the situation (e.g.,
short time frame, scientist determined researchdae many students saw themselves
as doing legitimate science and making meaningfatrdutions to the work of the
scientist. The researchers see a need for morededuesearch into authentic science
situations as most literature on this type of iattion is theoretical, discussing what

authentic science instructiamould bdike rather than what it like.

Table 3. Characteristics of participatory sciereing

1. Learnerslo domain-relategracticesto address domain-related problems.

2. Scientific and technological knowledge anactice aresituationally constructed
andsocially negotiated

3. Learning occurs “at the elbows”mobre knowledgeable otherscluding teachers,
scientists, and peers.

4. Practices and outcomes awthentic toandowned bythe learner and the
community of practice, and are in respoonseal-world needs.

5. Participants develop a&entityas a member of a community of practice.

6. Formal opportunity and support for bogifiection-in actionandreflection-on-
actionare present.

Note: Modified from Barab & Hay (2001), italics amiginal. (Reprinted with permission
from John Wiley & Sons, Inc.)
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Table 4. Comparison of science apprentice expeggemnith authentic inquiry

Reasoning Task

Cognitive Process

Authentic Inquiry
(Chinn & Malhotra, 2002)

Summer Research
Apprenticeship

7 Weeks, 18 & 11" Graders

Science Apprenticeship
Camp
2 Weeks, 8 Graders
(Barab & Hay, 2001)

Generating research
questions

Scientists generate their own
research questions

(Richmond & Kurth, 1999)
?

No

Designing studies

Scientists design their own
studies, including selecting
variables, planning
procedures, controlling
variables, planning measures,
and making observations

Designed own protocols
Operated apparatus
Made observations

Did not design studies
Operated apparatus
Made observations

Explaining results

Scientists explain their own
results, including
transforming observations,
finding flaws, using indirect
reasoning, making
generalizations, and
employing multiple types of
reasoning

Found flaws
Used evidence

Analyzed & interpreted data
Made inferences
Hypothesis testing

Developing theories

Scientists construct theories,
coordinate results from
multiple studies, and study
other scientists’ research
reports.

Read research reports

Reports/articles available in
labs

Dimension of
Epistemology

Purpose of research

Scientists aim to build and
revise theoretical models with
unobservable mechanisms

Theory-data coordination

Scientists coordinate

Recognized complexity

Had to deal with anomalous

theoretical models with data
multiple sets of complex,
partially conflicting data.

Theory-ladenness of ? ?

methods

Methods are partially theory
laden.

Response to anomalous data

Scientists rationally and
regularly discount anomalous
data.

Anomalous data not always
discounted

Nature of reasoning

Scientists employ heuristic,
nonalgorithmic reasoning,
multiple argument forms, and
uncertain reasoning.

Recognized uncertainty as part

of process

Social construction of
knowledge

Scientists construct
knowledge in collaborative
groups, build on previous
research by others, and use
peer review and exemplary
research models.

Collaborated in research
groups
Read papers
Recognized science as
cumulative body of work

Collaborated in research
groups

A comparison of the summer research apprenticggighmond & Kurth, 1999)

and science apprenticeship camp (Barab & Hay, 26gdgriences to the cognitive

processes and dimensions of epistemology of authseience as described by Chinn
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and Malhotra (2002) results in some interestingeolagions (Table 4). Students
experiencing both apprenticeship situations wele &bparticipate in many of the
cognitive processes listed by Chinn and Malhotvly ¢bservations are of necessity
limited to the descriptions provided in the twoeash articles and therefore may not
reflect all the actual student experiences.) Iinlsttuations, students worked with
scientists in their own laboratories, so the fieldesearch was constrained. The older
students wrote their own protocols and carriedtlogit experiments as working lab
members but it was unclear whether they generawddwn research questions. The
younger students began by observing the scientsts)ed the necessary techniques for
the scientists’ work, and soon were able to caatytloe experimental procedures and
collect data on their own. The older students waraersed in scientific literature
associated with their projects and became adepeatiscourse of the discipline,
enabling them to develop their ideas as well as ghdls.

Fewer experiences in the dimension of epistemolegne apparent from the
reading of the articles. Some of the eighth gradethe science apprenticeship camp
were exposed to anomalous data and had to deditiethe help of the scientist, how to
handle it. They learned the importance of stasstied realized that the observed
anomaly should not be discounted out of hand. Sitsda both apprenticeship situations
worked in collaborative groups of peers, graduaitdents, and scientists. Both
experiences seem to have provided students withaamgkeexperience-appropriate
opportunities to become enculturated in authewriernce, much as the SCM-ITS

program provided those experiences for educatatseience graduate students.
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Information Technology

Advances in information technology and in underdtag how people learn have
enabled educators to make learning more intereatidgelevant to learners.
McLoughlin and Luca (2002) list a number of ways§p8) by which information
technologies scaffold learning. Information teclogoés serve as tools for knowledge
construction by representing ideas, beliefs anctrstdndings, and serve as vehicles for
exploring knowledge by enabling students to acosdssmation and compare and
evaluate differing perspectives and world view$odmation technologies also provide
contexts to support active learning by represerdimgj simulating real world situations
and provide a controlled, shared problem spactheocomparing of ideas, revision of
work, and hypothesizing and justifying hypothe3dwy are a social medium for
communication and collaboration, enabling the comadf knowledge by supporting
conversation, inquiry, and argument among comnesibf learners. Finally, they serve
as an intellectual partner, supporting reflectiod allowing learners to articulate and
construct personal representations of reality. Bthrs, therefore, can create learning
environments which include authentic problem sawamd knowledge integration tasks,
fostering knowledge application and skill trandfereal world problems and moving
novices along the continuum toward expertise.

Science education standards from the National Rels€zouncil (National
Research Council, 1996) reflect the expectationghalents understand the role of
technology in collecting, manipulating and intetprg data and be able to use

appropriate technologies to conduct inquiry. Staslésarn about scientific inquiry and
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the nature of scientific models, simulations argliglizations as well as improve their
conceptual understandings through the use of téohes (Linn, 2003; White &
Frederiksen, 2000). Kozma (2000) discusses theofdkechnology in having students
actively engaged in collaboratively building knoddge and constructing meaning.
Activities in technological environments “can engagudents in focused inquiry that
involves authentic scientific tasks, such as makireglictions, observations, and
explanations that support their sense-making caa@ns” (p. 35).

The GLOBE program (Means & Coleman, 2000) usesrttegnet for data
recording, archiving and visualization as well @asdommunication between schools
and with scientists. GLOBE evaluators assert thatse of technology is crucial in
making the experience feel authentic and impottafite students using it. In addition,
students have the opportunity to reflect on dataraiies, think critically and construct
explanations. The social nature of science is sgpried, and students who participate in
GLOBE tend to understand that scientists spendbstantial amount of time explaining
the results of their work, discussing their resulith other scientists and justifying their
points of view.

Nature of Science

National standards for science education (Nati®esearch Council, 1996)
stress that science education should provide feetkinds of scientific knowledge: (a)
the concepts and precepts of science, (b) theomessand process skills of scientists
and (c) an understanding of the nature of scieN€S) as a way of knowing. In other

words, NOS relates to the values and epistemolbggsaimptions which undergird the
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processes of science and the development of dadatowledge (Lederman, Abd-El-
Khalick, Bell, & Schwartz, 2001). Agreeing on witamnstitutes the nature of science is,
however, a difficult task and, in fact, it is gealyr agreed that there is no single NOS
(Alters, 1997; Loving, 1997; Southerland, Gess-Naws, & Johnston, 2003) although
some science educators do say there are certaits t@hwould agree on. McComas,
Clough, and Almazroa (1998) include as agreed-pettethe tentativeness of science,
the theory-ladenness of observations, the soaiihral, and historical nature of science,
and the observational and experimental natureiehse, among others.

A review of the literature reveals differing viewpts on what constitutes
science and scientific investigation and what sthdaa included in science education in
order to produce scientific literacy. Matthews (4P8escribes the liberal tradition in
science education as including an education inoticience andboutscience. It should
provide students with an understanding of scientifethods, an appreciation for
methodological issues such as theory evaluatioradsdnse of the interrelated role of
experiment, mathematics and religious and philoegplcommitment in the
development of science” (p. 2). It should includ@Wwledge of pivotal episodes in the
history of the discipline as well as of its proasand products.

Duschl (2000) argues that, in order to make thareatf science explicit in
science education, radical changes must be magmyieg with teacher education. This
new approach must be one that “examines the rekdtip between data, observation,
fact and theory and develops a sense of the eritesed to evaluate these relationships.

The data texts of science result from the variowbssandry ways we observe, collect,
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select, represent, model and explain our investigatof, and inquiries into, the material
world” (p. 190).

By focusing on “myths of science,” McComas (1998)se to concentrate on
fifteen commonly held misconceptions about NOS.sEhmisconceptions are those
often held by the public, teachers and studentsaamdometimes the result of inclusion
in textbooks (e.g., the idea that there is a sisgientific method). Other misconceptions
are most likely the result of omissions by textbaolkhors (e.g., scientific knowledge is
socially constructed). Still other misconceptionaaern the role and nature of
hypotheses/theories/laws and models, the ideathattific knowledge and the means
of producing it (experimentation) are absolute,luk of creativity in science, the
omnipotence and objectivity of science, and thegrsxe and technology are identical.
McComas concludes that schools must give studeategportunity to experience
authentic science and its processes in order wupsscientific literacy.

In proposing a set of four “commonplaces” of scendelms and Carlone (1999)
attempt to develop a heuristic which provides aisblolescription of aspects of the
nature of science and their relationships. Thaimmonplaces include the following:

#1: Science is an activity in whi@videncds gathered througbbservatiorand

experimento explainandpredict natural phenomen@. 236).

#2: Science is an activity through which peamdgotiatethe production of

artifactsandfactsin order that they magxplain predict andcontrol natural

phenomenan theirinterestsand thanterests of other§p. 237).
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#3: Science is an activity in which people studymagural phenomenase and
producetechnologiedo pursuegjuestionsand solveproblemsthat influence
and are influenced by exterrsdcial structuregp. 238).
#4. Science is an activity in which people emdkrysesandmethodgo

investigateguestionsand produc&nowledgeconcerninghatural phelomena,

all in a particulacontext in the service of songoal or set of goalgp. 240).
Commonplace #1 is from an empiricist viewpoint &d central tenet of reform-based
instruction although it presents a limited pictafénow science is done. Commonplace
#2 takes a microsociological (or internal) viewgluding how science is carried out in
the laboratory and is influenced by individual vedwand interests of the participants.
The third commonplace expands the boundaries eheeito the macrosociological,
connecting science with external factors includimg social, political, cultural,
religious, and economic perspectives. Finally, camphlace #4 portrays science as
multifaceted, depicting the empirical as well as slociological elements of the practice
of science. The authors argue that using their conptaces framework would enhance
teaching and teacher education by making expheitlinks between nature of science
and the teaching of science. Rather than lobbg foore authentic science education,
they attempt to give direction to science educdbppresenting a heuristic which
emphasize science as a contextualized activityjgireg a lens for critical examination
of contexts of science learning. Missing from thistrayal, however, is any mention of

the role of models and theories in guiding all aspef scientific investigations.
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Wong (2002) suggests that, rather than emphasizeaimmonalities shared by
scientists as a group, people should appreciatertbemmon features. Variation among
individual scientists reveals the creativity, a@ajpins, and judgments inherent in
scientific work. He agrees that the broad desanstiof scientific activity are useful, but
should not provide the sole portrayal of NOS. Atpayral of the vitality and inspiration
of science is necessary for a successful scienasaédn in which students, in their turn,
appreciate the vitality of science and are inspicedo science.

In a study examining the effects of a scienceareseinternship course
incorporating authentic science inquiry, explictDS instruction, and guided reflections,
Schwartz, Lederman, and Crawford (2004) targeteddiiowing NOS aspects:
tentativeness, empirical basis, subjectivity, evégt sociocultural embeddedness,
observation and inference, laws and theories, @etddependence of these aspects. They
identified three important factors for NOS devel@mts: (1) opportunities for reflection,
(2) authentic context for inquiry and (3) the reflee perspective of the intern. They
agree with previous research which has found ihagilg doing science is not sufficient
for developing an understanding of NOS; explicit®lfDstruction is necessary (Abd-El-
Khalick, Bell, & Lederman, 1998).

Southerland, et al. (2003) describe the difficslémcountered in an attempt to
reform collegiate level science teaching by impletimgy an integrated science course
designed to emphasize NOS. The NOS beliefs ofhtetscientists who designed and
taught the course were manifest in their teachmagtires, but the manifestations were

not simplistic. They found that personal NOS bsl&bmetimes varied from those of the
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course so that what was taught did not always matekt was originally conceived in
the curriculum. Even when personal NOS beliefs vgegghisticated and matched the
course objectives, those beliefs were not alwasectly rendered into practice. Factors
which were determined to have contributed to thmeblems included limited
pedagogical content knowledge, problems with iraggn of the disciplines and lack of
time for scaffolding to achieve true consensus antbe scientists involved.
Summary

This review of the literature discussed the comptsef research relevant to
systems problem solving in the environmental s@erxy expert and novice groups with
distributed expertise. It looked at current reseanche fields of situated cognition,
characteristics of authentic scientific inquirydamature of science. The SCM-ITS
program provided professional development for teeshnd science graduate students
and employed situated cognition through experiepauthentic inquiry. Participants
learned to problematize complex environmental issn@istributed expertise groups
and experienced the nature of science as pradiicedvironmental scientists from
several backgrounds. In the future, their expegenn SCM-ITS will guide them as

they prepare authentic scientific inquiry experestor their students.
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CHAPTER 1lI
EXPERT AND NOVICE DISTRIBUTED TEAM COLLABORATION TO

SOLVE COMPLEX ENVIRONMENTAL SCIENCE PROBLEMS

Introduction

Reports such as thidational Science Education Standafd996) andProject
2061: Science for All Americarfdmerican Association for the Advancement of
Science, 1989) recommend curricular changes tarenisat the U.S. reaches the goal of
high literacy in science and mathematics. In otddye considered literate, today’s
students are expected to be able to think criticaild to solve complex problems in
various disciplines. Changes in curricula and utdton recommended in order to
achieve those goals include emphasis on develdpinging skills such as relating
factual knowledge to important concepts, descrilaind solving problems, acquiring
information and reasoning with it, and communicguivith others about results of
experimentation. The reports advocate the use tifdiseiplinary and interdisciplinary
approaches to teaching science in situations ti@iwage active participation including
hands-on activities, learning in collaborative greuand completing long-term projects
(National Assessment Governing Board, 2004).

The framework of the 2005 National Assessment afdatdonal Progress
(NAEP) includes the categories of conceptual uridading of science, scientific
investigation, and practical reasoning . Concepinderstanding is the “mastery of

basic scientific concepts [which] can best be shbwa student’s ability to use
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information to conduct a scientific investigationemgage in practical reasoning” (p.
21). It includes facts and events; scientific piphes, laws, and theories; procedures for
conducting inquiries and applying scientific knodde; and an understanding of the
nature of science, as well as its history and gbibdny.

Recent publications address how inquiry-based legimelps students learn
science content material , but for inquiry-basexdtéeng and learning to be successful,
teachers must understand what inquiry means (Amessociation for the
Advancement of Science, 2001; National Researcim€h2000). They must be able to
interpret inquiry for others and defend its use smanust understand its processes as
well as its research-documented advantages. Fdrteaxshers and students, conducting
successful teaching and learning through inquiguires change from traditional
attitudes and behaviors. Change to inquiry teacteqgires teachers to develop new
skills, instructional methods and assessment &desviResearch suggests that changes in
teacher beliefs and attitudes result when teaahgrsrience a new practice such as
inquiry and see their students benefit from it.

Earth systems science provides an ideal miliegifdng educators the
opportunity to experience the ill-defined probleatving nature of science as practiced
by scientists. The complexity of environmental penlis demands an interdisciplinary
approach so that sociopolitical as well as sciendi$pects from various disciplines are
addressed. The availability of applicable complatadets on the Internet makes it

possible for educators and students to conductgmobolving in an authentic manner.
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An understanding of the processes involved intipe of problem solving is essential,
however, before educators can effectively use tihéclassroom.

In an effort to reach this kind of understandirngs research project addressed
the question: How do members of a collaborativenteath various levels of distributed
expertise interact to problematize a complex emvirental science issue using web-
based information and information/ analysis todis®nsiders the differences and
similarities in how collaborative groups of expgdsientists) and informed novices
(science graduate students and science teacheexate valuable problems for
investigation through reflection and brainstormargl the processes through which the
problems are solved.

Supporting Literature

Earth systems science is an integrative studige@tomplex environmental
processes involving the synergistic relationshipgtv occur between the geosphere,
hydrosphere, atmosphere, and biosphere at vanatgmbkand temporal scales. Since no
process occurs in isolation, no single traditiatiatipline (geology, climatology,
ecology, toxicology, etc.) is able to satisfactotinderstand and explain the complexity
involved (Journal of Earth System Science EducaB001). As a result, Earth systems
science is a social process requiring scientistetomunicate and collaborate with each
other and the public and to deal with a combinatibhiological and physical systems
which interact and must be simplified into moddlsey must deal with matters outside
their own fields of expertise on a regular basid, dinerefore, must collaborate with

experts from other disciplines who do not necelsahiare a common vocabulary or
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thought process (Garwin, 1995; Norgaard, 1992)s €bllaboration differs from that in
other sciences because the needs and stakehadldelifferent from those in the
individual sciences and because theory in envirattahecience is not immediately
testable but must be tested over time, often uoadkeditions which are poorly controlled.
The importance and complexity of Earth systemsweaehallenges educators as well as
researchers to provide a deeper and interdisciglmaderstanding of the factors which
contribute to the environmental system as a whole.

Policy issues must be considered along with thensific issues involved in
environmental science. These factors point to #eglrfor effective collaboration among
scientists from different disciplines, policymakeasad stakeholders, all of whom may
view problems from diverse perspectives (Hara.e2803; Linn, 2003; Norgaard,

1992). Collaboration between natural and soci@rgwsts is made more difficult by the
differing epistemologies of the disciplines. Theplioation of these differing
epistemologies is evident, since the natural seiepcogress by eliminating debate and
working toward consensus while the social sciepecegress by encouraging debate and
conceding the legitimacy of opposing views and rdiscepistemologies (Redclift,

1998). As a result, both natural and social scentre often frustrated with the attempts
at discussion, since the two cultures are fundaatigrdisparate.

Advances in technology and methodologies have edghie need for
collaborative teams of natural, social, and appigéntists who are willing and able to
go beyond disciplinary frameworks. The distribuéegbertise among the members of

collaborative teams brings approaches from diffedestiplines to the table during the
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problem-solving process. A successful collaboegpixoblem-solving environment has
been described as one in which diverse participaatgctively contributing to all steps
of problem solving, engaging in dialogue or disausssharing ideas and assistance,
negotiating resolutions to conflict, analyzing sttaes, and supporting each other to
achieve a common goal that could not be accomgliblyea single individual (Amabile
et al., 2001; Cassel & Kumar, 2002; Wilczenski, Bager, Ventrone, & Correia, 2001).
Collaboration differs from cooperation in that vehdooperation may involve division of
labor among participants, collaboration involvesva@cengagement by all participants to
solve a mutual problem (Kneser & Ploetzner, 208ffective collaborative groups
where all members are positively involved in thegaiss achieve a synergistic effect,
accomplishing more together than any one individoald alone. Interactions between
participants create new possibilities for inspoatiand numerous researchers (Barron,
2000; Brophy, 1998; Okada & Simon, 1997) have fotlnad groups often were more
successful than their best member in solving compieblems when group members’
thinking, strategies, and knowledge were distridwge that each member could
contribute. Groups also did better than individualgasks involving analysis, synthesis,
and ingenuity.

Characteristics of teams and team members whichpmeadict successful
collaboration include project-relevant skills anmblwledge, collaboration skill, and
attitudes and motivation. The most critical aspetfsroject-relevant skills and
knowledge appear to be diversity and correlatiwitthe skills, knowledge and points of

view of participants, including a mutual core obkviedge about the problem domain.
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Collaboration skill apparently results from expade in collaborative situations. The
most important attitudes and motivation are trust mutual respect among team
members (Amabile et al., 2001).

The practice of modern science requires solvingpter) large-scale, ill-
structured problems involving ever-changing tecbgs, exponential growth of
knowledge, and specialized expertise. lll-strudyseoblems are usually contextual and
have vaguely-defined goals, open constraints, anwvk elements that are minimal at
the beginning of the solution. They do not haveegalrules for solution or solutions
that are universally accepted by all experts ireld ftend to be found in the social
sciences or in some natural sciences such as ementtal science and may require
components from several content domains for salutionassen, 1997). The nature of
ill-structured problems demands that problem ssh&gin by imposing constraints on
the situation and developing a problem represamtatr model which may be very
complex (Mumford, Baughman, Threlfall, SupinskiGstanza, 1996; Voss, 1988).
Justification, which argues the difficulties of gheblem and how they may be
overcome, is extremely important because the coxitplef ill-structured problems

makes testing difficult (Jonassen, 1997; Voss, 1988
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Table 5. Characteristics of experts and novices

contextuality

Knowledge
retrieval

Knowledge of
discipline
content

Metacognitive
ability

Problem

representation

contexts of applicability;
knowledge is “conditionalized” on
a set of circumstances

Are able to flexibly retrieve
important aspects of their
knowledge with little intentional
effort

Know discipline thoroughly but
are not necessarily able to teach
others

Have varying levels of flexibility
in approach to new situations;
have metacognition (ability to
monitor own level of
understanding)

Construct multiple representationse

of problem

Characteristic
Category Experts Novices
Information ¢ Notice features and meaningful + Have poor chunking strategies;
chunking patterns of information to chunk or ~ may lead to misconceptions
strategies cluster information
Knowledge « Abundant, highly organized e Use memorization, recall, &
organization, content knowledge reflecting a manipulation of equations to
depth and deep understanding of domain solve problems; no systematic
amount way of making sense;
knowledge disconnected
Flexibility of e Have more than one way to solve «  Usually have only one way to
problem- problem, can check answers solve problem, cannot check
solving answers
strategies
Knowledge « Have knowledge that reflects e Have “inert” knowledge, fail to

“conditionalize;” do not
recognize context where
knowledge is useful

Effortful retrieval, little
understanding of problem

Sparse content knowledge

Never move beyond initial
interpretations of problems or
situations

Poor, unrelated representations
of problem

Note. Based on information from Bransford, Brown, & daogk (2000); and Chi, Glaser, & Farr, (1988).

Earth systems scientists are usually expertssingle domain of the

environmental sciences. Cognitive scientists dedimexpert as a person who is very

knowledgeable or skilled in a domain. Expertiseat&s on the kind of extremely
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organized, domain-specific knowledge that can dgvehly after protracted experience
and practice in the domain. Comparing experts awites makes it possible to
differentiate the ways they understand, store llreerad manipulate knowledge during
problem solving (Table 5). Expert knowledge, orgadiaround basic concepts in a
domain, guides the thinking of experts. For exampitgrsicists use the applicable major
laws and principles of physics to solve problen@gwith sketches, where novices use
formulas and recall. Experts are flexible in thdigtto retrieve knowledge and able to
transfer knowledge in order to solve complex protdeThey have the ability to draw
from and use a number of strategies that go beglendontext in which they are learned
or normally performed in order to generate altemesaind creative solutions to a
problem in less time and more accurately than resvio the field (Bransford et al.,
2000; Bruer, 2003; Costa & Kallick, 1995; Crismog2001; Goldman, Petrosino, &
Cognition and Technology Group at Vanderbilt, 1998 elo-Silver et al., 2002; Larkin,
McDermott, Simon, & Simon, 1980).

One aspect of expertise is representational skilhe ability to organize
contextual knowledge (Lesgold, 1984), which is kiemlge “of a set of features, an
environment, or setting within which a learner makennections, comparisons and
analogies (Wignall, 2003). Goldman et al. repoat tlesearch has found differences in
representations or mental models used by expedtaavices in problem-solving
situations. Experts’ models are richer, reflectiegp understandings of relationships,
whereas novices’ models are more superficial, céflg a lack of conceptual and

contextual understanding. The development of amgg®blem representation or
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model, a crucial element in problem solving expgertdepends on the encoding of the
problem information and representation of this infation using pertinent domain
knowledge (Sutherland, 2002). Solving ill-struetdiproblems requires that domain
knowledge be organized around experiences (corgkzdd) and that the solvers
employ metacognition (self-monitoring and evaluafithroughout the process and
construct justifications for their solutions.

Little research has been carried out to speclficilidy complex systems
problem solving in order to identify differencesween experts (complex systems
scientists such as environmental scientists) anttes (e.g., science graduate students
and/or science teachers). Jacobson (2001) stadiedup of experts and a group of
novices in an attempt to determine the type of mlantdels constructed by individuals
when solving complex systems problems such asotimeation of traffic jams and the
design of an efficiently-operating large city. ksrk provides an impetus for more
research in this area to contribute to a deepeenstehding of the processes involved in
solving complex environmental problems.

The current study examines expert environmentahsists and informed novices
solving complex environmental problems in collabioeteams with distributed
expertise. It explores the finding and solving ygtems problems involving interactions
of physical processes such as hydrology and geohbither than interactions of
individual elements. The research questions adeldese:

1. How do members of a collaborative team of informedices with

various levels of distributed expertise problenatind solve a complex
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environmental science issue using web-based infosmand IT analysis
tools?

2. What are the similarities and differences in thg waollaborative team
of scientists with distributed expertise and calative teams of
informed novices with various levels of distribuiertise
problematize and solve complex environmental seiessues?

Context of the Study

The movement toward enduring reform in scienceraathematics education
spurred by the AAAS (Rutherford & Ahlgren, 1990)aheNational Science Education
StandardgNational Research Council, 1996%pired numerous efforts to improve
science literacy. The mandate of the National S@dfoundation (NSF) to promote the
progress of science and engineering led to thdioreaf diverse programs for the
enhancement of science education.

The Information Technology in Science (ITS) CelfiterTeaching and Learning
at Texas A&M University is an NSF-funded interdaiary graduate program that
“seeks to replenish the nation’s supply of sciesnog mathematics education specialists
through team-led, learner-centered opportunitigsliring scientists, mathematicians,
education researchers and education practitiofer&rmation Technology in Science
Center for Teaching and Learning, 2004). CohormbVkr a period of two years, involved
participants in two three-week summer programsaaititional activities during the
academic years. During the summer programs, paaitits spent mornings in one of

seven scientific teams and afternoons with educasearch faculty. For the education
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portion, the first summer participants createdfthmework for a math or science
inquiry project to implement in their own teachisiguations and piloted it during the
following academic year. They improved the inqurgject and developed an action
research project to carry out during implementaéisra part of Summer II, and finally
implemented the revised project, carried out thagcesearch, and reported on the
results during the second academic year. (For & metailed description of the
activities for the two summers, see Appendix B.)

Research for this project was carried out withm Sustainable Coastal Margins
(SCM) scientific team of the ITS program. The gofadhis team was “to explore the use
of information technology to enhance understandinigterdisciplinary environmental
problems of the Texas Gulf Coast” (B.E. Herbertspaal communication, May, 2003).
Science faculty included Dr. Curtis, a biogeoché¢mil team leader, Dr. Hatcher, an
environmental engineer, Dr. Morgan, a hydrologrst aivil engineer, and Dr.
Matthews, an environmental planner. (Details alf@cuilty members are shown in Table
6.) Throughout the program, the scientists involgedsciously strived to authentically
portray the complex nature of environmental scieasé is practiced by scientists in a

social context.
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Table 6. Faculty information

Faculty Department Research Interests
Member
Environmental geochemistry: pollutants in soils,
. Geology & ) .
Dr. Curtis . groundwaters and surface waters; organic
Geophysics . e
biogeochemistry; geoecology
Agricultural Wetlands, nonpoint source pollution control,
Dr. Hatcher . . . . .
Engineering water quality, hydrologic modeling

Hydrometeorology, land atmosphere interactions,
Dr. Morgan Civil Engineering atmospheric boundary layer, remote sensing and

hydrology
Collaborative ecosystem planning, coastal
Landscape management & sustainability, environmental
Dr. Matthews Architecture & Urban 'honad . abliity, €n
Planning dispute resolution, spatial analysis, natural

hazards mitigation

Three-week SCM Schedule — Summer |

To begin Summer I, faculty members of the Sustde@loastal Margins team
presented participants with a complex environmestance issue (“What is the water
quality of the Texas Gulf Coast?”) and asked themroblematize it. Faculty then
modeled how they would problematize the issue anel; a period of three weeks in
half-day sessions, scaffolded the skills needesbkee similar problems using web-
based information and information/analysis tookclfaculty member had three half-
days for their presentations. Dr. Curtis begarpbigion by having participants create
their own web pages and then introduced importardg concepts and terminology in
environmental science, the systems approach toamaental problem solving, spatial
versus temporal scales, and population impactsfdllwaving day, he discussed the

hierarchy model of landscapes and formation ofTieas coastal plains and panhandle.
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The class visited a biogeochemistry lab and Cagone of the science graduate student
participants) and her professor discussed thestares projects. Participants were then
introduced to Arc-VieW GIS (geographic information system) and begamiegrto

map using the technology.

During his teaching days, Dr. Morgan taught stuslatout soil and water
systems and how they are modeled. Distributed éigpegroups worked on estimating
evaporation using data sets and modeling watersisdg GIS technology. Dr.
Hatcher’s time was spent on nonpoint source polijtbest management practices and
the engineering design process. Participants warkddstributed groups using the
Internet to research related topics and sharedfthdings with the class. They also used
Excel’ to estimate mass loading for a year and used to develop an
animation modeling contaminant transport. They usest management practices and
engineering design concepts to develop a concegésadn for controlling nonpoint
source pollution from a fictional watershed undéngaurbanization.

Dr. Matthews’ portion dealt with land and resounse patterns and
socioeconomic and demographic patterns in coastedd along with environmental
dispute resolution and conflict management in plagrParticipant teams used GIS to
make maps showing the spatial patterns of lanchndegpopulation characteristics
around Corpus Christi Bay and estimated the impaastater quality and evaluated the
relationship between land use and population gramvthe area. They proposed ways to
alter land use patterns and population patterbstio protect water quality and ensure

sustainable development. They also mapped potestidilbholder conflict for different
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management objectives for Matagorda Bay and dadeaplay activity dealing with
conflict management.

The final days of the first session were spent dlticipants presenting their
inquiry implementation projects (developed during afternoon education portion of
the session) to the class. Faculty and peersueitighe plans, making suggestions for
possible improvement.

Three-week SCM Schedule — Summer I

During the second summer session, SCM-ITS parttgobegan by reporting the
results of piloting their inquiry projects in th&lklassrooms. Again, faculty and
participants critiqued the projects and made suggesfor overcoming any problems
experienced during implementation. Summer |l was kructured than Summer I, and
on subsequent days there were a variety of aetsviPresentations on GIS applications
and assessment in science teaching were givemvalprguidance for those who needed
assistance on those areas. Dr. Hatcher presemtatial/scaffolding project where
students developed a digital self-guided learniglule supporting scaffolding for their
inquiry projects. The four scientists, as a gralipcussed the nature of science and
scientific inquiry from each of their perspectiva®d participants looked at their inquiry
projects to determine how they could incorporateimeaof science and experimental
design into them. Guest speakers (two science édogarofessors) came into the class
to discuss motivation and participants then workedising motivation theory to
improve their implementation frameworks. Dr. Mattlsetaught the class about spatial

analysis using social science data sets and classers used CrimeStaand Arc-
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View® programs to perform spatial autocorrelation exssi Dr. Morgan taught a class
on remote sensing and the class brainstormed fdeasw to use this type of imagery
in an inquiry project. Dr. Curtis took part of theoup for a day on the Texas Gulf Coast
to see how researchers there work, and on thathgayemainder of the class worked on
spatial analysis with Dr. Morgan. As a culminatagivity for the entire group, teams of
scientists and participants selected environmeésdaks and developed solutions for
them.
Methodology

This research project is a case study based ar afmuantitative and
gualitative data (Yin, 2003). The case study metivad chosen in order to deliberately
explore the contextual conditions of the SCM-ITPearxence for both the scientists and
the participants, and it relies on multiple sourgkdata. It attempts to explain and
explore the complex interactions that occurred.
Data collection

In order to understand the complex situation odegrin the SCM-ITS team,
data collection began with questionnaires to detezrthe participants’ backgrounds and
experiences and continued throughout the entifegsmnal development experience.
Multiple sources of data were collected, includiihg following:

Participant questionnairefarticipants were asked about their educational and
scientific backgrounds, research experiences, amdiérity with various information

technologies. These questionnaires were completiaethey came to campus.
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Faculty interviews (Recorded and transcribe8CM-ITS faculty members were
guestioned about their educational backgroundsareh experiences, IT use and beliefs
about problem-solving methods used in their re¢edrbese were semi-structured
interviews with open-ended questions and were cctedun the faculty members’
offices.

Participant interviews (Recorded and transcribd@urticipants were asked for
additional information about their backgrounds aeskarch experiences, IT use, and
how they would have approached a problem at thenbiewy of the course. These were
also semi-structured interviews with open-endedstioles and were conducted in
various meeting places.

Participant journals Participants were given time on a daily basisraur
Summer | to reflect and journal about their expases. Questions were provided each
day as a starting point for reflections, and pgréints were asked to write a paragraph or
two along the line of the questions and encouragedid any other comments they felt
were important or interesting. The questions reggbatith the same set of questions

each Monday, another set each Tuesday, and soaugtiout the week. (Table 7)
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Table 7. Participant journal reflection questions

Monday Is your group changing any of its approaches to soltriegoverall problem as you get
deeper into it? Is everyone contributing to the effoddive the problem? Are you

personally changing any of your ideas about how sciemtistls to solve problems? Do
you feel that you are achieving a greater expertise in any @atie scientific team workp
Are you able to build on what you learned earlier in #ession as time passes?

Tuesday Did you learn new science content and/or IT skills todag® ldescribe. Do you think
you will be able to use the knowledge or skills inyolassroom in the future? Do the
new knowledge and/or skills help you to understand hawngight solve the overall
question of “What is the environmental quality of the @@Gulf Coast?” What kind of
model or models do you envision that might answer dighgranswer the question?

Wednesday | How did you feel about what went on in class today? Dofgelithat the instruction was
at an appropriate level for you? If not, were you ablestdhglp from someone or to teag
someone else what you already knew? Describe. What expertyse dontribute to the
group?

>

Thursday Is your group functioning well? Do you feel comfortablerth that all group members
value the contributions of others? As a group, are vouessful at solving the problems
posed by the scientists? Are you working together caitsid science team time?

Friday Are the members of your group flexible, willing to cammise or to play different roles
(leader, technology operator, etc.) within the group dudifferent activities? As a group,
are you able to achieve more than you would if you wereingtky yourself? What
changes are you noticing in the way your group works togattercomplish tasks?

Participant observer field notekclosely observed the teams as they worked to
solve problems and took notes, occasionally asiuregtions about what was happening.
From time to time, | would sit in with a group inder to follow closely what the group
was doing, and occasionally participated in ag@gitis a member of a group.

Classroom artifactsElectronic copies were kept of all products frortivaites
during the classes. Artifacts included team prob$aiving journals, written reports
detailing problem solutions, and PowerPBimtesentations of projects.

Project evaluationsinal projects were evaluated by three outside #spe
(scientists from various fields who regularly davieonmental research) for congruence
with an environmental problem-solving model. The&xs gave numerical scores and

often commented on various aspects of the project.
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Final team project surveygaculty and participants were asked about their
project problem-solving experiences, collaborag@periences, and IT use. This
guestionnaire was administered electronically tghothe ITS web site after the
completion of Summer Il, and consisted of both kitszale questions and open-ended
guestions.

Participants

The participants who completed the SCM-ITS Cohlogikperience were from
varying backgrounds. (Information about the pagopacits is shown in Table 8.)
Participants on the SCM-ITS team included scienedupate students, science
educators, and a mathematics educator. The sesategraduate students (four
women and three men) had backgrounds in such vaeled as chemistry, geosciences,
biological and agricultural engineering, urban plag, marine science and
oceanography, biology, and rangeland ecology. Bathem had some interest in and
experience with environmental issues. At the begpof the project, their estimations
of their own IT skills in the types of software dder modeling and data analysis in the
class (Excél, PowerPoirt, and ARC-VieW GIS) ranged from novice to expert. Two
considered themselves expert in all three apptinatiARC-View GIS was unfamiliar
to the other five. All had done scientific reseaircitheir fields, and several had also

worked as teaching assistants for their departments
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Participant Educational Background Experience Current
Department
BS (Biology, Elementary & middle
Deanne Elementary Education)  science teacher, Education
MEd* (Science education) Science specialist
. BS (Chemistry) Research assistant, .
Catarina MS (Geology) Teaching assistant Geology/ Geophysics
BS (Renewable natural Landscape
Shane resource management) Research assistant Architecture &
MS* (Urban planning) Urban Planning
Eﬁ (ilr?:|eo;(r)i%|c)al Systems Biological &
Craig % ering, Research assistant Agricultural
MS* (Biological & Enaineerin
Agricultural Engineering) 9 9
. . Middle school
Kristi “Bﬂssfl?glec;g{fﬁ u)cat|on) science teacher, Geography
graphy Teaching assistant
. BS (Marine science) Research assistant, .
Jodie MS* (Geoscience) Teaching assistant Geology/ Geophysics
BS (Marine science) Research assistant
Emily MS (Oceanography) ) . ' Geology/ Geophysics
\ : Teaching assistant
PhD* (Geoscience)
BS (Education - life/earth, Middle school science
Kyle : ) N/A
physical sciences teacher
Ken BS (Biology) Research assistant, Biolo
MS* (Biology) Teaching assistant 9y
BS (Mathematics) .
Larry MS (Mathematics) ggcr:]hzcrhool math Mathematics
y PhD* (Mathematics ! . Education
: Teaching assistant
Education)
Kavce BS, MS* (Rangeland Teaching assistant, Rangeland Ecology
y Ecology & Management) Research assistant & Management
Notes. All names are pseudonyms

* Degree in progress during ITS experience
** Only participated first summer

Of the three science educators, the two women hekignounds in the biological

sciences while the male had teaching fields iMddeth and physical sciences. All three
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had been middle school science teachers, with amking at the time of the project for

a Texas Regional Education Service Center as acxieacher educator and consultant.
They each had some interest in and experienceteatthing environmental issues. None
had ever done scientific research, and all ratechfiglves as moderately experienced
with using PowerPoifit only slightly to moderately familiar with Exéeland only one

of the three had even heard of ARC-V{eGIS.

The mathematician had little background in angmsoes, with only introductory
biology and chemistry classes at the college ld¥elwas experienced at teaching
mathematics at the high school and college levedshad some experience using
Excel’. He was slightly familiar with PowerPofhand had never heard of ARC-Viéw
GIS.

Data Analysis and Discussion
Summer | Journal Entries

Participants were charged with keeping a journgirréng on Tuesday of the
first summer session. They were asked to reflecranset of prompts each day, with
the prompts repeating from week to week. Commaeaiévant to this research dealt with
participants’ views on collaboration. Although twarticipants (Shane and Craig, both
science graduate students) consistently felt tieat tvould rather work alone, they all
felt their groups worked well together most of time. Catarina felt uncomfortable with
her first group, but by the second week the maksupe groups had changed and she

reported that her new group was functioning wethiliz observed that although working
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in a group was sometimes frustrating because shédwather solve a problem on her
own, at other times group input was beneficial.

Several participants noted that the distributeceebge among the group
members was helpful, with each individual havingecexpertise to contribute to the
group. Craig commented that the heterogeneitygtoup enabled him to help others
who were less well-versed in ArcViévand some of the mathematical skills necessary
for the more complex calculations. Others repotied their groups sometimes would
split up assigned work and then get back togethénish up. On the whole, journal
entries portrayed the collaborative experienceosgipe.

Summer | Participant Interviews

On the last day of the three weeks of Summer Isthentists and this researcher
conducted semi-structured interviews of each ppeitt and recorded their responses.
Questions relevant to this research included theviong:

» The project team is built upon a model of distrdzliexpertise (hypothesis:
professional development environments have gréaeact in distributed
expertise environments.) Has working with othersarfed background
improved your learning? Do you see any advantagestking in your team as
compared to completing assignments by yourself?

* What have you learned about problem solving teales Are some of the
techniques you are using now new to you or wereeyqerienced with them?
In response to the first question, all said thétythat working with others of

varied backgrounds was beneficial. Several comndethizt they were forced to think of
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things in different ways and consider other poaitgiew. Catarina, who didn’t like
working in distributed groups at first, commentddgeally enjoyed talking to them,
listening to their points of view, and | think ias very rich to get that side from each of
them, [they] really completed my understanding arydthoughts.” All also felt that
there were definite advantages to working in grodpdie noted that it saved time,
“[The person with the expertise was] able to pettélam in the direction we needed to
go rather than spending all our time looking far thformation we needed. . . .
somebody knew where to go and so we could justau there.” Larry, the
mathematician, said, “I knew nothing about sciesee so | had to learn a lot from
them. Just listening to their conversations andchtkgplaining a lot of things to me
really helped my knowledge. | couldn’t have doneithout them.”

When asked about problem solving techniques, Eamty Catarina, two of the
science graduate students, felt that they hadeaohéd anything new since they were
experienced in scientific research. After thinkaigput it for a moment, however,
Catarina decided that she had learned that noyewerattacks a problem in the same
way. Kayce also felt that she had learned diffeegaproaches to problem solving and
was able to talk about some things she hadn'tyrélaiiught about previously, saying,

| really hadn’t thought about . . . that science ba debated, and yeah, | knew

that, like when | went to professional meetingsats obvious. I'm sitting down

with my committee members and my thesis and everyodebating what the
things mean and how it should be worded. And safproach to the technique,

| may have known them but now | am aware of them.
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Jodie, who had also worked as a researcher, rech#ttkeshe had learned:

That it's definitely interdisciplinary to solve agblem. One person — one area —

can't solve it because something else is just gtmrgpme up. Like looking at

Dr. Curtis and Dr. Matthews, one being social [sce] and one just geology.

You have to look at both of them because one ahtisenot going to be 100%

right, so the interdisciplinary teams have helpegdroblem solving.
Shane, the graduate student from social scieneieshét problem solving techniques
“in the context of inquiry and scientific knowledgsere new to him. Several felt that
they were more aware of having to actively teadbrgific problem solving to students.
Larry, the math educator, brought out that probtenwing skills were incorporated in
the way they learned the materials in the SCM clasd that that was very helpful to
him. For most of the class members, the SCM expegigvas beneficial in helping them
to understand scientific inquiry.
Scientist Interviews

During the spring of 2004 (between the two summassi®ns) each of the
scientists who comprised the SCM-ITS faculty wasernviewed about the first year’s
experiences. The interviews were semi-structuned tiaree basic questions on problem
solving were asked of all interviewees plus othegggions as they came up during the
interviews. The basic questions were:

» Refresh me on your initial thoughts on the firsy dathe session when you

scientists talked about how to problematize thedssf the environmental

health of the Texas Gulf Coast.
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* Do you have any new perspectives on the probleen htving worked with

your colleagues in last summer’s ITS environment?

* What is the relationship between what you chospénd your class time on

and how you problematize the issue?

Dr. Curtis — BiogeochemisDr. Curtis described his approach to problem
solving as starting from a reductionist standpaimd moving up to a systems standpoint.
[Reductionism is the theory that complex systemmslmunderstood in terms of their
components. (Holland, 1998)] He starts with tryiagdentify the specific variables that
might be important and then the individual procegkat might be important. He then
places the “processes in a spatial and temporaéxoim the geological system” and
considers how the system as a whole might behatte all those processes/subsystems
interacting. He described the process as quaatind said, “You can do it in your
head, and you have an idea what might happen, tahmaadel.” He commented,

“There are not many things in life | don’t approdhk way | described. Even when it's
not environmental problems | use that same thimggdactionist systems model. I've
never found it to fail.” Dr. Curtis also mentiongght ITS was helping to support a jump
within his research group from basic reductiorestelarch where components of a
system are dealt with in isolation to systems dyinamuestions where all components
of problems are linked.

As Dr. Curtis reflected on the scientists’ modelafgroblem-solving on the
first day of class, he remembered being surprigetthd range of approaches used by Dr.

Morgan, Dr. Hatcher, and himself, but not beingpsised by Dr. Matthews’ social
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science approach. He recognized that he barelyoadkdged the social side and went
directly to considering the processes and variabilashe is most knowledgeable about.
He felt that the approach espoused by Dr. Morggdr(iogist) was very theoretical “in
a way that cried academic” and that Dr. Morgan wasally interested in solving a real
or applied problem. He asserted that he (Dr. Quitass far more willing to place his
knowledge out there to see if he could come up @aiselution than Dr. Morgan was. He
recalled Dr. Hatcher (environmental engineer) a®eating a very practical approach.
In summing up the four scientists’ various apprescto solving an
environmental problem, Dr. Curtis said:
| don’t think the differences between us were [thatare] essentially experts
who are all in the same field nit-picking aboufeli€nces or magnifying
differences. There were some clear and quite irapodifferences in how each
of us was approaching the problem [that] wouldlikectually constrain the
answers that we got because of the assumptions/éhiaeld inherent or the
methodology we were going to use. We were goirgptae up with four
different answers.
Dr. Curtis noted that because there was an eleafénist between the four scientists,
they were willing to put what they knew and did knbw out in front of the group. That
implied a respectful relationship between themy titiel not feel threatened. In groups
where the other people are unknown quantities asuileatist is trying to protect his/her
reputation, it is much more difficult to go agaimdiat the first person to speak says or

what the group consensus seems to be. He felthtbatiass benefited from the
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scientists’ willingness to speak out and to shoat they respected each other’s opinions
even when they disagreed.

As he considered whether his perspective changead forking with the other
scientists, Dr. Curtis commented that he has a glessl of experience with engineering
views and styles, so it was not too likely theraulddbe anything new in three weeks. He
observed that he did become aware that the soltdienvironmental problems is far
more controlled by social issues as Dr. Matthewsgsred than by science knowledge or
engineering skill. He said, “In fact, | always tablat stuff on at the end and it was
interesting to consider what it would be like touadly place social concerns and laws
first and then tack the science in there somehow.”

Dr. Curtis spent his class time teaching the bagdlocks (such as Arc-View
GIS) the students would need for solving the pnobtather than following the way he
would problematize the situation. He was concethadtheir background in
geochemistry, hydrology, geomorphology, and ecolegg insufficient for
understanding the complex models. He had the sts@splore the spatiotemporal
complexity of coastal systems using visualizatidhen match what they observed to
their mental models and test the quality of theddeis. If he had not had to concentrate
on skill building, he would have let them go offthre direction they thought was most
fruitful in order to try to solve the problem ofglenvironmental health of the Texas Gulf
Coast. He would have given participants the bigplenm and the data the four scientists
had collected before the class started, invitirgrtho go and find more. He commented

that almost every person has to have an adapt®agh to problem solving, where
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“you try to solve a problem, figure out what younnddknow, go and learn it, then go
back and try to solve the problem.” Then when tdents ran into trouble and were
getting frustrated, he would have given them anagoais system as a guide and
explained the approach to that problem.

Dr. Morgan — Hydrologist, Civil Engineebr. Morgan described his approach to
solving problems as empirically data-driven. If fronted with the problem of the
environmental health of the Texas Gulf Coast, hald/éirst want to “take some
measurements of standard water quality parameterké would have some data. Until
he had collected data, he would feel uncomfortaileng what the problems are or how
big they are and would feel unable to back up aatements, given the broadness of the
guestion. As a function of his academic backgroamd training, he would look for
water quantity and quality if asked to problematizat issue.

Dr. Morgan also observed how different Dr. Mattheaygproach to the problem
was from the other three scientists. He said thahimks about that approach, but that
actually doing it is “not his cup of tea,” probalidgcause of his personal uncomfortable
feelings about talking to strangers. Although tloptalitative, social science” approach
is very different from his own training in enging®y, he said he values it and had even
written a proposal with Dr. Matthews since workimigh him during the summer. In
regard to how he spent his class time relativeote he would problematize the issue,
Dr. Morgan felt in retrospect that he gave “traafital civil [engineering] lectures, almost

too traditional,” but that was how he would frarhe problem for his background.
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Dr. Hatcher — Environmental Engineddr. Hatcher characterized her approach
to problematizing the complex issue of the envirental health of the Gulf Coast as a
“strong engineering perspective.” She describedteps used in engineering design,
beginning with defining the system that is beingkea with. In reflecting on the
modeling of problem solving by the scientists, sfraembered feeling very frustrated
because the other three were not interested inedglng the specifics of exactly what
needed to be measured and how far they wanteditoigoluding things. Dr. Hatcher
said a second step would then be to “ferret out Wieamajor issues are” and to
determine the major constraints and priorities. Hiowch money is available for the
task? How do you want to spend that money? Heppetise on the problem-solving
modeling was that they were trying to depict hoeytiwould design a study.

When the interviewer commented that she looketidifferently from the
biogeochemist, for example, who probably doesrirtklas much about the money, Dr.
Hatcher replied that any researcher is going t@havhink about money. She thought,
however, that he might already have a specificggeén mind to look at and that he is
more process oriented where she was looking diithpicture, “What’s going on in a
bigger system scale. He may be interested in alemigarticular components, so he
may not worry so much about trying to define a baxhe system because he’s looking
at a couple of different chunks and he already lsnaMvere his boxes are.” She noted
that the ties between her, Dr. Curtis, and Dr. Morgiere more visible, while Dr.
Matthews brought in such a different viewpoint,atwng the political and policy

aspects of things. As an engineer, she felt tlesditial viewpoint is something
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engineers are just starting to think about whewg #re drawing system boundaries and
that Dr. Matthews brings a “cool and different” geective to the process.

Dr. Hatcher acknowledged that although differingwpoints can be really
frustrating sometimes, they “lend so much richriesghat you do.” In her area of
environmental work, they are beginning to see aflaterest in working with clientele
and stakeholders involved in the process. She ithescan interesting and successful
project she worked on in the San Antonio area whiehlved working with people
from communications, political science, and psyobwl(a researcher in the field of
group decision making). The group went in to edeithe stakeholders as part of the
process of getting them to make management desisiobout the watersheds they were
in. Dr. Hatcher went on to say that the linkinglue physical and chemical attributes of
the water resource to what it means for the comtimsnihat rely on it is a very
important process. Her interest began with theA#onio project and has been fostered
by working with the ITS group, particularly with DEurtis’ emphasis on the biological
aspects and how the water relates to the nonhuoramanities such as algae, birds,
fish, or aquatic insects that rely on it.

Dr. Matthews — Environmental Plannebr. Matthews referred to his
problematizing technique as an ecosystem planrppgoach where he looks at the
defined boundaries of an ecological system (nottughdefined by humans) and the
interaction between growth and development andtatihatural resources. He described

the approach as interdisciplinary, looking at bexthioeconomic data and ecological
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data. His perspective is that he doesn’'t do sciémcscience’s sake, but uses it to
understand problems in order to make positive céangr. Matthews said:
If you have an ecological problem on a coast theatesult of an increased
impervious surface, the idea is not to just studyibhcrease of the impervious
surface or the impact on the water quality, it'sltothat to understand how to
better manage the water quality or to better matiag&uman impact on the
water quality. So whether you're a lab scientish@ystems ecologist, you can’t
divorce yourself from the policy, politics, and nagement objectives. . . . to
really get at these problems, you need to thinkuabhow to solve the problems.
Natural scientists historically say, ‘Oh, we justegthe evidence and we give the
scientific outcome, and the planners and the pditis, they make the decisions.’
That’s inadequate because they use our hardcaadalatake rational decisions.
Open your eyes, look around, read the newspaperscigntific finding when
it's applied is going to be divorced from humanued and human politics and
even perceptions. And all the good science in tbedas not going to lead to
good decisions unless the scientists are involndle decision-making process.
Dr. Matthews believed that his role in teaching thass was to make sure that the
students understood that the science they leareamtmothing without understanding
“perceptions, conflict resolution, management styats, and the human condition of
politics.” His message was, “We don’t manage tls®uece; we manage humans
impacting the resource.” He emphasized that, famgde, the clean air policies, wetland

policies, and clean water policies that come ouhefgovernment are not based on
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science; they are based on politics and conflidt@her agendas that need to be
incorporated into understanding and solving a @obl

Dr. Matthews felt that due to the interdisciplinamgture of his work, he
probably had more impact on the other scientista they on him. He is very used to
going to other departments such as engineeringttmtprmation he needs, but other
disciplines are less likely to come to his departimkle perceived the greatest benefit to
him from working with the other scientists as leagnabout their approaches to sharing
knowledge with others, as well as forming and sfylidg relationships with the other
scientists, which he felt would increase futureidisciplinary collaborations. He
summed his feelings up:

The height [of interdisciplinarity] is when you am®rking in teams, because |

have to work with a scientist, natural scientistao artist, on a common

problem, and that's where you learn, where you bgasr collective capacity to

do something even better. . . . | just like to l@kvhat other people are doing

and try to make sense of it in my own world. Thsainterdisciplinary thinking.

That's what it’s all about.
Academic Year Participant Interviews

During the academic year between the two summeimes three participants
(chosen because of their availability) were intewxed about their perceptions of
problem solving. They were asked to recall how taggroached the issue of the
environmental health of the Texas Gulf Coast andtidr their approach had changed

as a result of the class activities.
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Kristi, a teacher with a biology background who ket with the two other
educators the first day, recalled that a primary pbher group’s discussion was how a
healthy ecosystem would be defined in the first@ld hey felt that in order to assess
the health of an ecosystem, they needed to coraleg@wvhat the ideal would be so they
would be able to compare current conditions tadeal. At the time of the interview,
she still felt that that was the ideal way to bethi@ process. She mentioned that
ecosystems cannot be isolated from the impactsioihn beings, so you have to look at
what constitutes a healthy ecosystem with humamgiseas a part of that ecosystem, and
what the goal is for that ecosystem.

Craig, whose background as a science graduatenstwds in biological and
agricultural engineering, felt that questions gatest in a teaming or multidisciplinary
environment would be different than those he wgdderate alone. Concerning
problematizing the environmental health of the Betaulf Coast, he commented that it
would depend on how “you wanted to define the spetif the environmental health,”
and that you would have to “draw the line somewherde overwhelmed by the
attempt to determine what kinds of questions to ask

Catarina, a geochemistry graduate student, foumthitial question too broad
and a little scary. She was more used to beingdagki®ok at a specific contaminant in
water and thought that you would have to start @éfining what constitutes water
guality. Catarina observed that before the classhad never cared about political
issues relating to water quality although she ktieat it was an area of concern to some

people. As a result, the role playing activitie®in Matthews’ portion of the class made
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her aware of the importance of the social aspdatster quality. She began to realize
that to get her scientific findings taken seriouslye would need to present them in a
way that would be understandable to the stakeh®ked policy decision makers. The
class gave her a different perspective on the itapoe of interdisciplinary
considerations in how she would be required toelotork in the future.
Final Projects

The culminating project for Summer Il was a disitdxl-expertise group digital
problem-solving assignment developed by Dr. Hatehtr input from the other faculty.
The four faculty members comprised one group; tphagécipant groups each had one
educator and two science graduate students wiirelift areas of expertise. The
objective of the assignment was to identify an emmental problem and develop a
solution for it. Classroom time given to compléte project was of necessity limited to
two mornings (8:30 — 12:00) plus 30 minutes ontttiel morning to organize
presentations. Project constraints limited the gaaigical scope of the problem to
Brazos County, Texas and the research questiarstaisable development, required the
use of information technology and well-referencesburces, and required the
production of a journal delineating how the groderitified and solved their question.
Suggested items to be included in the journal were:

* How did you develop your question? What alternatigiel you consider? How
did you select your project question?
* How did you go about answering your question? VWaa4 did you consider?

What data did you end up using? If you discarded,dahy?
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* Who contributed particular ideas and skills to pha@ject? How did individual
areas of expertise influence how team members wlaskethe project?
For evaluation of the final digital projects, | @doped a scoring rubric to reflect the
conceptual framework of Sarewitz’s (2000) physiealei of problem solving (Figure
2). The model incorporates both the scientific palitical processes which are ideally
components of policy development in the searclséistainable solutions to
environmental problems as adapted from Sarewitz.

Of the nine objectives evaluated by the rubrie,fttst four could be considered
methodology objectives, the next three look atptmblem from a systems approach,
and the final two objectives deal with predicti@msl implications of the solution. In
rubric construction, qualitative descriptors ofatleepresentations for each objective
were designated by the researcher as being warttpfuints (for a possible total of 36
points), the lack of all parts of the representatias described as being worth zero
points, and partial satisfaction of the objectivesvassigned a value of two points. For
example, for the objectivereation of problem/hypothesis project receiving a four-
point score would have the problem and goals clestdted and the problem would be
appropriate for the assignment. A problem which wague or inappropriate and had no
goals set would receivaero points. For the objectivaentification of possible aesthetic,
physiochemical, and biological impagcesscore of four points would indicate evidence
of identification of major impacts and strong evide of critical thinking about the

impacts. If there was no evidence for consideradiopossible impacts, zero points
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Objectives 0 Points 1Pt|| 2 Points :Iits 4 Points Points
Problem somewhat Problem clearly
. Problem vague/ . stated
Creation of . . clear/appropriate Goals clearl
Problem/Hypothesis inappropriate Goals present but oals ceary
No goals set stated Problem
unclear .
appropriate
. No consideration Sketchy Considered
Creation of : - . .

: of possible consideration of possible
Project Plan/ | . ible al . | -
Conceptual Model aterr_1at|ve possible alternative aterr_1at|ve

solutions solutions solutions
— Ineffective use of Limited use of .
Ac_qwsmon of I_Data IT in problem available IT Effectlve use of
Using Appropriate ; L appropriate IT
; solution Limited
Information . . . Used data from
Used/considered consideration/use of -
Technology multiple sources

only 1 data source

data sources

Analysis of Data

No/incorrect
analysis of
relevant data

Some correct data
analysis but
insufficient to
answer question

Data thoroughly &
correctly analyzed
using appropriate
methods

Consideration of
Relevant
Laws/Regulations

No consideration
of relevant
laws/regulations

Some consideration
of relevant
laws/regulations

Evident
allowances for
relevant
laws/regulations

Identification of

Possible Aesthetic,
Physiochemical, &
Biological Impacts

No consideration
of possible
impacts

Some impacts
identified

Some evidence of
critical thinking

Identification of
major impacts
Strong evidence of
critical thinking
about possible
impacts

Identification of

No consideration

Some impacts

Identification of
major impacts

Possible of possible identified Strong evidence of
Socioeconomic impacts Some evidence of critical thinking
Impacts/Costs P critical thinking about possible
impacts
Clear portrayal of
No Model/prediction model/prediction
Production of . present but Thorough
Model/Predictions mrggil(/:z:jedlctlon explanation understanding of
P insufficient/unclear problem
demonstrated

Consideration of
Sustainability of
Proposed Solution

No consideration
given to
sustainability of
proposed solution
(no justification

for solution)

Sustainability
considered but
insufficient evidence
for sustainability
provided (little
justification)

Arguments well-
supported
Evidence provided
for sustainability
(well-justified)

BbScore

Figure 2. Assessment rubric for final products
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would be awarded. | solicited input from severgles in environmental science before
finalizing the rubric.

In evaluation of a team, components of all threspsubmitted for the
assignment (paper, PowerPGipresentation, and journal) were considered. Evalsa
who considered the quality of the final projects experts with experience in the field
of environmental problem solving (one environmeetagineer and two physical
geographers) from outside the SCM-ITS project teBonassure objectivity, they had no
knowledge of the identity of team members or whedm was composed of the expert
scientists. Evaluators were instructed not to gneglit for any objective unless they saw
evidence for it in some component of the delivexabThey were also made aware of
the project constraints, the availability of IT geputers with Internet access, ARC-
View® GIS, and Excél as well as other Microsoft Offi€eproducts for each person) and
the time limitations on production of the final prct components. There was, however,
no actual training on use of the rubric. Interra&diability among the three raters was
.61. The scores of rater number 3, one of the ggbars, were often very different from
the scores awarded by the other two raters. Irggrraliability calculated only for raters
1 and 2 was .88. Scores for each team by objeatideby scorer are reported in Table 9
along with mean scores and standard error of themdean scores and standard error

of the mean are shown graphically for each tearoldjgctive in Figures 3-6.



Table 9. Group scores, means, and error by obgatid evaluator

Group 1 Group 2 Group 3 Group 4

Evaluator # Evaluator # Evaluator # Evaluator #

Obj.* |1 2 3 M SD E 1 2 3 M SD E 1 2 3 M SD E 1 2 3 M SD E

1 2| 2 3|233(058|033]| 3 1 0| 133| 153|088 4 4 21333 116 | 067 3 0 2| 167 | 1.53| 0.88

2 2| 2 2 2 0 0 2 2 3| 233| 058|033 3 3 0 2 1.73 1 2 1 2 | 167 | 058 | 0.33

3 2 3 2| 233|058|033]| 3 3 1|233| 116|067 | 4 4 3 |367| 058 | 033 3 1 2 2 1 0.58

4 1] 2 2|167| 058|033 2 0 2 1133|116 | 0.67 2 1333| 116 | 067 | 2 1 1| 133| 058 0.33

4 4
2 1 1 1 058 | 3 2 3| 267 | 058|033 3 3 1]233| 116 | 067 | 1 2 2 | 167 | 058 | 0.33
4 4

2 1 1 1 0.58 | 2 3 2| 233 | 058 0.33 3| 367 | 058|033 3 2 2| 233| 058 0.33

7 0 2 1 1 1 058 | O 3 2| 167 | 153|088 | 2 3 0| 167 | 153 |088| 3 2 1 2 1 0.58

8 1] 2 2| 167|058|033| 0 1 0)033|058]|033| 4 4 0| 267 | 231 | 133| 1 0 0| 0.33| 058 | 0.33

9 0| 2 1 1 1 058 | 1 2 2 |167| 058| 033 3 4 0| 233| 208 | 120 2 1 0 1 1 0.58

Total | 8 | 19| 15| 14 | 557 | 322 | 16 | 17| 15| 16 1 058 | 31| 33| 11| 25 | 1217 | 7.02| 20 | 10| 12| 14 | 530 | 3.06

* Objectives:

. Creation of Problem/Hypothesis

. Creation of Project Plan/ Conceptual Model

. Acquisition of Data Using Appropriate Informatid echnology

. Analysis of Data

. Consideration of Relevant Laws/Regulations

. Identification of Possible Aesthetic, Physioclieah & Biological Impacts
. Identification of Possible Socioeconomic ImpACtsts

. Production of Model/Predictions

. Consideration of Sustainability of Proposed Soiu
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Discussion of Projects

Group 1.This group consisted of Deanne (teacher educ&atgrina, and Shane
(science graduate students). The question thegedmoanswer was “As the population
of Brazos County increases, does the volume oBtheos River increase accordingly?”
Deanne commented in the post-Summer Il on-linetoprewire that she had pushed for
that topic and the rest of the group went alondp\wér, and Catarina concurred with that
assessment. The mean total project score givehebthtee evaluators was 11.33 out of
a possible 36, with a standard deviation of 3.5d emor of 2.03. The lowest total score
was awarded by the engineer and the higher scgrésldwo geographers.

On the assessment rubric, the objectingation of problem/hypothesisceived a
mean score of 2.33. Two of the three evaluatorsncented that this was a poor choice
of question/study area as the river basin is togeland flow is regulated by dams. The
team consulted a few websites, looking at censidzologic, and GIS data, before
deciding on their topic, but realized after themswo time left to change that it wasn’t
the best choice. One of the evaluators commeng@fdalt the groups, this group did the
best job in posing and answering a testable hypahethe only problem is the question
they posed made very little sense. . . . If thaigread picked a smaller tributary that
would have been more heavily urbanized (say Walf @eek) you may be able to see
something, but | realize the data might not belakbs.” The group hypothesized that as
population increases, runoff increases due to erease in impervious surfaces. As a
result of the growth and development of Brazos @guthe volume of water carried by

the Brazos River would increase.
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All three evaluators agreed that the project shogxedence of only sketchy
consideration of possible alternative solutionthimproject plan/conceptual model
phase, giving a score of 2. Although the grougdfiteegognized that IT was very
important in working on this problem, the mean samnacquisition of data using
appropriate information technologyas 2.33, with a standard deviation of 0.58. The
mean score odata analysisvas 1.67 with a standard deviation of 0.58; onthef
evaluators criticized the fact that precipitati@talwas gathered and included in the
analysis when precipitation was not relevant togiablem.

For the systems approach objectivas)sideration of relevant laws/regulatmn
identification of possible aesthetic, physiocheiiaad biological impactand
identification of possible socioeconomic impactstsahe mean scores on the rubric
were all 0.33 with standard deviations of 0.58jaating that the evaluators agreed that
little, if any attention was paid to relevant laersregulations or to consideration of
possible impacts. One evaluator indicated thatktf@stors are perhaps not really
relevant to the problem under consideration.

Production of model/predictiorendsustainability of proposed soluticearned
mean scores of 1 and standard deviations of 1.4amkes on these sections suggest that
very little in the way of models or predictions wasduced, and that team members
provided no justification or plan for sustainalyildf the proposed solution. Several
factors probably contributed to low scores on Hst five objectives. The lack of time to
do a thorough job of problematizing and proposirsplation for a complex

environmental issue was probably a major factorekMine group realized that their
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guestion was not really appropriate, they had me tio begin the process again. The
group as a whole spent only about an hour (accgiinhe researcher’s observation
notes) on developing their problem although Catacommented later that they spent a
“long time because we wanted to be sure that wetleadesources available to answer
the question.” Quite possibly more up-front timemspresearching the problem would
have been worthwhile. Deanne said “We should hpeatsa little more time trying to
think things through at the beginning and perhapswould have come up with the plan
that we made at the end when we realized we had down the wrong path.”

This group definitely relied on the expertise Shhaad in the fields of GIS, data
manipulation and graphing, and statistics. Deanmik&d on getting data and on writing
the final report. Catarina did some of the rese&tept the journal for the team and did
most of the work creating their PowerP8ipresentation. When presented with
definitions of cooperation as the division of lalamnong participants and collaboration
as the mutual engagement of participants to sofu@blem together, both Deanne and
Catarina replied that their team was more coopardtian collaborative. Deanne felt
that this was partly due to the time factor, an@ ‘also difficult for three people to
collaborate around a single computer, so dividipghe tasks seemed like the most
efficient way to proceed.” Catarina, who said shledtressed by the activity,
commented that the group did “not engage in thersthask. This particularly made me
uncomfortable,” and that the team needed bettenmamcation. Deanne observed that
although Catarina did not feel comfortable with thgk or her skills in helping, she did

make valuable contributions to the effort.
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Group 2 The team composed of Emily and Ken (science griadstudents) and
Kyle (teacher) asked “How can College Station expahile maintaining sustainable
development?” Their PowerPofhpresentation was titled “Managing Growth of a Mid-
Sized City While Minimizing Nutrient Runoff Entegrthe Local Watershed.” A second
research question asked in the presentation waw ‘tém College Station re-zone the
eastern area to single family housing without iasneg flow of nutrient concentrations
to Carters Creek?” When asked why they chose toislgm, Ken said “[W]e all just
started searching for possible topics. My percepsahat the topic evolved with input
from all team members.” Kyle observed “We chose gioblem because we believed
that College Station would continue to grow. Whistoutward growth of the city they
would be faced with numerous problems with runbifas interested in this problem
once we finally agreed on a problem to solve.” Tiiree evaluators were in close
agreement about the total score awarded to thjegiravith a mean project score of
16.00 out of 36 possible points, a standard dewiatif 1.00 and error of 0.58.

The objectivecreation of problem/hypothesisceived a mean score of 1.33 with
a standard deviation of 1.53 and error of 0.88henaissessment rubric. One of the
evaluators granted no points, observing that tamt&loes tie together the social and
physical worlds and addresses an important envieotahissue. However, the group
poses no real testable question.” Forphmgect plan/conceptual modahdacquisition
of data using appropriate information technolothye mean scores were 2.33 with
standard deviations of 0.58. One of the geographakiating the project commented

that there was some consideration given to posaltdenative solutions when planning
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the project, but they were inappropriate to theaesh question. Fatata analysisthe
mean score was 1.33 with a standard deviationl&f. These methodology standard
deviations indicate slightly more disagreement agnitve evaluators than for Group 1,
but no evaluator gave a score of above 3 on attyeobbjectives in this section.

Scores on the systems approach objectives werendmah@igher for this group
than for the methodology objectives, and also higihen Group 1 scores on the systems
objectives. Foconsideration of relevant laws/regulatigniBe mean score was 2.67 with
a standard deviation of 0.58. The mean was 2.33 avétandard deviation of 0.58 for
identify possible aesthetic, physiochemical, amdogical impactsand foridentify
possible socioeconomic impacts/co#itere was a mean of 1.67 and standard deviation
of 1.53. These indicate somewhat less considergtian to the area of scientific and
socioeconomic impacts.

For the objectives dealing with predictions andliogtions, scores were slightly
lower. Two of the three evaluators saw no indicgatdproduction of model/predictions
and one gave one point, resulting in a mean sdde38 and standard deviation of 0.58.
The group received slightly more credit urstainability of proposed solutiorgsulting
in a mean score of 1.67 and standard deviation5&.0

One of the evaluators observed, “A major problemhis project is that [the]
cause of high bacteria levels is already assuméd &rosion/runoff from (urban) areas .
. .but [this is] not documented. Cause and effaciables are fuzzy.” Another remarked
“[T]hey assert that College Station cannot contitmugrow ‘horizontally,” but | would

argue that College Station will continue to growdgwminately through low density
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spreading as there are few real barriers to prebéntype of growth.” In response to the
second research question “How can College Staticaone the eastern area to single
family housing without increasing flow of nutriecincentrations to Carters Creek?” the
group hypothesized that “Increased single familydiog will increase nutrient run-off.”
A criticism was that the research question and thgms were incongruent; the
hypothesis was not directly linked to the reseaubstion. Also, no data was gathered
to analyze or test this hypothesis. It was intamrgdb note that on the Post-Summer Il
Questionnaire, when asked if they had a hypothesisnd when they went into the
project, their perceptions were very different. &ghid “Yes. [We] hypothesized that if
College Station grew they would have a seriousffysroblem on their hands.” Emily
stated “We . . . did start out wanting to investisgéhe water quality of the Brazos
watershed and we assumed that land use wouldcathstaffect this.” Ken said, “I did
not. The hypothesis evolved as we discovered alail@sources.”

This group felt that they collaborated successfaliythis project and were
engaged in solving the problem together althoughetlivas some division of labor
according to the skills of each participant. My etv&tions confirm their perceptions
and, in fact, | thought they did more actual cadiettion than any of the other three
groups. Even though each worked on multiple tashks]y mainly worked on getting
data and doing the report, Ken did much of the nmapKyle used the Internet to find
supporting materials, and all three worked on thed?Poinf presentation. This team
spent extra time in the SCM-ITS lab working on fineject. On the first full day, Emily

was still working after everyone else was gone,@mthe second day, Ken and Kyle
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came back after lunch to work for a couple of holsde attributed their successes to
using each others’ knowledge and expertise to dbkrgroblem, and Emily felt that
success was due to working together to define ithlelggm and constrain the hypothesis,
then breaking up to find information and finallcomvening to finish the required
components of the assignment. Ken said, “The egpee was one of those rare and
enjoyable occasions where every team member ref@atekery other in a positive
manner.”

When asked about difficulties, Kyle commented thek of knowledge of the
area (Brazos County) might have been a contribdéintpr. Emily opined that, as
individuals, some of the group lacked knowledgearhe IT tools such as GIS, were
inexperienced at forming hypothesis-driven reseaanold had a diverse knowledge base.
She observed that because of various interessithfficult to focus on a common
problem they all agreed was significant. Accordinden, the only perceived difficulty
was the time constraint for completing the proj&stie noted that focusing on a more
specific topic would have allowed them to use thieie more wisely. Emily pointed out
that more training in GIS would have benefitedtdem, and she would have liked to
work on this project in a group that did not haisrtbuted expertise.

Group 3 The question asked by Group 3, which consistelbdife and Craig
(science graduate students), and Kristi (teachex3,“Can we identify soils in the flood
plain that have a higher potential for sedimemgpmrt/erodibility? On the post-summer
Il questionnaire, Jodie and Kristi commented thaiythad a difficult time deciding on a

topic and spent a long time on the task. Howewer résearcher’s notes indicate that
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they made a decision at about the same time asthiee groups. The two stated that the
group chose to focus on erosion because theyhigjtcould most easily access that data
in the short amount of time allowed for the projertd they agreed that it was a group
decision. (It was later revealed that Craig hadkedrextensively with this problem in
his graduate studies.) They hypothesized that afdaigh erodibility would be found
along the shores of the rivers and that use of tesensing and Soils Survey
Geographic (SSURGO) data for Brazos County woulthenthem to identify those
areas. They concluded that there are areas ofehgghbility along the Brazos and
Navasota Rivers and that identification of thesmaarcan result in ways of minimizing
erosion in both agricultural and non-agricultursé @reas. A definite dichotomy existed
in the scores awarded this project by the evalgafiono of the three gave this project
outstanding ratings overall (33 and 31 out of asgiide 36), far higher than any other
group scores, while the third evaluator (one ofgaegraphers) gave it only 11 total
points, the lowest awarded any project by thisaalr. This evaluator commented
“Better use of IT than groups 1 and 2 and at leastindividual in the group has good
GIS skills and the group presents a clear methgyobd what they did. But again, there
is no real testable hypothesis other than a qtimétaomparison of the two different
approaches to identifying erodible land.” This grdwad the highest mean score of any
team — 25 — but due to the anomalous rating haanalard deviation of 12.17 and error
of 7.02.

Group 3 received mean scores of greater than 8f@ipossible 4 points for the

methodology objectives. Fareation of problem/hypothesimddata analysisthe mean
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was 3.33, with a standard deviation of 1.15 andresf 0.67. One scorer commented in
regard to this group’s written report, “much betlevelopment of problem than Groups
1 and 2.” Evaluators agreed that the team did wet} on acquisition of data using
appropriate information technologyith a mean score of 3.67, standard deviation of
0.58 and error of 0.33. The score was lowepfoject plan/conceptual modedith a
mean score of 2, standard deviation of 1.73, arat ef 1.00. One evaluator commented
that the group could have considered alternatiileesadibility parameters in creating
their project plan.

Attention to a systems approach also was also ewidehis team’s project. A
mean score of 2.33 with a standard deviation d &rid error of 0.67 was received for
consideration of relevant laws/regulatiors high degree of consensus among the
evaluators was evident in recognition of attenpaid by the team tmlentify possible
aesthetic, physiochemical, and biological impaetsere the mean score was 3.67 with a
standard deviation of 0.58 and error of 0lg@ntify possible socioeconomic
impacts/costseceived less attention from the group; its meameswas 1.67, standard
deviation 1.53 and error 0.89.

Extreme disagreement among the evaluators exibtaat éhe objectives dealing
with predictions and implications. Two awarded 4npofor production of
model/predictionsthe highest possible score, while the third game points, resulting
in a mean score of 2.67, with a standard deviaifdh31 and error of 1.33. A mean

score of 2.33 with a standard deviation of 2.08 emndr of 1.20 resulted for
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sustainability of proposed solutiavhen two judges assigned scores of 3 and 4,
respectively, and the third again gave no points.

Team 3 relied heavily on IT, gathering informatigging the Internet and
mapping data with GIS technologies. Kristi referteds1S as a “powerful,
comprehensive tool for analysis and decision makivigen used in conjunction with
other IT such as search engines paired with powdafiabases and GPS and remote
sensing. The two team members who replied to tee g anmer Il survey (Kristi and
Jodie) felt that their team both collaborated apolperated in order to achieve successful
completion of their project. Kristi explained, “Véellaborated in regards to the inquiry,
factors that we needed to address the inquiry candlusions from the data we
gathered. We cooperated in regards to differerstsané expertise.” She mentioned that
Craig had a great deal of prior experience mapwitig GIS and Jodie with doing work
on erosion, the area the team chose for its prahledie observed that the team
members had complementary strengths in IT and dnvledge of the subject area.

Group 4 The fourth group was the expert group, compos$ékeofour faculty
members: Dr. Curtis (biogeochemistry), Dr. Hatot@avironmental engineering), Dr.
Morgan (hydrological engineering) and Dr. Matthgasvironmental policy). They had
some problems deciding on a question, but findlgytagreed to ask, “What is the
potential environmental impact of reservoir devete@nt in Brazos County? The group’s
journal and post-summer Il survey comments inditiaé one group member pushed for
this topic because it could result in a publishadaper and the other two who were

present at the time simply went along with the ideaur inquiry questions were posed:



96

» Is groundwater quality poor enough to justify tlests associated with surface
water development?
* What impact will these reservoirs have on watemgjtiain the county?
* What is the expected water quality in the resesvaird will that water quality
support the intended uses for the reservoirs?
* What are the environmental and social costs adeacvath reservoir
development?
The evaluators’ scores had a mean of 14 pointsfaapossible 36, with a standard
deviation of 5.29 and error of 3.06. The enginelo wvaluated the projects scored it
much higher (20 points) than the two geographedsafid 12 points).

One would expect higher scores from a group oéesmpn the methodology
objectivesCreation of problem/hypothesasmdproject plan/conceptual modegceived
mean scores of 1.67 with standard deviations & artdl errors of 0.88. One geographer
who evaluated the projects observed, “The groumlg®od idea, but it is too large and
too unfocused to be useful for the time frame thag.” The other commented, “Study
group sought to answer too many questions. Innke mone was well developed, 2
questions entirely skipped over, and 1 was not anstfanalyzed appropriately.” An
evaluator also remarked, “I see a good POTENTIAdjqut, especially if the group
could have better articulated a testable hypoth€sis that sprang to mind was to
actually determine which of the proposed reserveithe best based on a set of criteria
chosen.”Acquisition of data using appropriate informati@cthnologyhad a mean score

of 2 with standard deviation of 1.00 and error &30 An evaluator commented on this
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objective: “Maps produced but not elaborated upanlinked directly to research
guestions.” Problems in this area are indicated ialglata analysiswhich scored a
mean of 1.33 with standard deviation of 0.58 amdresf 0.33.

Evaluators also felt that insufficient attentioasapaid to the systems approach
objectives Consideration of relevant laws/regulatiohad a mean score of 1.67 with
standard deviation of 0.58 and error of 0.33. Alido the last inquiry question asked
about possible environmental and social cost @riesr developmenidentify possible
aesthetic, physiochemical, and biological impaeted a mean of 2.33, standard
deviation of 0.58 and error of 0.33, adéntify possible socioeconomic impacts/costs
scored even lower, with a mean of 2.00, standavéatien of 1, and error of 0.58. This
indicates that the question was not sufficientlgiradsed in the report or presentation.
The appraisals of the project also indicated ages¢nhat little in the way of
model/predictionsvas produced, since the mean score was 0.33 gigmaard
deviation of 0.58 and error of 0.33. An evaluatbs@rved, “The group listed criteria [for
the proposed reservoirs] and how things rankeddiaw no real strong conclusions.
Consideration of sustainability of proposed solatadso was only marginally addressed,
having received a mean score of 1.00 with a stahdeviation of 1 and error of 0.58.

The members of Group 4 had well-defined areas péeise, and perhaps as a
result of that separated the work into individusdignments and proceeded with little
collaboration. Dr. Hatcher commented in the postiser |l questionnaire, “I think we
worked too independently. We would have benefitexhtly from more communication.

Work done by some team members occurred primauilgide the classroom, so | didn’t
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know for sure what they were doing until they brouig in for the final presentation.”

Dr. Matthews attributed the difficulties experiedd®y the team to “lack of
communication, collaboration, and leadership.” Batcher felt that the result of their
work was four mini-projects rather than one grouggxrt, and that all group members
should have been available during class time. @akiator remarked, “One comment in
the journal struck me — the people in the team adikdependently with little overlap
and it shows as the project as presented is disphinDr. Matthews missed the first day
entirely, and Dr. Morgan did not arrive until 9:8@& first morning and 9:15 the second.
The faculty group did not really get started uabbut 10:00 the first morning. Dr. Curtis
was very disengaged from the process at firstdiat lgot into it. Dr. Morgan never
wrote his part of the report, but did completedtides for the presentation. The
researcher’s observation notes record the comrfigm, group which most obviously
showed some irritation with each other was thelfggroup.” In an interview

conducted during the spring before the second sursession, Dr. Matthews, referring
to the organization of the first summer’s ITS sesscommented, “The problem from
last year is, | think, the problem with interdidaiary research. | did my thing, Dr.
Morgan did his thing, Dr. Curtis did his thing. Ame only had one day when we really
had a dialog.” This is a rather accurate summamytaft happened with this group
during the second summer’s problem-solving actiggywell. Even so, the depth of

expertise available within the group was readilgapnt from their product.
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Results of Final Project
Using mean scores to rank the projects resultsaridliowing: 1) Group 3 — Soil
Erodibility, 2) Group 2 — Minimizing Nutrient Runipf3) Group 4 — Reservoir
Development, and 4) Group 1 — Relationship of Pajpah Growth to River Volume.
The purpose of this project was to give the ITSipg@ants practice in using the
problem-solving skills they had learned and expex@ein presenting their findings. With
the emphasis in the National Science Educationdatals (1996) on inquiry learning
and the nature of science, it is imperative thaséhwho teach science have a clear
understanding of how science is done. AccordintpécStandards:
Teachers of science . . . form much of their imaiggcience through the science
courses that they take in college. If that image ieflect the nature of science
as presented in these standards, prospective aaticprg teachers must take
science courses in which they learn science thrauglnry, having the same
opportunities as their students will have to depeladerstanding. College
science faculty therefore must design coursesatteaheavily based in
investigations, where current and future teachave llirect contact with
phenomena, gather and interpret data using apptegachnology, and are
involved in groups working on real, open-ended f@ots. (p. 61)
Whether at the secondary or post-secondary leNéheaparticipants are or will be

involved in the teaching of science, so this exgreré was valuable for each of them.
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Discussion

Although there are no general rules for solvihgtiluctured problems, problem
solving in different contexts and domains utiliziféerent skills (Jonassen, 1997). The
four scientists involved in this project seem tarito one of two problem-solving
perspectives. Two scientists are reductionist ¥ begin by looking at individual
components of a problem and understanding the gsesanvolved; then they move
toward looking at the system dynamics. The secaadtdke a systems approach from
the beginning, first defining the boundaries of $ggtem and then considering its
individual components. The two pairs are also dididlong another line — whether or
not they consider socioeconomic factors as primmancerns in their problem solving. It
is interesting that the two engineers fall on ojjecsides; it seems that the division is
between enterprises that have environmental/ea@bgonsiderations at the forefront
and those that do not. Those that do must fronstidue of the problem-solving process
be cognizant of interdisciplinary factors that migffect the outcome.

Whether gender is a factor in the differences bebhatbe two engineers is
guestionable. Faulkner’s (2000) discussion of geadd dualism in engineering
reflected on the technical/social distinction tisatelated to stereotypes of masculine,
technology-focused instrumentalism and femininepte-focused expressiveness.
These two are sometimes considered to be mutuadlysive and engineers often see
themselves as instrumentalists with few socialskior example, in an interview the
civil engineer asked if | knew the difference betwen introverted engineer and an

extroverted engineer. When | replied that | didh&,told me, “An introverted engineer
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looks at his shoes when he talks to you; an exttedesngineer looks at your shoes
when he talks to you.” Faulkner concluded thatahgineers in her study “tend to
gender theidescriptionsof what they do more than they gender their aqitedtice (p.
784). With a sample of only one female and threeesmall of whom trained in different
fields, it would be presumptuous to conclude timgt differences in problem-solving
approaches were due to gender.

Since science graduate students comprised theityagbthe SCM team, the
informed novices had a great deal of expertis@mesareas and several had some
previous experience in conducting scientific reskaNevertheless, there were some
common threads running through the analysis ofékalts of the final project for
Summer II. Consideration of the results revealsarsamilarities than differences. The
three informed novice groups and the expert grélupea problems with finding and
defining an acceptable problem and then focusing tastable question. One of the
informed novice groups had the best problem dewedoy, but they chose a problem
that one of the group members had worked on extelysin his graduate studies. The
same group also had the best model and prediaievelopment and in general paid
more attention to the systems. Two of the noviceigs had problems with collecting
relevant data, and the expert group, although toégcted a great deal of good data, did
not link it well to their research questions.

Probably the most pervasive problem throughouball groups was a lack of
collaboration — defined as mutual engagement dfgpaants to solve a problem together

(Kneser & Ploetzner, 2001). What went on in allrfgtoups was much more
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cooperative division of labor among the particigahtan truly collaborative, and this
seemed to be even more of a factor for the expeupgthan the novice groups. The
experts divided tasks according to expertise aad #il four never really communicated
as a group again, resulting in a failure to shdeas and findings and to build a cohesive
product.

There is little doubt that this sort of behavioipedes the success of many so-
called collaborative groups composed of expertshEExpert brings to the table his or
her perspective and approach to problem solvingjusutess true communication of
ideas and points of view takes place on a reguaaisbcollaboration will not occur. The
structure of a successful collaborative group negucommitment to the project,
effective leadership, purposeful opportunitiesdommunication of ideas and findings,
openness among its members to the ideas of otresy willingness to share.

As the focus in teaching and learning of scienogesn toward emulating
authentic science as practiced in communities iehsists, it is becoming more
important to develop an understanding among edrtgafdhe type of discussion and
collaboration which occurs among scientists anklettalders in solving complex
environmental problems (Coll, France, & Taylor, 30R. Duschl & Hamilton, 1998).
The traditional model or “physics view” of problesulving shown in Figure 7
(Sarewitz, 2000) portrays a sequential, orderlyy Vieear relationship purporting to
illustrate the process of integrating science andrenmental policy. This process
suggests that a problem is identified, conceptualets are created, data is collected and

analyzed, and predictive models are proposed béfere is any consideration of the
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politics involved. Sarewitz asserts that althotthis mental model of how science can
contribute to environmental policy-making is cotesid with the norms of a culture that
places great faith in science and the rationdtiit science can deliver” (p. 83), in reality
it is the powerful political and economic interestat predominate in decision-making.
He contends that the principle roles for scieneedieignosis and assessment and that
they occur only after political consensus has bleanhed. That environmental laws and
regulations have been implemented against the dpposf industry is the result of
popular support based on preservation of natusatasuch as clean air and water rather
than on scientific evidence. Since a linear modellwat is a distinctly non-linear
process would be inappropriate, Sarewitz proposgeaogic view” of the relationship
among variables involved in environmental contreies (Figure 8) that takes into
account the role of political consensus as thermyiforce behind the search for

solutions to environmental problems.
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Figure 7. Traditional problem-solving model (“plgsview”). (Sarewitz, 2000, p. 82)
Frodeman, Robert; Earth Matters: The Earth ScierRieitosophy and the Claims of
Community 1/e © 2000 Reprinted by permission ofrBea Education, Inc., Upper
Saddle River, New Jersey.
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Claims of Community 1/e © 2000 Reprinted by permis®f Pearson Education, Inc.,
Upper Saddle River, New Jersey.
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(Modified from Sarewitz, 2000)



107

A careful analysis of information gleaned from therent study suggests some
modifications for the “physics view” of problem soig that seem to more closely
portray what occurred in the SCM-ITS problem-sadvgituation in a format that would
be more user-friendly for the science classroomraack representative of the
reiterative nature of authentic science than Saréswigeologic view.” This modified
model (Figure 9) shows the sociopolitical factarstsas stakeholder input and
consideration of cultural factors, etc., as conitidlos to identifying and defining problem
parameters. It also emphasizes the role of metaomyconstant reflection, discussion,
and assessment) in the process as models aredcagateevised and as data is collected
and evaluated. Sizer (1992) said, “ The real wddthands collaboration, the collective
solving of problems” (p. 12), and formation of dilstited expert groups that effectively
collaborate on problem-solving tasks in the classroequires an understanding on the
part of teachers and students of the processelved.oThe distributed expert group
model portrays in detail the processes inhereahinronmental problem solving.

Research Limitations and Implications

Case studies are by their very nature complexgsses, influenced by researcher
bias, data collection capabilities, and the settihtipe case (Yin, 2003). Problems with
data collection were encountered, beginning wifhilare to record the scientists’ and
participants’ problem-solving discussions on thstfimorning of class. Several
participants did not write in their journals onegular basis, and only a few were
available for interviews during the academic yestileen Summers | and Il. SCM-ITS

was originally conceived for a group of participatitat would primarily consist of
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science educators with one or two science graditatkents. Instead, there were only a
few educators and the majority of participants wsmience graduate students, some with
a great deal of experience and expertise in thedaovered and all with research
experience. This greatly changed the expert-nawate of the class for many class
activities and probably influenced the final prageto a great extent.

Time was a limiting factor in the quality of thedl projects, but it affected all
teams equally. The rubric used for assessment asedllon a discussion of problem
solving in the environmental sciences, but mayhaste been the best means to assess
the projects. It was not given to the groups befbey began the project, so they did not
know the criteria by which the projects would bdgad. Although the same instructions
were given to all three evaluators, the rubricecidt remain open to interpretation.
Having more evaluators from different backgroundghhwell have resulted in a
different ranking when mean scores were determined.

Despite its limitations, however, this study resdlin some insights into distributed
expert and novice group collaborations that caaggied in various situations. For
those in education, whether at public school olegel level, it becomes obvious that a
great deal of scaffolded support is necessaryffecteve collaborative problem solving.
Additional research documenting in depth how pgodiots think during the problem-
solving process could help to make classroom imphgation of problem-based
learning activities more efficient and effectivendérstanding how this kind of

experience leads to conceptual change is esstortigfifective science instruction.
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CHAPTER IV
IMPROVING UNDERSTANDINGS OF AUTHENTIC SCIENTIFIC IQUIRY:

DOES WORKING ON A COLLABORATIVE SCIENTIFIC TEAM HEP?

Introduction

Much of the excitement of science comes when ax8stas involved in creating
his/her own research question, designing the rekgaotocol, collecting data and
constructing new knowledge. Translating this exo#at to the classroom in the form of
“authentic” science inquiry is, however, a diffitpkoposition. Scientific inquiry can be
defined as the various ways in which scientistdysthe natural world and employ the
evidence derived from their work to propose expli@ng (National Research Council,
1996). Roth (1995) describes authentic scientifgiry as consisting of individual and
collaborative construction of knowledge through fitaening and solving of ill-
structured problems. Perhaps the simplest defmiicauthentic inquiry is “the activities
that scientists engage in while conducting theseagch” (Chinn & Hmelo-Silver, 2002)

The National Science Education Standards (NatiBeakarch Council, 1996)
state that scientific inquiry in a school settimgfers to the activities through which
students develop knowledge and understanding ehsfic ideas, as well as an
understanding of how scientists study the natumald¥ (p. 23). The National Science
Teachers Association (NSTA) (2004) advises thadlb teachers adopt scientific
inquiry and is committed to helping educators miakiee focus of the science classroom

in order to help foster development of a deep wtdading of science and scientific
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inquiry. NSTA also recommends that science teaghergde appropriate content
knowledge in an inquiry-based program and use aubwes that cause students to ask
and answer questions about the natural world. Teachvith administrative support,
should create learning environments that encouragery by providing students with
adequate time, space, and resources. Preservideeteahould experience scientific
inquiry as a part of their teacher preparation mog and inservice teachers should
receive professional development on how to teastgusquiry. Teachers must also
learn how to develop questioning strategies anteMgsson plans that cultivate the
skills and understandings of scientific inquiry.

The Information Technology in Science (ITS) CeriterTeaching and Learning,
an NSF-funded project, brings teachers, sciencdugta students, and scientists
together for a professional development experiémcesed on the impact of information
technology (IT) on the learning and teaching oésce and mathematics (Information
Technology in Science Center for Teaching and Liegrr2004). Cohort I1 ITS
participants worked in small groups collaboratinighweams of scientists during two
three-week summer sessions in 2003 and 2004 amsthef IT tools in scientific inquiry
as a means of transferring current scientific neteeto K-16 classrooms. They also
spent time with education researchers learning €biated pedagogical skills and
educational research methods and receiving expisiituction on the nature of
scientific inquiry. Participants created IT-medatequiry projects for implementation
in their own classrooms during the first acadensiaryand refined inquiry projects with

an action research component in the second acagesuic
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The current research project examines in detailodriee small groups of K-12
educators and science graduate students workimgargpecific team of scientists
studying environmental issues affecting the coastalyin of Texadt proposes that
participation in a professional development settimgluding explicit nature of science
(NOS) instruction, and working with a collaborats@entific team improves K-16
educators’ and science graduate students’ undeliisggs of the nature of authentic
scientific inquiry and impacts their instructioqabducts translating authentic scientific
inquiry into their design of classroom experiences.

This study sought to answer two questions:

* How does working in a collaborative scientific teamprove informed
novices’ understanding of the nature of autherdiergific inquiry?

* How does working in a collaborative scientific teampact their
instructional products translating authentic sdfeEninquiry into
classroom practice?

Supporting Literature

Authenticity in science education is stressed beeaf the relationship between
the knowledge and skills that learning activitiesquce and the situation in which they
are learned. Lave and Wenger (1991) call this mp®tsituated cognition” and describe
it as taking place in the context and culture incktan activity would normally occur. It
involves social interactions in a “community of gtiae” which move the learner along
toward expertise as he/she becomes more engagfesl lieliefs and behaviors of the

discipline. The growing interest in inquiry teadhias evidenced by the National Science
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Education Standards (National Research Counci)1l88d position statements by
American Association for the Advancement of Scierft893) and the National Science
Teachers Association (2004) holds vast potentiahfoving science education programs
“toward more collaborative inquiry in the contextreal world problems” (Comeaux &
Huber, 2001). Understanding of the nature of sifienhquiry as practiced by scientists
comes from learner experiences in interacting wiliers in order to construct
understandings by making sense of scientific datolve scientific problems.

Rather than isolate the activity in which knowledgdeveloped, it is necessary
to embed learning within the context in which iused. J. S. Brown, Collins, and
Duguid (1989) compare conceptual knowledge to Avitvich may be possessed but lie
inert because of lack of knowledge of how to us@fhen learners are given the
opportunity for on-site observation and practibeytare more likely to become
enculturated into the behavioral norms of a comtyuiiihe logical, relevant, and
purposeful activities of a domain are authentic, dinerefore, will tend to produce more
useful learning. Historically, apprenticeships gapeortunities for learning to occur
within the context of a culture. Since school leagractivities are often not the activities
of practitioners of a domain and do not providedbetextual features that allow for
authenticity, meaningful learning often does natwcA. L. Brown et al. (1997) argue
that authentic school activities, at least in thdyeyears, are those which enable
students to learn to learn, which induct them th®rituals of scientific discourse and

activity. The goal should be to produce students,valithough they may not have the
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basic knowledge needed to succeed in a new fialwkhow to go about acquiring that
knowledge.

There are a number of difficulties inherent in edpstudents understand the
nature of the scientific endeavor and in inducihgrgyes in student epistemology (Carey
& Smith, 1993). Sandoval and Reiser (2004) pro@oBamework for scaffolding
epistemic aspects of inquiry that can help studenterstand inquiry processes in
relation to the kinds of knowledge such processasproduce. This framework
underlies the design of a technology-supportedimgquurriculum for evolution and
natural selection that focuses students on coristgiand evaluating scientific
explanations for natural phenomena. The desigibeas refined through cycles of
implementation, analysis, and revision that haveudtented the epistemic practices
students engage in during inquiry, indicate waywlich designed tools support
students' work, and suggest necessary additiooallscaffolds. These findings suggest
that epistemic tools can play a unigue role in sufpg students' inquiry and provide a
fruitful means for studying students' scientifiégsémologies.

Theoretical Framework for Analyzing Scientific Ingu

Moving beyond the suggestions in science stand@igsn and Malhotra (2002)
present an analysis of their research on the featfrauthentic scientific inquiry. They
provide a theoretical framework for analysis ofreutic scientific reasoning (Table 1)
and then contrast the cognitive processes in atithequiry with those simple inquiry
processes that normally occur in school sciendboaks and classrooms. Secondly,

they analyze epistemological dimensions of autbestience (Table 2) and describe the
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differences in epistemology implied by the diffecea in cognitive processes of
authentic science and school science. The authgug @hat inquiry tasks customarily
used in schools elicit reasoning processes thatigndicantly different from the
processes utilized in actual scientific inquiryddhat those reasoning tasks seem to be
based on an epistemology that is distinct fromeghistemology of authentic science.
Models-of-data theory is used to explain the eristeof differences in cognitive
processes and epistemology between authentic ifici@mguiry and the types of inquiry
tasks commonly used in schools. Chinn & Malhotisedsthat the cognitive models
underlying authentic inquiry are basically differérom those underlying simple
experiments, and this helps account for the diffees in cognitive processes and
epistemology.

Chinn and Malhotra’s (2002) models (See TablesntD14) for evaluation of
authentic inquiry processes and epistemology weee as a benchmark to develop an
instrument for analysis of ITS participants’ vieafghe nature of authentic scientific
inquiry. Pre- and posttests asking for both obyeciinswers and explanations of those
answers were administered and analyzed to detempairiigipants’ views. Second,
participants’ inquiry projects for use with theiwio students were evaluated for the level

of authentic science included in their projects.
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Table 10. Cognitive processes in authentic inquiry

Cognitive Process

Authentic Inquiry

Generating research questions
Designing studies

Selecting variables

Planning procedures

Controlling variables

Planning measures

Making observations
Explaining results
Transforming observations

Finding flaws

Indirect reasoning

Generalizations

Types of reasoning

Developing theories

Level of theory

Coordinating results

Studying research reports

Scientists generate their own research questiond.4)

Scientists select and even invent variables to instigate. There aremany
possible variables. (10)

Scientists invent complex procedures to address gstéons of interest. (12)
Scientists often devise analog models to addres®tresearch question. (13)

Scientists often employ multiple controls. (11)
It can be difficult to determine what the contrstould be or how to set them

up.

Scientists typically incorporate multiple measuwésdependent, intermediate,
and dependent variables.

Scientists employ elaborate techniques to guard amst observer bias. (4)

Observations are often repeatedly transformed intmther data formats. (9)

Scientists constantly question whether their own ults and others’ results
are correct or artifacts of experimental flaws. (5)

Observations are related to research guestionsrplex chains of inference.
Observed variables are not identical to the thametariables of interest.

Scientists must judge whether to generalize t@8dus that are dissimilar in
some respects from the experimental situation.

Scientists employ multiple forms of argument.

Scientists construct theories postulating mechanissrnwith unobservable
entities. (2)

Scientists coordinate results from multiple studies(3)

Results from different studies may be partiallyftioting, which requires use of
strategies to resolve inconsistencies.

There are different types of studies, includingli&s at the level of mechanism
and studies at the level of observable regularities

Scientists study other scientists’ research reportfor several purposes. (15)

Note. Table adapted from Chinn& Malhotra (2002)afitteristics in bold used in designing questidlhsnber
indicates question number. (Reprinted with perraisgéiom John Wiley & Sons, Inc.)
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Table 11. Epistemology of authentic inquiry

Dimension of Epistemology Authentic Inquiry

Purpose of Research . Scientists aim to build and revise theoretical mods with unobservable
mechanisms. (7)

Theory-data coordination . Scientists coordinate theoretical models with mulfile sets of complex,
partially conflicting data. (6)

Theory-ladenness of methods . Methods are partially theory laden.
Responses to anomalous data . Scientists rationally and regularly discount anomabus data. (8)
Nature of reasoning . Scientists employ heuristic, nonalgorithmic reasgni

Social construction of knowledge Scientists employ multiple acceptable argument form (1)
Reasoning is uncertain.

Scientists construct knowledge in collaborativeup®

Scientists build on previous research by many seisn

Institutional norms are established through expesiew processes and
exemplary models of research

Note. Table adapted from Chinn & Malhotra (2002a€cteristics in bold used in designing questiblsnber
indicates question number. (Reprinted with perraiséiom John Wiley & Sons, Inc.)

Context of the Study

This study took place during ITS Cohort Il withimet Sustainable Coastal
Margins (SCM-ITS) team. During a two-year perio@@3 and 2004), participants were
involved in a three-week summer session each surantkadditional activities during
the academic year. During the summer sessionsciparits spent the mornings in small
groups led by teams of scientists and the aftermearking with education specialists
to develop and revise inquiry projects for usenirt classrooms.
SCM-ITS Faculty

Four scientists from diverse fields who were app@xenced in environmental

research provided leadership:
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* Dr. Curtis, a biogeochemist whose primary researgrests are in
environmental geochemistry, including organic bmgemistry,
geoecology, pollutants in soils, groundwaters, surface waters,

» Dr. Hatcher, an agricultural engineer concernet wietlands, nonpoint
source pollution control, water quality and hydgitomodeling,

* Dr. Morgan, a civil engineer with expertise in hgadreteorology, remote
sensing, land- atmosphere interactions, and hygyokand

» Dr. Matthews, an environmental planner, whose $iéhtlude collaborative
ecosystem planning, coastal management and sustaypa&nvironmental
dispute resolution, spatial analysis, and natuaabhds mitigation.

SCM-ITS Participants

The total of ten participants included teacheis ssience and mathematics
graduate students from the SCM-ITS scientific t€&able 12). Some had extensive
backgrounds in working as research scientists;rstiad done little or no work as
research scientists. Seven of the participants s@esce or mathematics graduate
students with limited teaching experience and therathree were primarily science
teachers/educators. Participants’ original appboatto the ITS program and interviews

provided biographical data.
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Table 12. Participants’ backgrounds; educationa¢gearch experiences

Name* Degree Experience Current work
Deanne BS (Elem. Ed. — Bio.) Teaching science at elementary MEd student (Science
MEd student (Science and middle school levels Ed.)
Ed.) Science specialist for region Science specialist for region
2 education service center, teacheeducation service center,
% training teacher training
I
2 Kristi BS (Biology) Teaching science at secondary MS student (Geography
3 level Education)
c
Q
3 Kyle BS (Science Education) Teaching science airs#glry ~ Teaching science at
level secondary level
Summer research program in
biology
~_  Lamy®™*  BS (Mathematics) Teaching secondary and collegePh.D. student (Mathematics
< 2 MS (Mathematics) level mathematics education)
3 3 Little science background
=3 )
|_
o Catarina  BS (Chemistry) ~ ° Teaching secondary science & Biogeochemistry research
MS (Geology) teaching assistant for college  Ph.D. student
chemistry, designed curriculum (biogeochemistry)

Kayce** BS (Rangeland Teaching assistant for Completing MS (Rangeland
Ecology/ Environ- ecosystem management course  Ecology/ Environ-
mental Science) Environmental research (range  mental Science)

management)
*g Shane BS (Renewable Natural Teaching GIS and GPS classes MS student (Urban
3 Resources Manage- and workshops Planning)
% ment) Urban planning research
[¥]
§ Amanda  BS (Marine Science) Trainer for seismic &iton, MS student (Geoscience)
K testing procedures; taught in
o informal education settings,
g substitute teacher
s Weather & oceanography
S research
0]
Kenneth  BS (Biological Systems Teaching assistant for Ph.D. student (Biological &
Engineering) agricultural engineering courses Agricultural Engineering)
MS (Biological & Agri- Environmental engineering
cultural Engineering)  research
Emily BS (Marine Chemistry)  Teaching assistant in chemistry Ph.D. student

MS (Oceanography)

and oceanography (Biogeochemistry)
Environmental

biogeochemistry research

* Pseudonym

**Only participated during Sumrer
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Setting

Participants in SCM-ITS met with their scientifeam each morning for three
and one-half hours over a three-week period dwranh session. The first morning’s
session during Summer | opened with the particgpbertng presented with the complex
environmental science issue, “What is the watelityuaf the Texas Gulf Coast?” They
discussed, in small groups, how they would go abolwing the problem and reported
their results to the larger group. The four segtathen modeled how they would
problematize the typical, ill-constrained enviromtaa issue. During the ensuing weeks,
participants learned the skills needed to go abolving the issue in an authentic way,
with the scientists emphasizing throughout thatéedniques and skills being learned
were those used in their own research. They leamerkate maps and analyze complex
data sets using Geographic Information Systems)(tethnology, create watershed
models, manage complex data sets using Exoebdel environmental processes using
PowerPoint, design best management practices for a develdpareth analyze land
and resource use patterns and socioeconomic anodapiic patterns. Each afternoon
of Summer I, participants met with science educatesearchers and information
technology (IT) specialists for instruction in thature of science and scientific inquiry,
current theories of cognition and pedagogy, andrtelogy-mediated strategies for
teaching and learning. The scientific inquiry madréquired participants to read the
Chinn and Malhotra (2002) and Carey and Smith (19@&cles on the nature of
scientific inquiry and knowledge and to evaluatdwies for authentic scientific

inquiry using Bodzin and Cates’ (2003) criteria.
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During Summer |, participants used skills and kremlgle garnered from the
morning scientific teams and knowledge learnedhenafternoon education sessions to
design inquiry implementation projects to be pitbte their own classroom situations
during the upcoming academic year. These implertientprojects were to be units of
study for their students employing inquiry methtal$each some important concept or
concepts for their course. (Those science graduatkents who did not have classrooms
of their own arranged with a professor in theiratément to implement their project in
the professor’s class.) At various times duringabademic year, all participants filled
out questionnaires for the central ITS office réjpgron their inquiry implementations.

Summer Il was less structured than Summer |, anitjgants on the SCM-ITS
team began by presenting a PowerPomttlining the implementations of their inquiry
projects and having them critiqued by the facuitgl ather participants. Ensuing class
times were spent on a variety of activities inchgdmodifying and improving the
inquiry projects they had piloted during the prexischool year. Participants also
continued to learn to use GIS applications inclgdipatial analysis. They also
performed spatial autocorrelation exercises usirg\iew® and CrimeSt&t programs.
Dr. Hatcher guided students in developing digiedd-guided learning modules to
scaffold their inquiry projects. Dr. Morgan taughlesson on remote sensing, and
participants brainstormed ideas for how this typdata could be incorporated into an
inquiry project. The four scientists held a grougrdssion on the nature of science and
scientific inquiry from each of their perspectivaad participants discussed how they

could incorporate nature of science into their ingprojects. Presentations on
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assessment and student motivation were given byatida specialists, and participants
and team members then used assessment and matitregaries to improve their
projects. As the capstone activity of the sesdiarns of scientists and participants to
problematized environmental issues facing the lacah and developed solutions for
them. During the afternoon education portion ofgeeond summer, participants
developed action research projects to assessfaatieéness of their inquiry projects
during the coming academic year. (For a more amtalkscription of the activities for
the two summers, see Appendix B.)
Methodology

| used a mixed-method approach to analyze thesv@hvauthentic scientific
inquiry of the ten participants involved in the SV team and to determine if
changes in their conceptions of authentic scieaceet over into their educational
projects. The complexity of the SCM environmentlddee explored most effectively by
using a combination of data collection techniques laoth quantitative and qualitative
methods of analysis (Creswell, 2003; Frechtlingl&a®, 1997; Tashakkori & Teddlie,
1998).
Evaluation Instruments

The Nature of Authentic Science test (Appendix Asvdesigned to evaluate
participants’ understandings of authentic scientiiquiry processes and epistemologies
as described by Chinn and Malhotra (2002). It waemosed of fifteen multiple-choice
guestions, each of which asked for an explanatidheoanswer chosen. Questions

focused on those processes and epistemologiescnitasd! in the project. Construct and
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content validity were established in consultatiathwhe science educators, scientists
and an educational psychologist on the project.clineect answer to each question
contains an exact quote or paraphrase of a chastict®f authentic inquiry as described
by Chinn and Malhotra (See Tables 1 & 2 and AppeAdi The exception is question
11, where, after discussing the questions withetheronmental scientist who led the
SCM group, “but in some disciplines, controls aeely, if ever, used” was added. This
change recognized fact that for many complex prableespecially in the environmental
and earth sciences, controls are not possible.

| developed a simple rubric modified using som€binn & Malhotra’s (2002)
terminology from Bonstetter’s (1998) model of inguas an evolutionary process for
determination of the level of inquiry included iarpcipants’ implementation projects.
In this rubric, levels of inquiry were classifiedcarding to how much of the activity is
controlled by the teacher and how much is contidhe the student. The lowest level,
where all parts of the activity are teacher-coighlis calledraditional hands-on or
simple illustrationsStructured inquiryets the student do some of the data collecting
and analysis and draw the conclusiongyuided inquiry the student is also responsible
for designing the experimental procedures. The higtter levelstudent directed
inquiry, has the student do all of the above as well égmmthe materials and help with
the choice of a question to be explored. In théadmg level of inquiryauthentic
classroom inquirythe student may help choose the topic and isoresiple for all the
facets of inquiry: research question, materialscedures and design, results and

analysis, and the conclusion.
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Data Collection

Participants completed detailed applications tdTi&program, giving their
educational background and teaching experiencdTAllparticipants were given
identical pre- and posttests (Nature of Authentiefce) administered electronically on
the first and last days of the first three-week si@nsession. | decided to concentrate on
the first summer session because experiencesliniwiscience and education
components concerned the nature of inquiry, whigesecond summer experiences were
concentrated on improvement of inquiry projects design of an action research
project. Although the tests were given to approxetya60 individuals, only 33 pre- and
post- tests could be matched due to some partispaonfusion with their ITS
identification numbers. The “right” answer on eaest question was the one that
matched the statement from the Chinn and Malhasamptions. For the purposes of
this study, the scores of the SCM group were coatptr the scores of the whole ITS
group to determine test reliability and to compéue significance of pre-post changes in
scores. Of the ten SCM team members, the paperstivo were unusable because of
participants’ failures to identify themselves orear both of the tests so that pre- and
posttests from the individuals could not be matched

Members of the SCM team were interviewed inform#ilpughout the sessions
and open-ended interviews were conducted at thefktin first summer session (Yin,
2003). Questions attempted to ascertain particganiderstandings of inquiry and
problem-solving techniques and how those undergigadthanged during the SCM-ITS

experience. Participants completed PowerBaifitle presentations about plans for their
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inquiry projects at the end of Summer | and, atiddginning of Summer Il, reported on
their implementations. The ITS office provided dgmaphic data about participants
from their applications to the program.
Results

Conceptions of Authentic Science

Although the ITS experience occurred over a reddyighort period of time,
there were significant differences in participamshceptions of authentic science before
and after the Summer | session. The Nature of Auih&cience test was administered
to the entire ITS group at the beginning and agaihe end of Summer I. For a total of
41 participants (8 from SCM-ITS, 33 from other I38entific teams), it was possible to
compare pre- and posttest scores. The change isaangs obtained from before and
after the ITS intervention were subjected to 2x2dgal with repeated measures on the
second factor (time). (See Table 13). The Maunshl¥st of Sphericity was met
because there were only two levels of time. Thersarg table (Table 14) reveals there
is not a significant difference in groups at the-mr posttest. Both groups show a
significant difference (.000) in pre- and posttasires. Figure 10 illustrates that the
difference between the two groups is not significaiTime 1 or Time 2, but the mean at
Time 1 is significantly different from the meanTame 2 for both groups. Test reliability
for the Nature of Authentic Science Test was deit@ethto be .71 using a Model Il
estimation of reliability. A Model Il approach wased due to the significant difference

in the pre- and posttest scores as a result ahtbesention.
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Table 13. Descriptive statistics

Group Mean Std. Deviation N
PrTotal 1 8.94 1.784 33
2 8.75 1.832 8
Total 8.90 1.772 41
Po Total 1 10.52 2.563 33
2 11.00 1.773 8
Total 10.61 2417 41

Table 14. Summary ANOVA table for authentic scietest scores

Effect Size
Sum of Mean (Partial Eta Observed
Source Squares df Square F p Squared) Powef
Between
subjects
Group .281 1 .281 .039 .844 .001 .054
S
(Group) 277.841 39 7.124
Within subjects
Time 47.122 1 47.122 23.035 .000 371 .997
Time *
Group 1.464 1 1.464 715 .403 .018 131
Time * S
(Group) 79.780 39 2.046

& Computed using alpha = .05
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Figure 11. Authentic science pre- & posttest ss¢#ecorrect)

Seven of the eight SCM-ITS participants’ scoresroupd on the posttest
(Figure 11). It is interesting to note that papamts 1-5 are the science graduate students
and 6-8 are the educators, and that the three &uta@d had higher initial scores than
any of the science graduate students. Two scierackigte students’ scores improved
from the pretest to the posttest by five questiding participant whose posttest score
decreased by one question was an educator.

The pre- and posttests (Appendix A) began withris&ructions “Please select
the one answer from each group below that youi$aabst reflective of how authentic
science is practiced. Then explain below why yoosehthat answer, giving examples or

elaborating if you can.” (Not everyone gave exptenme for every answer, and few gave
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examples.) Eleven of the fifteen questions deal wie cognitive processes (CP)
described by Chinn & Malhotra (Table 10) and theaming four dealt with the
epistemology of authentic science (Table 11). | digcuss the results of the questions
in the order each process or concept appears ilegab and 11 and Figure 12 rather
than by question number (Figure 13). Correct respsmaccording to Chinn and
Malhotra’s authentic inquiry framework can be foundbold type in the right column of

tables | and Il and in bold type in the Nature eftAentic Science test in Appendix A.

0O Pretest

| Posttest

Times missed
SN

I

Concept

o [ N
Cplw

CP 21

CP 222 |y
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CP 2:2b
CP23 |
CcP3
CP 41
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CP 51
CP 52
CP6
E1
E2
E3
E4

Figure 12. Times authentic science questions mjggeuped by concept. (CP =
Cognitive Processes, E = Epistemologies)
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Figure 13. Times authentic science questions misse

Cognitive processes questioiitie question concerning how scientists generate
research questions (Q 14, CP 1) gave the folloamgyver choices: “a) almost always
rely on questions provided by their funding agesici® almost always use questions
provided by the universities or companies that emghem, c) generate their own
guestions, sometimes in collaboration with othesrgcsts, and d) always generate their
own questions individually in order to prevent catitoon.” On the pretest, 100% chose
the “correct” answer according to the article (;d3ut on the posttest, two of the eight
(both science graduate students) missed it with blebosing answer “a”. Perhaps
during the course they became more aware of ssisniteliance on outside funding to
carry out their research agendas. One wrote, faréect world, scientists would

generate research questions on their own. Howavtre imperfect world that we do
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live in questions are provided or encouraged styolyg funding agencies or employers.
[When] scientists do come up with their own reskaygestion, they have to prove to the
funding source that it is worthwhile and in theaniefit to fund these research
guestions.”

Four questions pertained to the design of studhekjding variable selection (Q
10, CP 2-1), planning by inventing complex proceduiQ 12, CP 2-2a), planning by
devising analog models (Q 13, CP 2-2b), and cdmigpVariables (Q 11, CP 2-3). The
following were the answer choices to the questiowvariable selection: “a) investigate
only one variable at a time, b) may select and @éveent variables to investigate, since
there are many possible variables, c) investigalg at the most, two variables at a
time, and d) may select but never invent variatiggsst.” On the pretest, two
participants, both teachers, thought that scieniigtuld investigate a single variable at a
time. The three science graduate students who dhtesequestion recognized that
multiple variables may be investigated at a timg &si one commented, “There are
usually enough natural variables one must choase &nd [one] usually can not
measure all of them; | am not sure why one woweir a variable.” On both the pre-
and post- tests, another science graduate studaritaned in her explanation the large
number of variables she is studying in her resedakithough she changed her answer on
the posttest to indicate that variables may beritad she was still reluctant to
acknowledge that that might be true, remarkingidi’t think they invent variables, but
they may construct variables that have not bednoritally tested.” The two who missed

this question on the posttest did not give an exgilan for their answers.



131

The second study design question (Q 12, CP 2-2&jerned planning
investigative procedures, and the possible answers: “a) almost always follow
traditional, proven methods in order to answer gjaes, b) often invent complex
procedures to address questions of interest, elyranvent complex procedures to
address questions of interest, and d) first ushtioaal, proven methods followed by
invented complex procedures.” The large numberroihg answers on the pretest
possibly had to do with design of the distractarsthis question; seven of eight missed
the “correct” answer (b), with six of the seven abiog answer d. One of the teachers
explained her choice, “It depends. If the tradiibmethods have not been used yet, then
| think the scientist would want to start with tim@st simple straight-forward method
needed. If the traditional methods have already lole@e and documented and the
guestion still has not been answered, then a n@mmplex procedure may be needed.”
By the posttest, all but one participant seleched‘torrect” answer choice. As can be
seen on the graph in Figure 3, this question shdhedreatest change in number
choosing the correct answer of any of the fifteeagtions.

The third question examining study design (Q 132c3) also dealt with
planning procedures for research projects, givirgfollowing answer choices: “a)
scientists often devise analog models or modeksysto address a research question, b)
analog models are sometimes used in solving ag@mlbut scientists do not consider
the appropriateness of the analogy, c) analog reatelrarely used by scientists in
solving a problem, and d) analog models are alwagsl by scientists in solving a

problem.” Two science graduate students missedjtiestion on the pretest, both
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answering “b,” but with no explanation for why thelyose that answer. On the posttest,
this was one of two questions answered correctlgugryone, perhaps reflecting the
amount of class time spent making models using Ae¥ and other formats and
discussing their importance in doing science.

50% of the participants missed the question onrobaf variables (Q 11, CP 2-
3) on both the pre- and post- tests. Possible aissmere: “a) control of variables is
never an issue in experiments, b) there is alwaysgle, simple control group in
experiments, c) scientists often employ multiplatoals, but in some disciplines,
controls are rarely, if ever, used, and d) cortfolariables is always an issue in
experiments, no matter the discipline.” On the gsetone educator responded that there
is always a single, simple control group, and teiersce graduate students and one
educator answered that control of variables is ydvem issue, no matter the discipline.
On the posttest, all four who missed the questrawared “d.” The confusion is
understandable, since the Chinn and Malhotra (28fR)e — and most probably the
afternoon class discussion — indicated that contxad always an issue. The scientists of
the SCM team disagreed with Chinn and Malhotrantowg out that the point of view
espoused in their article fails to consider theenrignge of inquiry used in scientific
investigations — from classic experiments requigogtrols to descriptive inquiries
where there are no controls.

The third cognitive process dealt with making olsagons (Q 4, CP 3), and
answer choices included: “a) employ elaboratertieghes to guard against observer

bias, b) do not have to guard against observerdiae it never enters into scientific
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work, ¢) do not need to explicitly address obsehias, since it is rarely a problem in
scientific investigations, and d) are concernedh\piissible effects of observer bias only
in certain unusual situations.” Although one persuossed this on the pretest, she
qualified her answer by stating, “A scientist ma&ylbased in trying to answer a
guestion. But usually by following the scientifieethod this is less common since it is
very objective.” The same person missed it agaitherposttest, this time saying, “Bias
in scientific knowledge cannot be disregarded. 18@ts try to guard against bias but
sometimes it is inevitable.” In addition, two othgarticipants missed this on the
posttest, but their written explanations also iatkd that they were aware of the need to
guard against bias. This may have been one of gias®ions where careless reading or
misunderstanding of answer choices led to somel@&oigsing the question.

Two questions were concerned with the fourth cogmprocess, how scientists
explain the results of their research. The firs®(@P 4-1) of these referred to how
scientific observations are handled: “a) occasigrteinsformed into other data formats
such as straightforward graphs, b) never transfanwithout substantial alteration, c)
seldom transformed into other data formats excepigps drawings, or d) often
repeatedly transformed into other data formats.’tl@npretest, six participants realized
that data is often repeatedly transformed, andvilbevho did not both selected answer
“a” and commented that data is transformed intplggaOne of those people missed the
guestion again on the posttest but did not givexqlanation. The second person who

missed it on the posttest had gotten it corredherpretest, saying “Scientists will . . .
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transform their observations into other tools,” batthe posttest he only mentioned
graphs.

The second question (Q 5, CP 4-2) was in regahbtoscientists deal with
experimental flaws in explaining their results, amé person missed it on the pretest
and another on the posttest. Answer choices wajeaately have to consider flaws in
experiments because they are seldom salient (ienpyb)constantly question whether
results are correct or artifacts of experimental8l, c) assume they did the experiment
incorrectly if they do not obtain the expected oate, or d) typically consider flaws to
be important only if human subjects are involvethe science graduate student who
missed this question on the pretest chose answanthcommented that she didn’t
think any of the answers were correct since gogeemental design and quality control
would take care of any problems. Although she ckdrter answer to “b” on the
posttest, she said, “I still would not say scidstonstantly question their experiments
only because you prepare your experiment the lmestgn and have controls etc. so you
do not question your results.” The science gradsiatgent who missed the question on
the posttest said, “Doing an experiment you shauist that what you are doing is
correct. Double guessing yourself is saying that e not confident in what you are
doing.”

The fifth cognitive process involved theory devetamt and the first question
(Q2, CP 5-1) was “The level of theory developmesually results in scientists: a)
uncovering empirical regularities, not theoreticechanisms, b) constructing theories

postulating mechanisms with unobservable entiieancovering empirical
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irregularities, not theoretical mechanisms, oraipgd experiments that illustrate
theoretical mechanisms but do not investigate thedrThe misconceptions or
misunderstandings held about this concept provée tieesistant to change, as this
guestion was missed five times on both the pretedtposttest. All three of the
educators missed this question on both tests. Othe graduate students who chose the
correct answer on both tests explained on thegxistiTheory development is the
construction of models that postulate mechanismariobservable phenomena.”

The other question concerning theory developmeBt (P 5-2) asked whether
scientists usually: “a) do only a single experimaina time, b) make only a certain range
of observations at one time, c) do only a singlaaiestration of scientific principle at a
time, or d) coordinate results from multiple stsdiel'hree participants, all science
graduate students, missed this question on thegtrétut on the posttest only one did
not choose “d”, and she wrote, “They can eitheklabone thing at a time or several. It
depends on what they are looking at.”

The final cognitive process (Q15, CP 6) regardeeihsists studying other
scientists’ research reports and was only missemhyperson on the pretest and by no
one on the posttest. Explanations of answers shewadeness of peer review functions
as well as the importance of keeping abreast akatiresearch.

Epistemology question§he four questions concerning the epistemology of
authentic inquiry on the whole showed greater misustandings on both the pretest and
posttest than for the questions on cognitive preegsThe question dealing with the

purpose of research (Q7, E 1) was very similahéodognitive processes question about
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theory construction both in content and in numidgmees missed. It was also missed
five times on the pretest but only four times oa plosttest. It read: “The best description
of the purpose of research is that scientists aim)tunderstand a pre-existing theory or
model, b) observe structures of objects or modglsncover simple surface-level
regularities, or d) build and revise theoreticald@ls with unobservable mechanisms.”
One participant related her explanation to the wdmke in class, “Research usually
builds on a theory in place. In building modelswasdid using ArcView, we could not
observe all the mechanisms but we could make iné®about the mechanisms.”

The second epistemology question (Q6, E2) saidefidst description of
theory-data coordination is that scientists: aydoate theoretical models with multiple
sets of complex, partially conflicting data, b) @et and use only what they can see and
measure quantitatively, c) coordinate one set eénlable results with conclusions
about those observable results, or d) do not atteanyse theory-data coordination if
there are any conflicts in data.” This question wassed four times on the pretest, and
each who missed it either did not put an explanatiosaid their answer was a guess. It
was only missed twice on the posttest, and onécpaaht who did not understand what
the question was referring to on the pretest buitgmht on the posttest commented
“We did this in our morning session!” Another shalneedeep understanding, saying,
“Multiple data sets are examined, which may consaime data conflict, before theories
are offered. Data sets are negotiable and sulgjéatdrpretation, so conflict is

inevitable.”
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In regard to responding to anomalous data, thd #pistemology question (Q8,
E3) asked if scientists: “a) may regularly andaadilly discount anomalous data or
change their theory, b) never discount anomalotes dd data are equally important in
judging a theory, c) always reject data as errosgfoesults contradict the expectations,
or d) typically start an experiment over becaugeaihomalous data aren’t reliable.” This
guestion, missed by seven on the pretest and fothheoposttest, also revealed a high
level of misconceptions. On the pretest, seveditated that all data is equally
important. On both tests it seemed that those wissad the question ignored the “or
change their theory” part of answer “a.” One who gnswer “b” said, “Anomalous data
is important to research. It could lead to othexsions and answers.” Another said “I
think this is what we have discussed the past twesks, but | am not sure if | agree. |
think scientists usually discount anomalous dakeer& are ways to ‘fix’ data and
outliers are often excluded in stats.”

The final question in this group actually fits irdoth the Cognitive Process
section under “Types of reasoning” and the DimamsibEpistemology section under
“Social construction of knowledge.” It asked abthé reasoning methods employed by
scientists in explaining their results, and anseygrices included: “a) simple deductive
reasoning, b) simple inductive reasoning, c) mldtgcceptable argument forms, and d)
simple contrastive argument forms.” Three partiotpa- all science graduate students —
answered “simple deductive reasoning” on the ptetdsile everyone else recognized
that scientists use multiple acceptable argumantgoAs one commented, “There are

many ways to arrive at an answer or understandifigi$ question was missed only one
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time on the posttest (by one who had also missex ihe pretest) and that person did
not give a reason for her answer.
Levels of Inquiry

During Summer |, each participant completed a fdara technology-mediated
inquiry project to be implemented during the follagyacademic year in their personal
teaching situation or a borrowed classroom. Thexe avwide variation in targeted age
levels and specific inquiry topics, but all dealtsome way with environmental issues.
They gave detailed plans for their implementationBowerPoirit presentations on the
final day of class, and at the beginning of Sumtpresented a report on the results of
their implementation. During this second preseatatparticipants’ projects were
evaluated for inquiry level using the Inquiry Lev&libric (Figure 14) and critiqued by
the faculty members present and by each of the ptnticipants. Participants also did
self-evaluations after their presentations. Theltgand participants discussed the
meaning of the categories used on the rubric befeaéuating inquiry projects with it.
Self scores, mean faculty scores, and mean paitgrores are reported in Table 15
and Figure 15. (Larry, the mathematics educatiaalgate student, and Kayce, a science
graduate student, did not return for the seconsi@esnd, therefore, are not included in

these evaluations.)
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Type of Traditional .
Inquiry Hands-on/ | Structured Guided S'tudent Authentic
. : . : Directed Classroom
Inquiry Simple Inquiry Inquiry Inauir Inauir
Task lllustrations quiry quiry
Topic Choice Teacher Teacher Teacher Teacher Teacher/
Student
Question Choice Teacher Teacher Teacher Teacher/ Student
Student
Materials Teacher Teacher Teacher Student Student
Inquiry Design/ Teacher Teacher jleachert Student Student
Procedures Student
Results/Analysis Teacher Teacher/ Student Student Student
Student
Conclusions Teacher Student Student Student Student
Score 1 2 3 4 5

Figure 14. Inquiry level rubric (Modified from Botester, 1998. Reprinted with
permission from the Electronic Journal of Sciendedation.)



Table 15. Inquiry project data

. Implementation Level & Score for
Name Evaluator .
Course Level of Inquiry
. Self 3.5
Deanne -(Ij-g\?glg errﬁécr);essmnal Faculty Mean 3.67
P Student Mean 3.14
Self 3
Kristi 7" grade (Integrated science) Faculty Mean 3.33
Student Mean 3.0
Self NS
Kyle 7" grade (Integrated science) Faculty Mean 3.0
Student Mean 2.64
Self 3
Catarina University freshmen (Geology) Faculty Mean 3.75
Student Mean 3.0
Self 1
Shane Grad'uate students . Faculty Mean 25
(Environmental planning) Student Mean 2 29
Self 4
Amanda University freshmen (Geology) Faculty Mean 3.5
Student Mean 3.86
Upper level university Self NS
Kenneth : . . Faculty Mean 2.33
(Agricultural engineering) Student Mean 2 64
. Upper level university Self 4
Emily (Geology) Faculty Mean 2.67
oy Student Mean 3.9

*Pseudonym

140
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Self, Mean Faculty, & Mean Participant
Inquiry Project Scores
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1.00 + =

0.50 + —

0.00 -

Deannne Kristi  Kyle Catarina Shane Amanda Kenneth Emily

Participant

Figure 15. Level of inquiry scores

Deanne is a former classroom teacher who is cuyrargrofessional
development specialist at a Region Education Sei@enter. Her targeted learners were
K-12 teachers who were currently receiving GLOBdring and had little experience
using imaging and modeling data and little exper@ensing authentic inquiry in their
classrooms. The inquiry question they were to itigate over two GLOBE protocols
was “What causes fluctuations in dissolved oxygaels and how does that relate to the
environmental health of the Texas Coastal MargiD@anne’s goals were for the
teachers to experience inquiry by using technotogccess information and data and
create visualizations using GLOBE imaging, Multi8per GIS. They would use actual

data to construct a model of the effect of dissblorygen in regard to new information
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about factors affecting dissolved oxygen and prietheir solutions to the inquiry
guestion to the other group members. In actualdpstraints from the school districts
regarding high-stakes testing and budget cutstezbinl cancellation of the scheduled
GLOBE training sessions. As a result, Deanne implaed a greatly modified
framework in a workshop setting (one day) for teastof 8-9" grades. The first half of
the day involved a teacher/presenter discussingheuses hand-held data recording
devices in his classroom. During the second halfiefday, teachers first explored
projects posted at the HOB@atalogger web site (http://www.iscienceprojeanto

and then in small groups determined an inquiry tjoleshey could answer by using the
datalogger. After collecting the necessary dawteélachers downloaded it from the
HOBGO® onto the computer, graphed their data, and stthesdconclusions with the
entire group. They were then shown how to accetsss#ds on the web and asked to
model how temperature and day length are relatathad given latitude and create a
representation using Ex&elFinally, each group shared its data source, chiagitude,
and final graph with the rest of the groups.

Deanne scored her implementation between guidadringnd student directed
inquiry (3.5), and the faculty and participant asseents were in the same realm (3.7
and 3.1, respectively). This experience is an examwihow inquiry does not have to
consist of elaborate, time-intensive projects. Aligarning how to collect data using the
handheld dataloggers, participants designed sioqyestions such as “Is the hot water

the same temperature in all the school restroorms@™What part of the room is the
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hottest?” It is obvious that students at a rel&§iyeung age could learn to use
technology to answer questions that they desigmskéves.

Although Kiristi left the middle school classroonatlsummer to become a full
time graduate student in geography education, sthieloped a module to be
implemented with “borrowed”*7and &' grade science students at a local private school
on each Friday throughout a semester. Becauseashexperienced a particular
challenge in teaching osmosis, she designed aremwitation project for students to
investigate the following questions: 1) What is osm? 2) What types of things does
osmosis cause? 3) What does osmosis have to deguthbrium and salinity? and,
What are some examples of osmosis in action inghleworld? Because these students
had not studied science as a separate subjectllmide, she did not expect them to
have experience with or understanding of sciengeiig methods. She planned to
introduce the topic with a model, a toy fish thah @bsorb water, make observations of
absorption using fresh and salt water, and uselBxoeecord and graph their data.
They would then do a scaffolded Internet searclaforodel to explain their
observations. After they discovered a model fortwhay observed (osmosis), they
would test the model in a lab station settingt fingking a hypothesis based on their
model. Finally, they would use GIS to map the s@liaf the Texas Gulf Coast and
predict the effects of high or low salinity on ayhsesing their understanding of osmosis
and water regulation in fish. The final learningguct would be models representing a
real world example of equilibrium due to osmosisisystem or organism, planned and

designed by small groups of students.
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Kristi began the implementation of the project wthie toy fish exercise followed
by the guided Internet search and creation of PBuiaf® animations using a template
she provided. Then microscopes were used to igastosmosis on a cellular level in
Elodea onion peels, and pond water. Finally, studentglooted a guided Internet
search investigating environmental impacts relédeshlinity and osmosis and made
group presentations of research questions bast#teanformation collected in the
search. Kristi and the other participants rateditguiry level as guided inquiry (3.0),
while faculty members rated it slightly higher (8.Students were able to participate in
some of the design of their inquiries but wereineblved in determining materials to be
used.

Kyle designed his instructional sequence for use @i grade advanced science
class to have students answer the question “How doe-point source pollution affect
the water quality in Cameron County, Texas?” Hialgancluded implementing the
TEKS (Texas Essential Knowledge and Skills) statsléor using scientific inquiry
methods in investigations, critical thinking analglem solving, and technology
applications. The students would work on the qoestis a six-week project alone or in
pairs. Background information on the topics of nmint source pollution, watersheds,
groundwater and GIS mapping skills were to be taughblass, and students would
produce a three-dimensional model of a watershddraap local watersheds and river
systems using GIS technologies. They would alsahes®roject WISE web site
(http://wise.berkeley.edu/) water quality investigas to practice inquiry problems. The

final student product would be a PowerPBiptesentation of findings to the class.
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Kyle’s teaching assignment was changed beforeegenhing of school, so he
implemented his module id"frade science classes. His students participatad i
laboratory exercise demonstrating that pollutaf@silizer, food peelings, and washing
detergent) would cause algal blooms in water. Tai®on GIS software (two one-hour
sessions) and PowerPdinwere presented and students did the “Creek Deésii
project from the WISE web site to practice solvinguiry-based problems. Kyle found
challenges in providing adequate computer accegsraiming in GIS for his students
and discovered that the water quality data avaalénl the area is limited. He did not
score his own inquiry level, but the mean faculgmiber classification was guided
inquiry (3.0) and participants as between structiamed guided (2.6). Kyle planned to
implement his module again the following year atrammeased level of inquiry, having
the students first use the WISE web site to exgorentific inquiry problems and then
create their own scientific inquiry problem conaagnlocal water quality.

Catarina, a geology graduate student, had moregixeteaching experience
than the other science graduate students, havilghtaecondary science and served as
a teaching assistant for college chemistry clas¥es planned for learners in an
introductory Geology lecture setting to select andlyze data to explain the
environmental effects of mercury contaminationhie Gulf of Mexico and its potential
impact on humans. They would graph data from Thié @wMexico Program Mercury
Analysis Project using Exdelnd use a simulation model for aquatic ecosystems
(AquatoxX’) to explore the effects of water quality on aquatiganisms. Catarina

planned to work with the professor (her advisorpwias not involved in ITS)
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throughout the semester to acquaint students i@hT used in the project. Students
would work on the inquiry individually or in smaloups over a three-week period from
their home computers with virtual assistance franthrough a web page. The final
learning product would be a written report answgtime problem and providing
evidence to support their conclusions.

In the actual implementation students used comgégabases from the USGS
and EPA as well as the Gulf of Mexico Program welssand selected which variables
to test and the data to use to answer some aspibet esearch question. Catarina found
that, in addition to having IT problems, studen&sevdiscouraged and did not
understand the purpose of the project. As a resthdt planned for a new approach to a
future implementation that would include a grea®phasis on the importance of
scientific inquiry as well as a semester-long timefor the project. She would also give
them more explicit instructions for their final plect: it would include an exposition of
the data collected, analysis of tendencies andi$reand an explanation of the potential
consequences of the trends. | think this would @laéarina the opportunity to explain
the components of authentic scientific inquiry lining the need for justification and
reporting of results and the possible influenceowronmental policy decisions.
Catarina and the other participants rated her imptgation as guided inquiry (3.0),
while the faculty mean score was 3.75, movingasel to student-directed inquiry.
Although the teacher gave an overall questionsthdents chose an aspect of the
guestion to explore, designed their proceduregyatitered data needed in for

exploration.
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Shane, a science graduate student in urban plgrradgsome experience in
teaching GIS and GPS classes and workshops. Healhgplanned to have students
use land use, land cover, and sociodemographiablas data to answer the question:
What is the relationship between land use and rmamtgource pollution in the
watershed you have chosen? Upper level undergieslueauld use GIS operations
(data extraction, projection and/or image regigirgt a runoff model, and analysis of
runoff changes in relation to land use change deioto answer the question over a four-
week period at the end of the semester. They womidin a project proposal shortly
after the assignment was given and turn in a prgjlan halfway through the time
period. Students’ final products would be PowerPopresentations with the results of
their analyses, recommendations, and limitatiortb@f studies and written reports with
data sources, analysis procedures, recommendatnohismitations.

Had this plan been implemented, it would have [stedent-directed inquiry
since although the teacher determined the topit, teacher and students would have
had input into the question and all of the reghefinquiry tasks would have been
student-determined. It would have been an excefipportunity to give students control
and have them experience how environmental reséaaften done by scientists. In
actuality, Shane implemented a much different ptaonly one class period, addressing
the question, “Is ozone pollution normally disttid across population characteristics?
Why or why not?” in a classroom with only one congguHe used GIS, statistical
software and data from the U.S. Census Bureau iamaoaitoring stations to

demonstrate how scientists would look at ozoneugiolh data and relate it to
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demographic characteristics such as race, ageapmoeducation, and housing. He
discussed the results from an environmental anlgastice point of view,
emphasizing the importance of this type of correteatl analysis to local-level planning
efforts. He involved the students in discussior,due to computer limitations there was
no hands-on component to the class. Shane ratguidject in the traditional hands-
on/simple illustrations category (1) while both theulty and participant mean scores
(2.5 and 2.3, respectively) placed this implemeoaslightly above the structured
inquiry level. This is logical in the sense thatdeer and students were involved in the
results and analysis and the students drew coodsisbut Shane’s self-assessment
seems to be more accurate. In actuality, sinceestachad no hands-on involvement, it
should probably not even be classified as inguong,as a demonstration.

Amanda, also a geology graduate student with seahtng experience,
planned an instructional sequence for a beginninygipal geology laboratory class to
have students answer the question “What dynami@ges have humans caused on
sediment transport on the Texas Gulf Coast?” Siggnaitly planned a guided inquiry,
but in the actual implementation she moved towambee student-directed inquiry.
Before the lab, students were asked to read avdimttion to the topic, and at the
beginning of the class she gave a short lecturaedeudission. As an IT component, they
viewed data sets collected on the beach profile®wéral areas in Texas and made
inferences from that data. They then worked witheae-sand table in small groups.
Each group had to make an assessment of a bataediusing the physical model, and

in the process, create a hypothesis, design animed, collect data and make
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observations, and report on their results. Aftes &éxperience, they each did an
individual written report assessing the importaotadding a seawall to the Outer
Banks barrier island system. Amanda rated her lefvelquiry as student-directed
inquiry (4), while the faculty and other particigsuscored the project as between guided
inquiry and student-directed inquiry (3.5 and 31@8pectively). Problems with her
implementation included having to implement in amionment where she was not the
regular laboratory teaching assistant, using @fft structure for the lab than the usual
cook-book experiences students were used to aackaf scaffolding on the topic by
the lecture component of the course. This emphasieeneed for students to be
comfortable in their laboratory situation with timstructor and to be trained in the
inquiry process.

Kenneth, a biological and agricultural engineendogtoral student, planned his
implementation for a five-week period of two-hoablclasses per week and a target
audience of upper level undergraduate studentsanfiticus on environmental or water
resources engineering. The inquiry problem waswhat extent does the orientation of
spatially distributed curve numbers influence rdimadculations within a watershed?”
and students were to formulate and test a hypatliesa case study using both
“lumped” and distributed analysis techniques. Tihalflearning product for each
student was to be a presentation and a projecsiteeloontaining a formal engineering
report representing the integration of smallervidilial inquiries made over the course
of three lab sessions. The students were to apphntques learned (GIS for

visualization and manipulation of data and MatLaeRse 13to simulate and
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visualize outputs) to a study area of their choikenneth implemented his module as
designed, but found that it took ten weeks instddd/e to complete. He felt that
students realized the value of the experience amdldped skills that would be
important to them in the future. He did not rate énvn inquiry level, but the faculty and
participants rated the module between structuredgaided inquiry (2.3 and 2.6,
respectively). Although his students were ablehoose their study area, other
components of the inquiry were determined by tlaeher.

The final science graduate student, Emily, had sexperience as a teaching
assistant in chemistry and oceanography. She plaama@mbitious implementation
project for use with university juniors and senimran environmental geochemistry
class. The inquiry problem to be investigated wasw does the damming of Texas
watersheds affect the water quality in differenttkEgystems and the associated
sedimentary biogeochemistry?” She planned to hladeats collect data from model
sediment cores created in Winogradsky columns, coapplex data sets using GIS,
analyze the data, determine data trends and hygingheise external models to make
explanations, create their own animated modelgyuRawerPoirft, and draw
conclusions about the Earth systems exploredn alone-week time period.

Emily field tested her plan during the fall semestean upper-level
environmental geology class with 15 students owbree-week period of time.
Scaffolding for the inquiry-based learning moduielided PowerPoifitlectures,
assignment of background reading materials, arithtdogy tutorials. Emily’s students

created physical models (Winogradsky columns) whiggg determined the setup and
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treatments — soil type (marine or wetlands sedig)etite type of organic matter added
to the columns (oil or molasses) and whether toenth& column hypoxic or anoxic by
choosing whether or not to aerate. They also dddwev they would measure changes
in the column. Suggested methods were the useligbalved oxygen meter, a microvolt
meter, addition of non-galvanized nails, or a digitamera to track color changes. They
created information technology models using gedgajmformation systems (GIS) and
Excel’ to model and analyze large-scale data sets akthliman impacts to the
environment and used PowerP8im illustrate their mental model of eutrophication
processes and sediment biogeochemistry. In rateglégree of inquiry used, Emily and
the other students rated her project as studesttdnl inquiry (4), while the faculty
mean score (2.67) placed her project between ateatinquiry and guided inquiry. The
module seems to fit well into the category of gdidequiry (3) since for this level the
teacher determines topic, question, and matenmlgte teacher and student together
determine the inquiry design and procedures. Bititignthe materials, Emily
effectively took away some of the choices and madhedoroject away from student-
directed inquiry.

Problems in consistent rating of inquiry level bg individuals, participants, and
faculty members probably have several causes. ¢figdt, | did not do sufficient
training of raters to ensure that everyone wouldéhe same page about terminology.
In some cases, a part of the implementation preyaststudent-directed but the majority
of it was not, so raters used different criteriadetermining a score. In other cases, what

was planned was far different from what was acpuatplemented and no clear
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instructions were given on which part of the projecscore. For the most part, however,
scores on these implementation efforts fall inrdrege of structured inquiry to guided
inquiry, with some movement toward student-directepiiry. None provide examples
of what Bonstetter (1998) or Chinn and MalhotraO20would consider the highest
level of authentic classroom inquiry, where studdrave input or control over every
part of the project. Furthermore, teachers of oftledents did not consistently
implement at a significantly higher level of inquthan teachers of middle school
students. Most reported problems with trying tesdicient scaffolding in a limited
time frame for students to truly be in charge @fthearning. Results seem to confirm
the idea that students need to be “trained” inimyga order to feel comfortable with
using it.
Discussion

Results of the Nature of Authentic Inquiry pre- qnusbttests revealed a
statistically significant difference in scores. #lfee SCM-ITS educators’ initial scores
were higher than any of the science graduate stsidegores. It is possible that
educators were more aware of NOS concepts in th@mieg because of prior exposure
and the specific inclusion of NOS concepts in tb&dk Essential Knowledge and Skills
(TEKS). Posttest scores improved for seven of ihet SCM-ITS participants; the one
participant whose score decreased (by one comseter) was an educator. Two of the
graduate students’ scores improved by five comastvers, indicating an openness to

change and new ideas.
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NOS concepts were addressed explicitly in the aducaortion of the ITS
experience that first summer and the four SCM-IGi8rdists were aware of the push
toward of teaching NOS concepts and tried to addiremm explicitly whenever
possible. This supports the assertion that NOSeqaisanust be taught explicitly (Abd-
El-Khalick & Lederman, 2000), since one would exptee science graduate students
who were at least somewhat experienced in scieméBearch to have scored at least as
high as the educators on the pretest if NOS coaaaptld be easily learned by
experiencing authentic scientific research.

Questions which caused the most difficulty deathwie varied facets of
“scientific method.” Misunderstandings of the natof theories, laws, and hypotheses
as well as the idea of one inductive, atheoretmakntific method” are pervasive myths
or misconceptions concerning the nature of sci¢hi@omas, 1998; Windschitl, 2004).
Windschitl's “folk theories” of inquiry include thiglea that different forms of scientific
inquiry are, to a greater or lesser degree, ptasdrfas in THE scientific method),
social, differently directed and differently enatt&ince the meaning of scientific
inquiry is situated by culture and discipline aaadonstantly changing as it is practiced,
the enactment of inquiry occurring in classroomgethels on the teacher and reinforces
various aspects of the folk theories. These aenafimplistic and linear and obscure the
complexity and reiterative nature of authentic sceeas it is practiced by scientists in
the field.

Since teachers and science graduate studentsoahecps of schools — and even

college science classes — that use typical clagsioquiry rather than authentic
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scientific research experiences, it is not sumpgshat there would be misconceptions
about the cognitive processes and epistemologiaatbentic inquiry. The experiences
of doing environmental science in an authentic neaimthe SCM-ITS group and of
reading and receiving instruction about autherdiersce resulted in a positive change in
the participants’ understanding of authentic ingais shown by the improvement in test
scores over the course of Summer I. At the enduafr8er Il participants had the
opportunity to practice authentic science as tlodyesl real-life environmental problems
affecting the local area.

The inquiry incorporated in the modules writtentbg participants was
predominantly guided inquiry, where the teacherosles the topic and question and
selects and provides the materials used. The dtaderteacher both have input into the
design and procedures used, and the student leasespbnsibility for collecting and
analyzing data and drawing conclusions. Approxityatee same level of inquiry
occurred at all levels represented by participé®s6 and adults). The challenge for
educators is to “develop simpler tasks that caoarged out within the limitations of
space, time, money, and expertise that exist icldmsroom. The goal is to develop
relatively simpleschool inquiry task¢hat, despite their simplicity, capture core
components of scientific reasoning” (Chinn & Maltagt2002). The first step in the task
is to acquaint teachers with authentic science ta@@&CM-ITS experience was a step in

the right direction.
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Test Scores and Mean Inquiry Level Scores

I Pretest score
@ Posttest score

Test score

——Inquiry level

Inquiry level score

Figure 16. Authentic science scores compared taiindevel scores

An examination of the scores on the Nature of AaticeScience pre- and posttest
compared with the total mean inquiry levels forleparticipant reveals no consistent
relationship. (See Figure 16.) The person withhilglest inquiry level score, Amanda,
had one of the lowest test scores, while those thighighest posttest scores, Deanne,
Kristi, and Catarina, had mid-level inquiry scoremjuiry level was far less
“controllable” than the scores on the AuthenticeBce instrument; too many variables
affected the inquiry projects. A combination oftfars influenced it, including the
grade/level at which the project was implementedi lsow ambitious the project was. If
the teacher had to spend a great deal of timedddaff) the skills necessary to

accomplish the project, the inquiry rating was lowvlénus, it is not unexpected that high
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test scores do not translate into high inquirydgrejects. The inquiry project
assignment was not modeled after the Chinn and dfi@lcriteria for authentic inquiry;
a better fit of the assignment and assessmentsesight have occurred if the two had
been intentionally aligned.

Implications
Although there is a great deal of confusion andglieement among “experts” about
what inquiry means, most science teachers woulgeatipat it involves asking questions
and constructing explanations. According toNagional Science Education Standards
“Scientific inquiry refers to the diverse ways imieh scientists study the natural world
and propose explanations based on the evidencgeddrom their work. Inquiry also
refers to the activities in which [students] deyekmowledge and understanding of
scientific ideas, as well as an understanding of baentists study the natural world”
(p- 23). Inquiry provides opportunities for studetd experience the nature of science by
engaging them in the practices of scientists. Thinanquiry, students learn how to
obtain and make sense of data and to generateotheiknowledge and understandings.
Decisions about the degree of inquiry to be impletee in a given situation depend on a

variety of factors, including:

student maturity, cognitive development, and exgrex@ with inquiry,

subject matter,

time constraints, and

resource availability.
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This research suggests that implementation of iggnithe classroom at all levels (K-
16) also depends on the teacher’s understandingdkiof understanding) of scientific
inquiry. The model-based, theoretical nature otiingproved difficult, and even the
science graduate students evinced naive assumptions inquiry. Disciplinary
background also influenced graduate students’ wtaledings. A required course in
philosophy of science might be in order for bottufa scientists and science teachers.
Ideally, as teachers become more comfortable withemtic inquiry they are
more likely to relinquish control of learning tcetistudents. As students develop and
gain experience with inquiry, teacher directionrdases and student self-direction
increases. The results of this study indicatewmtaking on a collaborative team in an
authentic scientific setting can help educatoiseilcome more aware of the nature of
authentic scientific inquiry and to incorporateuirg into their lesson plans and learning

modules.



158

CHAPTER V

SUMMARY, CONCLUSIONS, AND IMPLICATIONS

Introduction

Scientific inquiry as a way of investigating andreing lies at the heart of this
dissertation. Its purposes are to enhance the stadeling of how inquiry is carried out
in collaborative teams, how adult learners comantoinderstanding of inquiry, and how
working in collaborative teams can enhance edusatise of inquiry in the classroom.
Four research questions drove this study): How do members of a collaborative team
of informed novices with various levels of distried expertise problematize and solve a
complex environmental science issue using web-badeanation and IT analysis
tools? 1b) What are the similarities and differenicethe way a collaborative team of
scientists with distributed expertise and collabweateams of informed novices with
various levels of distributed expertise problen&atind solve complex environmental
science issues? 2a) How does working in a colldiveracientific team improve
informed novices’ understanding of the nature @ghaatic scientific inquiry? and 2b)
How does working in a collaborative scientific teanpact their instructional products
translating authentic scientific inquiry into cle®sm experiences?

Inquiry-based education had its beginnings in thecational theories of
pragmatist philosopher John Dewey (1859-1952), wha,1909 speech before the
American Association for the Advancement of ScieffoRAS), asserted that science

teaching emphasized the accumulation of facts @fiedmation and neglected science as
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a manner of thinking and a method of investigafiMgtional Research Council, 2000).
He emphasized the importance of students learhgtocesses by which science is
conducted by scientists rather than just memoriaibgdy of knowledge. Driven by
Sputnik and the space race, development of cuumeuhaterials that involved students
in doing science began in the 1950s and 1960s.yT tavever, almost a century after
Dewey’s address to the AAAS, educators are stiliggfling with incorporating the use
of inquiry in the classroom in an authentic manner.

The remainder of this chapter is divided into thgseetions. The first section
presents a summary of the purpose of the studytanaethods. Section two recounts
the findings and conclusions relating to each efréssearch questions and discusses the
basis for those conclusions. The final sectiorectfl on the implications of this study.

Summary of the Study

The goals of this study were a) to reach a deep@enstanding of how
collaborative teams composed of experts and nowithsdistributed expertise interact
to problematize complex problems in the field ofiemnmental science and (b) to
determine the effect of working in this collabovatteam environment on participants’
understandings of the nature of authentic scientifijuiry and their ability to translate
these understandings into the science classrosecandary and college levels. In order
to achieve these goals, the study used mixed meihotlding both qualitative and
guantitative data analysis to look at one scientdam — Sustainable Coastal Margins
(SCM) — participating in the NSF-funded Informatidachnology in Science (ITS)

program at Texas A&M University. Participants inbba four scientists/faculty
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members from diverse departments in the universdyen science graduate students
and three science educators who met together bg#-fbr two three-week sessions over
a period of two summers. The goal of the SCM-IT&neavas to use information
technology (IT) to improve understanding of theiemvmental problems of the Texas
Gulf Coast. This setting offered an opportunitygtody collaborative problem solving
involving distributed expertise in a group of exgaand in groups of informed novices
during a professional development experiencesti affered a context for observing
how this experience affected the novices’ percagtiaf the nature of scientific inquiry
and how they translated these perceptions into thessroom products.

During Summer I, SCM faculty modeled complex probkolving and provided
scaffolding for the skills needed to perform thyipe of problem solving in each of their
disciplines: geology/biogeochemistry, agricultuzalironmental engineering, civil
engineering/hydrology, and environmental/ecosygt&anning. Participants worked
together in collaborative groups to practice thegks. They also spent one-half of each
day working with education research faculty on ioyang IT skills, exploring NOS
concepts, and developing an understanding of iggnethods. During the three weeks,
they used the skills they were learning from sotesied education research faculty to
design an inquiry project to implement in theirssieooms during the subsequent
academic year.

Summer Il began with SCM-ITS patrticipants reportihg results of piloting
their implementation projects in their classrooifsroughout the remainder of the

session, they revised and improved the designesktiprojects for use in an action
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research study in their classrooms the followingry&hey spent SCM team time further
scaffolding the scientific skills and NOS undersliaigs they gained the previous
summer, participating in a field trip to the Texaglf Coast, and learning about
motivating students and assessment techniquesitnce teaching. The culminating
activity of the session was for interdisciplinanflaborative teams of experts and
novices to select environmental issues and desgyions for them.

Data of various types were collected from a nunafesources. Participants
completed questionnaires before the program begakept journals during the first
summer session, and both participants and facudtyloers were interviewed. The
researcher took field notes, collected classrodifaets, and administered surveys.
During Summer |, pre- and posttests were giverssess participants’ views of the
nature of authentic scientific inquiry. Implemeiaatprojects were self-evaluated and
rated by faculty and peers, and final projects f@mmmer Il were evaluated by a team
of outside experts.

Conclusions

In response to the first research question, “Howndonbers of a collaborative
team of informed novices with various levels oftdmited expertise problematize and
solve a complex environmental science issue uselgbased information and IT
analysis tools?” a number of conclusions can bealifaom the results of this study. In
order to problematize complex environmental issaash group had to first generate a
significant problem for investigation through refiien, brainstorming, and collaboration

(Radinsky et al., 1999). Then they had to agreeconmon conceptual models of the
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processes involved, collect data, and finally gateea proposed solution. Constant
reflection and discussion (metacognition) as wekansideration of financial and
cultural factors had to occur throughout the precaad sometimes required groups to
reconsider and change their strategies. Familiaritly information technology (IT)
tools, including the computer, the Internet withassociated complex databases, and
geographic information systems and other softwan@yed to be essential to the
successful completion of the project. Participdnisid working collaboratively or
cooperatively in groups with distributed backgrosiiaed levels of expertise to be a
generally positive experience. Group members lebtoeonsider different points of
view and different approaches to solving complecbpgms. They found that
collaboration generally saved time and that hagirayps with distributed expertise
enabled them to learn from each other, especialiggards to software skills. They also
learned that it is necessary to actually teacms@ieinquiry skills.

The approaches taken by experts to solving complestructured problems
varies somewhat depending on discipline. Scienftista different disciplines have
different points of view, use different methodokegjiand make different assumptions
about facets of the problems. The process of defithie problem was a sticking point
for the four scientists/faculty members in thisjpod, who describe their approaches in
different ways influenced by their perspectives:

* Reductionist moving to systems standpoint. Thisiraiscientist begins

solving a problem by reducing it to its componearttp and identifying the

individual variables that influence the problem aedching an understanding
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about each process involved. He then looks atitheegses as a system
operating in space and time, interacting and imitireg each other.

* Focused, empirically data-driven approach. Thidiaggscientist/civil
engineer collects data before defining the prohpanameters. He would
begin with specific processes in mind (in the aassd in this situation, water
quality and quantity).

» Practical, environmental engineering design apgroahis applied
scientist/environmental engineer begins by definirggsystem being dealt
with while looking at the big picture, includingetlspecifics of what needs to
be measured and the limitations of the problem.v&tdd then consider the
constraints and priorities, including budget.

* Interdisciplinary ecosystem planning approach. Boisial scientist considers
the boundaries of a system as defined by ecoldgioalonmental factors
(not human-imposed factors) and then the interadigtween natural
resources and socioeconomic factors.

Although there are no general rules for solvingituctured problems, problem solving
in different contexts and domains utilizes differskills (Jonassen, 1997). These four
scientists seem to fit into one of two problem-gavperspectives. The first two
described above are reductionist — they begin blihg at individual components of a
problem and understanding the processes involhed; they move toward looking at
the system dynamics. The second two take a systppreach from the beginning, first

defining the boundaries of the system and thenideriag its individual components.
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The two pairs are also divided along another limehether or not they consider
socioeconomic factors as primary concerns in fx@blem solving. It is interesting that
the two engineers fall on opposite sides; it sedrasthe division is between enterprises
that have environmental/ecological consideratidribeforefront and those that do not.
Those who do must from the start of the problemisglprocess be cognizant of
interdisciplinary factors that might affect the carne.

The role of gender in science began to be studi¢id last part of the twentieth
century as feminists began to highlight the assiociaof masculine qualities with
science (Keller, 1995). Faulkner’s (2000) discussibgender and dualism in
engineering reflected on the technical/social dgdion that is related to stereotypes of
masculine, technology-focused instrumentalism anadiriine, people-focused
expressiveness. These two are sometimes consittebednutually exclusive and
engineers often see themselves as instrumentaitsidew social skills. For example, in
an interview the civil engineer asked if | knew tliference between an introverted
engineer and an extroverted engineer. When | i itiat | didn’t, he told me, “An
introverted engineer looks at his shoes when lks talyou; an extroverted engineer
looks at your shoes when he talks to you.” Faulkoecluded that the engineers in her
study “tend to gender thaitlescriptionsof what they do more than they gender their
actualpractice (p. 784). With a sample of only one female angémales, all of whom
trained in different fields, it would be presumpiigdo conclude that any observed

differences in problem-solving approaches weretdugender.



165

Successful collaborative problem solving requiredding an element of trust,
especially in interdisciplinary situations wheréelient perspectives are brought to the
table. There seemed to be a resistance to chadge different perspectives at the
beginning of the ITS program. As trust grew, howewepenness to other approaches
and awareness of different perspectives increased.

The second part of the first research questiondaskéhat are the similarities
and differences in the way a collaborative tearmcoéntists with distributed expertise
and collaborative teams of informed novices withous levels of distributed expertise
problematize and solve complex environmental seiessues?” Since there was a large
percentage of science graduate students on thet8&| the informed novices had a
great deal of expertise in some areas and sevatladdme previous experience in
conducting scientific research. Nevertheless, thae some common threads running
through the analysis of the results of the finajget for Summer Il — to identify an
environmental problem and develop a solution to it.

Consideration of the results of the final projemtaals more similarities than
differences. The three informed novice groups &edeixpert group all had problems
with finding and defining an acceptable problem #reh focusing on a testable
guestion. The group that had the best problem dpuatnt was one of the informed
novice groups, but they chose a problem that onleeofiroup members had worked on
extensively in his graduate studies. The same gatagphad the best model and

predictions development and in general paid mdemabn to the systems. Two of the
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novice groups had problems with collecting relev@att, and the expert group, although
they collected a great deal of good data, did in&tit well to their research questions.

Probably the most pervasive problem throughouball groups was a lack of
collaboration, which Kneser and Ploetzner (2001ndeas mutual engagement of
participants to solve a problem together. Two el@sare common to most definitions
of collaboration: working together toward a mutgaél and knowledge sharing
(Bronstein, 2002; Hara et al., 2003). What wentroall four SCM-ITS groups was
often more cooperative, with labor divided among plarticipants, than collaborative,
and this seemed to be even more of a factor foexpert group than the novice groups.
The experts divided tasks according to expertiseth@n all four never really
communicated as a group again, resulting in arlatlo share ideas and findings and to
build a cohesive product.

There is little doubt that this sort of behavioipedes the success of many so-
called collaborative groups composed of expertshEexpert brings to the table his or
her perspective and approach to problem solving uatess true communication of
ideas and points of view takes place on a regusisbcollaboration will not occur. This
research supports previous findings that the straatf a successful collaborative group
requires effective leadership, purposeful oppotiesmifor communication of ideas and
findings, openness among its members to compromiska willingness to share
responsibility (Bronstein, 2002; Hara et al., 2003)

The Sarewitz (2000) model of the “geologic view"arfvironmental problem

solving provided inspiration for the revised mogedposed by the researcher in Chapter
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3. The recursive interactions among the variableiewbserved to occur in the SCM-
ITS problem solving experiences, although on a kenatale and over a shorter period
of time. Recognition of the role of metacognitiamidg both the scientific and
sociopolitical phases and the cyclical structuréhefprocess is essential to an
understanding of what goes on in distributed exgeatip problem solving.
Environmental science research is unique in itkigion of aspects of many other
sciences and the complexity and “messiness” inlhémeanvironmental science are
portrayed in the non-linear nature of the model.

The second research question dealt with natureiehce (NOS) concerns. The
first part of the question asked “How does workim@ collaborative scientific team
improve informed novices’ understanding of the natf authentic scientific inquiry?”
To answer this question, | designed and gave as-apd posttest the Nature of
Authentic Science Test based on the authentic seiprocesses and epistemologies as
described by Chinn and Malhotra (2002). They dedinthentic scientific inquiry as “the
research that scientists actually carry out” ()1 Their premise is that classroom
inquiry activities usually fail to capture the cdatiye processes and epistemologies of
authentic inquiry. This test was given at the bemig and end of the first summer
session, when there was a concentration of aetsviglated to the nature of science both
in the morning and afternoon sessions.

The test was given to the entire ITS cohort andélelts of the SCM-ITS
participants were compared to those of the entmamgfor purposed of validation. There

was a significant difference (.000) found in the-pand posttest scores of both groups.
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The SCM-ITS group showed a greater pre- to poggiast (8.75 to 11.00 mean score)
than the entire group (8.94 to 10.52 mean scorethmidifference was not statistically
significant.

It was interesting to note that all three SCM-ITdBi@ators’ initial scores were
higher than any of the science graduate studecwsés. It is possible that educators
were more aware of NOS concepts in the beginnicgumee of prior exposure and the
specific inclusion of NOS concepts in the TexaseBtal Knowledge and Skills
(TEKS). Posttest scores improved for seven of ihet SCM-ITS participants; the one
participant whose score decreased (by one comsgtex) was an educator. Two of the
graduate students’ scores improved by five comastvers. NOS concepts were
addressed explicitly in the education portion & ERS experience that first summer and
the four SCM-ITS scientists were aware of the posfard teaching NOS concepts and
tried to address them explicitly whenever possibles supports the assertion that NOS
concepts must be taught explicitly (Abd-El-Khal&K_ederman, 2000), since one
would expect the science graduate students who seenewhat experienced in
scientific research to have scored at least asdsghe educators on the pretest if NOS
concepts could be easily learned by experiencitigeatic scientific research.

On the Nature of Authentic Science test, the elepestions dealing with
cognitive process showed mixed results from prgatsttest. Five questions were
missed fewer times on the posttest than on thestrdétvo were missed more times on
the posttest, and four showed no change from prpesttest. The question about

scientists generating their own research questi@ssnot missed on the pretest but
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missed by two of the science graduate studentsepdsttest, perhaps due to an
increasing awareness of the influence of fundisges on research topics.

The four questions concerning study design showgmiavement, including
guestions dealing with selecting variables, plagmrethodologies and using models,
but no change was seen on the question dealingcarttrolling variables. The “correct”
answer to the variables question was different tharanswer given by Chinn and
Malhotra (2002). The SCM-ITS scientists often usenis of inquiry that are more
descriptive than experimental; thus no controlseds The SCM-ITS patrticipants had
read the Chinn and Malhotra article during theises&and even though they received
experience in a discipline where controls are yateted, the differences in the types of
inquiry used by scientists were not apparent tathe

The topic of observer bias was addressed in aigudsiat was missed only once
on the pretest and three times on the posttestyEwee it was missed, however, the
written explanation of the answer given indicateat the participant was aware of the
problem with observer bias. It is possible thatwleding of the question or answer
choices led to misunderstandings.

The cognitive process of explaining results wasi$ec on by two questions.
They both concerned transformation of observatansfinding experimental flaws, and
were missed the same number of times on the pcepasttests (twice and once,
respectively).

In the “Developing theories” portion, the questtbat caused the most trouble

referred to scientists constructing theories pasituy mechanisms with unobservable
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entities and was missed five times on both the gnd-posttests. This is a very abstract
concept, and the misconceptions are apparentlypansistent. Misunderstandings of
the nature of theories, laws, and hypotheses dsawéhe idea of one inductive,
atheoretical “scientific method” are pervasive nsytint misconceptions concerning the
nature of science (McComas, 1998; Windschitl, 2004 usual type of inquiry
experiences practiced in school science simplyeserdemonstrate easily observable
regularities and do not encourage students to dp\taeories to explain underlying
mechanisms (Chinn & Malhotra, 2002). Windschitladses the oversimplified, rigid
way of doing science as “folk theory” and points that it fails to portray science as a
way of thinking and knowing the world. To aid prasee teachers in reaching a
theoretically grounded understanding of inquiry gldgocates using inquiry experiences
that are based on theoretical models in methodsesw@and including class discussions
that “make explicit the tenets of model-based ingthat remain invisible in the
protocol of the traditional scientific method” §08).

Awareness that scientists coordinate results frartipte studies increases from
one test to the next (missed three times and ameréspectively).The fact that scientists
study other scientists’ research for several puepegs very clear to the participants.
Only one missed it on the pretest, and everyoné gotrect on the posttest. Written
answers showed an appreciation for the role of paéew in the inquiry process and for
keeping current with other scientists’ research.

Four guestions were related to Chinn and Malhotzasensions of

Epistemology; answers to these questions wererdlsenced by the widely-held idea
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of a single “scientific method.” The first concedhe purpose of research, which states
that scientists aim to build theoretical modeldwihobservable mechanisms. This
guestion was missed five times on the pretest amdtimes on the posttest. Again, this
is a rather abstract concept closely related tahtbery-building question discussed
above and misconceptions were persistent. Thistneas probably to be expected,
based on the findings of previous research (McCod2@8; Windschitl, 2004). The
second question pertained to theory-data coordinaind the coordination of theoretical
models with multiple sets of complex, sometimegiahly conflicting, data. This
guestion, missed four times on the pretest ancetercthe posttest, was clarified, at
least for some participants, by the activitieshef ECM-ITS group. They became aware
of the complexity of data sets used by environniestgi@ntists and the inevitable
conflicts that arise. The third epistemology qumstielated to how scientists deal with
anomalous data by discounting it or changing ttigories. This question was missed
seven times on the pretest and four times on tedgsh;, again some misconceptions
seemed to persist despite instruction and expeasgerizuring Summer |, students were
not involved in gathering their own data, but weneen data sets by the scientists and
possibly never had anomalous data to be discou@teel of the nature of science tenets
that is often misunderstood is the tentativenessigice; many people feel that
scientific knowledge is absolute and never chaliigeomas, 1998). Research has
shown, however, that explicit nature of science 8)@struction combined with
authentic research experiences and reflection esgiarticipants to move from naive

views of NOS to more enhanced understandings (Sthwhal., 2004). The fourth



172

guestion on this topic dealt with the “Social constion of knowledge,” and applied
equally well to the Cognitive Process section netato types of reasoning employed by
scientists in explaining results since both stéted scientists employ argument forms as
a method of authentic inquiry. This question wassad three times on the pretest and
once on the posttest. All who missed it were s@agraduate students, and they took the
position that scientists use simple deductive neiagpinstead of multiple argument
forms. Again, the influence of the concept of agirscientific method is evident.

Chinn and Malhotra (2002) categorize most of thedisaon research activities
used in schools as simple experiments, simple vasens, and simple illustrations.
They argue that these classroom inquiry tasks toefiect the essential characteristics
of authentic scientific inquiry. In a footnote tsldiscussion of folk theories of inquiry,
Windschitl (2004) explains:

Around the middle of the 0century, the Scientific Method was offered as a

template for teachers to emulate for the activitgaentists (National Society for

the Study of Education, 1947). It was composechgfvdnere from five to seven
steps (e.g., making observations, defining thelprobconstructing hypotheses,
experimenting, compiling results, drawing conclasip Despite criticism
beginning as early as the 1960s, this oversimgiifiew of science has proven
disconcertingly durable and continues to be useaxdiaissroom [sic] today

(DeBoer, 1991), thus dismissing the complex, cveatand imaginative nature of

the scientific endeavor (Abd-El-Khalick & BouJaoud897; Lederman, 1992).

(p. 509)
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Since graduate students are products of schoaid €wen college classes — that often at
best use naive classroom inquiry for teaching sei@md our teachers rarely have
authentic scientific research experience, it issupprising that there would be
misconceptions about the cognitive processes aisteemlogies of authentic inquiry.
The experiences of doing environmental scienceiawthentic manner in the SCM-ITS
group and of reading and receiving instruction alaathentic science resulted in a
statistically significant change in the participgininderstanding of authentic inquiry as
shown by the improvement in scores on the Natureutiientic Science test. At the end
of Summer Il participants had the opportunity tagtice authentic science, albeit in a
very limited time frame, as they solved real-lifesreonmental problems affecting the
local area.

The final research question was “How does workimg collaborative scientific
team impact their instructional products transtathentic scientific inquiry into
classroom experiences?” Participants designedmpgubdules using the information
they learned in ITS and piloted them in their adlaems. They reported on their modules
and the implementation at the beginning of Summemid the level of inquiry used in
the modules was rated by the individual, the facahd by the other students. The
rubric used was based on a modification of Boretst(1998) inquiry levels. The level
descriptors and scores were:

» Traditional hands-on/simple illustrations (1),

» Structured inquiry (2),

* Guided inquiry (3),
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e Student directed inquiry (4), and

* Authentic classroom inquiry (5).
There was a variation in the levels of inquiry inmarated in the modules. Most scores
fell into the area of guided inquiry. At this lewdlinquiry, the teacher chooses the topic,
guestion, and selects and provides the materials. d$he student and teacher both have
input into the design and procedures used, andttltent is responsible for collecting
and analyzing data and drawing conclusions fronrekalts. The design of the inquiry
modules reflects Chinn and Malhotra’s (2002) desicm of inquiry and the difficulties
of designing authentic classroom inquiry.

Authentic scientific inquiry is a complex activitgmploying expensive

equipment, elaborate procedures and theories yhegidcialized expertise, and

advanced techniques for data analysis and mod@ngbar, 1995(Kevin

Dunbar, 1995); Galison, 1997; Giere, 1988). Schizalk the time and resources

to reproduce such research tasks. Instead, edscatmt necessarily develop

simpler tasks that can be carried out within thetitions of space, time, money,

and expertise that exist in the classroom. The igdal develop relatively simple

school inquiry task#hat, despite their simplicity, capture core congras of

scientific reasoning. (p. 177)

Even at the university level, it is not easy toorporate authentic inquiry into the
classrooms, especially for graduate students wiaevarking within someone else’s
classroom. Class size, limited computer accesspegunt availability, and time

constraints affect the teaching of science in dhemtic manner at all levels. Most
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inquiry activities found in textbooks reflect fewmone of the cognitive processes from
authentic science and, as a result, these tasksgspn epistemology in conflict with
that of science as practiced by scientists (ChirMahotra, 2002). Due to this, until a
person works as a research scientist, many okteres of authentic science remain
obscure. The need to develop classroom sciencatigstithat incorporate authentic
cognitive processes and epistemologies becomesatngein order for our students to
begin to understand authentic science. The SCMel&rience was a step in the right
direction for its participants.

There were several limitations to this researctvas$ conceived as a study of one
segment of the ITS program and therefore all coraptshad to be prepared at the
beginning of the first summer session of CohorAH.a result, time to prepare was
limited. Due to operator errors, the discussiongroblem solving by faculty and
participants on the first day were not recordeddter analysis. Ideally, the Nature of
Authentic Science test should have been given agalme end of Summer Il. Interview
guestions and guiding questions for the journaldcchave been more helpful if they
had been less generic. Several of the group whe grxduate students in science or
education were not required to complete their ingprojects because they served as
mentors for others in Summer Il and this limited #ample size, but the rich data
collected from those remaining offered importasights into how inquiry is

implemented in classrooms.
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Implications

The Sustainable Coastal Margins scientific teamtireegoals of ITS through its
activities. The interaction between the facultyestists, science graduate students, and
science educators was stimulating and productiganTmembers profited from the
distributed expertise within the group; the edusatearned about the discipline and the
scientists learned about teaching and learning bBnefits to both groups can have far-
reaching impacts on secondary and post-secondamyees. Research projects by SCM
team members that were outgrowths of ITS includtidy of laboratory experiments in
an introductory geology course and a study of sathuh experiments in an
undergraduate agricultural engineering class. Thegjects have added to the
knowledge base on learning and teaching science.

Learning science doesn’t have to be restricteebttbboks — if teachers learn to
use technology to do science collaboratively théweseand then use that knowledge to
support inquiry learning, they can transform the&ching to include those components.
According to Bybee (2000), “To implement inquirythre classroom, we see three
crucial ingredients: (1) teachers must understaadigely what scientific inquiry is; (2)
they must have sufficient understanding of thecstme of the discipline itself; and (3)
they must become skilled in inquiry teaching tegaes” (p. 30). The SCM-ITS
experience gave participants the opportunity tcesstdnd one mode of scientific
inquiry by having them experience it firsthand thgh using complex databases to solve
environmental problems. Faculty members helped tieamh an understanding of the

structure, techniques and methodologies of theglise of environmental science. It
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also gave them the opportunity to design and praatiquiry teaching techniques and to
receive feedback on their efforts. The ITS progveas able to accomplish its goals of
producing education specialists and disseminatuaity professional development
experiences.

Science education activities that are currentlylalbe could be easily modified
to include more of the components of authentic iiygéor example, asking questions
that encourage reflection and metacognition witlmractivity would increase its
authenticity. Preservice teacher training shouddlitle experience in authentic scientific
inquiry as well as instruction in how to increalse authenticity of classroom science
activities. Professional development for experieneachers should also include
opportunities for them to participate in authesteentific inquiry with scientists
through programs like ITS.

For true interdisciplinary collaboration to be sessful there needs to be a
willingness to participate in the activity and trasnong the collaborators. There is a
need for more research to aid in understandinglifferences in problem solving
approaches among the various scientific disciplaresthe effect of these differences on
collaborative activities. Further research is néededetermine if the model of
“contested collaboration” described by Sonnenwafb6) as occurring among
information system designers is applicable to yipe of group interaction and
interdisciplinary collaboration that occurs amongestists working on environmental
issues. The effects of gender differences on ttegantions between collaborative group

members, whether gender influences problem-solstrajegies employed by scientists
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and engineers and whether single-sex groups intéiféerently than mixed groups are
other areas needing study. Another avenue of rds&sould to compare how
distributed groups of environmental scientistsdunodels in solving problems to the
findings of Dunbar’s (1999) research on how groofpsiolecular biologists and
immunologists collaborate and use distributed neiagpin model building.

SCM-ITS offered an excellent context for studylud effects and processes of
distributed interdisciplinary collaboration in swlg environmental problems. Despite
the presence of various roadblocks resulting inencmoperation than true collaboration
in some of the groups, primary benefits of intecifiBnary collaboration observed in
this setting include the synergy that occurred agnuarticipants, creativity brought to
the projects, networking opportunities, and shavetk load. Exposure of the SCM-ITS
faculty, science graduate students and educatdng tpractice of inquiry in a
collaborative setting was a growth opportunitygome that could lead to better research
and teaching in the future. Inquiry science netai®s discussion, working
collaboratively with others and sharing ideaspélivhich are important skills to learn.
Participating in dialogue and gathering and shanfgrmation in a social setting is also
a powerful means toward problem solving and bugdirdividual conceptual
understanding (Kluger-Bell, 1999). Both experts andices who have experienced and
are comfortable in a collaborative setting are niidedy to use those techniques in their

own work and/or classrooms.
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APPENDIX A

AUTHENTIC SCIENCE PRE- AND POSTTEST

Nature of Authentic Science

Please select the one answer from each group libldwou feel isnost reflective of
how authentic science is practiced. Then explaiovb&/hy you chose that answer,
giving examples or elaborating if you can.

1. Scientists reason by employing:
a. simple deductive reasoning.
b. simple inductive reasoning.
*c. multiple acceptable argument forms.
d. simple contrastive argument forms.

Explain your answer and provide example if possible

2. The level of theory development usually resin scientists:
a. uncovering empirical regularities, nadhetical mechanisms.
*b. constructing theories postulating mechiasisvith unobservable entities.
C. uncovering empirical irregularities, tlo¢oretical mechanisms.
d. doing experiments that illustrate theioetmechanisms but do not investigate
theories.

Explain your answer and provide example if possible

3. In developing theories, scientists usually:
a. do only a single experiment at a time.
b. make only a certain range of observations atiome
c. do only a single demonstration of scientifimpiple at a time.
*d. coordinate results from multiple studies.

Explain your answer and provide example if possible
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4. When making observations, scientists
*a. employ elaborate techniques to guard agabserver bias.
b. do not have to guard against observer bias gimexer enters into scientific
work.
c. do not need to explicitly address observer @igge it is rarely a problem in
scientific investigations.
d. are concerned with possible effects of obsdmaes only in certain unusual
situations.

Explain your answer and provide example if possible

5. In explaining results, scientists:
a. rarely have to consider flaws in experimentshbse they are seldom salient
(important).
*b. constantly question whether results ameemb or artifacts of experimental flaws.
c. assume they did the experiment incorrectlizefytdo not obtain the expected
outcome.
d. typically consider flaws to be important orfiyauman subjects are involved.

Explain your answer and provide example if possible

6. The best description of theory-data coordamais that scientists:
*a. coordinate theoretical models with mukiglets of complex, partially conflicting
data.
b. record and use only what they can see and megsantitatively.
c. coordinate one set of observable results vatitiusions about those observable
results.
d. do not attempt to use theory-data coordinafitrere are any conflicts in data.

Explain your answer and provide example if possible

7. The best description of the purpose of reterthat scientists aim to:
a. understand a pre-existing theory or model.
b. observe structures of objects or models.
c. uncover simple surface-level regularities.
*d. build and revise theoretical models witiobservable mechanisms.

Explain your answer and provide example if possible
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8. Inresponding to anomalous data, scientists:
*a. may regularly and rationally discount arabous data or change their theory.
b. never discount anomalous data; all data arallggmportant in judging a theory.
c. always reject data as erroneous if resultsraditt the expectations.
d. typically start an experiment over becauseati@malous data aren’t reliable.

Explain your answer and provide example if possible

9. In explaining results, scientific observasanre:
a. occasionally transformed into other data forrsath as straightforward graphs.
b. never transformed without substantial alteratio
c. seldom transformed into other data formats gixperhaps drawings.
*d. often repeatedly transformed into othesadarmats.

Explain your answer and provide example if possible

10. In designing studies, scientists:
a. investigate only one variable at a time.
*b. may select and even invent variables w@#tigate, since there are many possible
variables.
c. investigate only, at the most, two variablea @ine.
d. may select but never invent variablete b.

Explain your answer and provide example if possible

11. In the design of scientific studies,
a. control of variables is never an issue in expenits.
b. there is always a single, simple control grougxperiments.
*C. scientists often employ multiple contrdisit in some disciplines, controls are
rarely, if ever, used.
d. control of variables is always an issue in expents, no matter the discipline.

Explain your answer and provide example if possible

12. In designing studies, scientists:
a. almost always follow traditional, proven methadsrder to answer questions.
*b. often invent complex procedures to addmssstions of interest.
c. rarely invent complex procedures to asliguestions of interest.
d. first use traditional, proven methodddweked by invented complex procedures.

Explain your answer and provide example if possible
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13. In designing studies,
*a. scientists often devise analog models odehsystems to address a research
guestion.
b. analog models are sometimes used in solvinglalgmn, but scientists do not
consider the appropriateness of theogyal
c. analog models are rarely used by scisritissolving a problem.
d. analog models are always used by sctsntisolving a problem.

Explain your answer and provide example if possible

14. In generating research questions, scientists
a. almost always rely on questions provided by theiding agencies.
b. almost always use questions provided by theeusities or companies that
employ them.
*C. generate their own questions, sometime®lilaboration with other scientists.
d. always generate their own questions individuiallgrder to prevent competition.

Explain your answer and provide example if possible

15. Scientists:
a. should not read others’ research reports inrdoderevent bias in their own
work.
b. study other scientists’ research reports inmom@eritique their work.
c. are not interested in other scientists’ resesgpbrts.
*d. regularly study other scientists’ researehorts for several reasons.

Explain your answer and provide example if possible

* Indicates answer from the article cited below.

Previous questions based on the work of:

Chinn, C. A. and B. A. Malhotra. (2002). Epistengitmlly authentic inquiry in
schools: A theoretical framework for evaluatinguirg tasks. Science Education
86(2), 175-218.
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APPENDIX B

ITS COHORT Il

SUSTAINABLE COASTAL MARGINS SCIENTIFIC TEAM SCHEDUE

Summer |

Mornings

Day 1 Introduction, Problem solving discussioretEst
Day 2-3 Introduction to concepts & terms, LandssafdS, Laboratory field trip
Days 4-6  Hydrology, transport, runoff, Watershedd@ models in GIS

Days7-9 NPS pollution, erosion, Digital assignmédntass loading estimations,
PowerPoirit animation)

Days10-12 Environmental policy, Socioeconomics &ridgraphics, Role play

Day 13 Work on implementation projects w/ sciestibelp, Individual interviews
of participants

Days 14-15 Presentations of plans for inquiry im@atation projects

Afternoons

Instruction on nature of scientific inquiry
Preparation of inquiry implementation project
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Summer |l

Mornings

Day 1 Preparation of report on inquiry implemeratprojects

Day 2-3 Presentation of report on inquiry implenagion projects

Day 4 Modules on GIS applications, assessmenti@mse teaching

Day 5 Tutorial/scaffolding development project

Day 6 Students received GPS units, learned tohesa t

Day 7 Scientists discuss scientific inquiry froncleaf their points of view;
assignment: to incorporate nature of scientifguiny (as practiced by
environmental scientists) concepts into implemigorgorojects

Day 8 Presentation on motivation, case study, assgt: use motivation theory

to
improve implementation projects

Day 9 Field trip to Matagorda Bay

Day 10 Presentation on spatial analysis for s@uintists, assignment: spatial
analysis inquiry questions

Day 11 Presentation on remote sensing, practicethidading data

Day 12 Individual work on scaffolding projects

Days 13-14 Preparation of final digital inquiry et in teams: Identify and answer a

Day 15

Afternoons

guestion related to sustainable development izd&&ounty

Teams present final projects

Instruction on action research

Individuals design action research project to ugk implementation of inquiry project
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