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Abstract. Hankel matrices are related to a wide range of disparate determinant 
computations and algorithms and some very attractive computational properties 
are allocated to them. Also, the Hankel determinants are crucial factors in the 
research of singularities and power series with integral coefficients. It is 
specified that the Fekete-Szegö functional and the second Hankel determinant 
are equivalent to 𝐻ଵሺ2ሻ and 𝐻ଶሺ2ሻ, respectively. In this study, the upper bounds 
were obtained for the second Hankel determinant of the subclass of bi-univalent 
functions, which is defined by subordination. It is worth noticing that the bounds 
rendered in the present paper generalize and modify some previous results.  
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1 Introduction 

Suppose we have a class 𝒜 consisting of all analytic functions  

 
2

( ) ,n

n
n

f z z a z




    (1) 

in open unit disk 𝕌 ൌ ሼ𝑧 ∈ ℂ: |𝑧| ൏ 1ሽ. All univalent functions in the subclass 
of  𝒜 are denoted by 𝒮. Obviously, the inverse 𝑓ିଵ of  𝑓 ∈ 𝒮 is expressed by 
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If both 𝑓and 𝑓ିଵ are univalent in 𝕌, then function 𝑓 ∈ 𝒜 is said to be bi-
univalent in 𝕌. Let 𝜎 describe the class of bi-univalent functions in 𝕌. Class  𝜎 
was first investigated by Lewin [1]. He obtained the bound for the second 
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coefficient. Recently, several researches have focused on studying the class Σ, 
which consists of the bi-univalent functions, and acquired non-sharp estimates 
on the Taylor-Maclaurin coefficients |𝑎ଶ| and |𝑎ଷ|, e.g. [2-8]. The coefficient 
estimate issue for certain subfamilies of class 𝜎 of Taylor-Maclaurin 
coefficients |𝑎௡| for 𝑛 ൒ 4 is presumably still a concern. Either way, some 
researchers have investigated the Faber polynomial expansions to obtain the 
upper bounds for various subclasses of class 𝜎 [9-14]. 

The Fekete-Szegö functional 𝑎ଷ െ 𝛿𝑎ଶ
ଶ for  𝑓 ∈ 𝒜, where 𝛿 is a real number, is 

famous due to its importance in the history of the geometric function theory. In 
[15], the Fekete-Szegö problem is reported for odd univalent functions. In 1976, 
the 𝑞-th Hankel determinant was stated for integers 𝑛 ൒ 1 and 𝑞 ൒ 1 [16], as 
follows: 
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Hankel determinants are advantageous due to their pivotal application in the 
study of singularities and power series with integral coefficients [17]. It is well-
known that 
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where the Hankel determinant 𝐻ଶሺ1ሻ ൌ 𝑎ଷ െ 𝑎ଶ
ଶ is called the Fekete-Szegö 

functional and 𝐻ଶሺ2ሻ ൌ 𝑎ଶ𝑎ସ െ 𝑎ଷ
ଶ is defined as the second Hankel determinant 

functional. Recently, several researchers have investigated similar problems in 
this direction, [18-27] to name a few. 

Definition 1.1. [28] Let ℎ and 𝐻 be analytic in 𝕌. We state that ℎ is subordinate 
to 𝐻, written as ℎሺ𝑧ሻ ≺ 𝐻ሺ𝑧ሻ provided there is an analytic function  𝜔ഥ,  
described on 𝕌 with the conditions 𝜔ഥሺ0ሻ ൌ 0 and, |𝜔ഥሺ𝑧ሻ| ൏ 1 satisfying 
ℎሺ𝑧ሻ ൌ 𝐻ሺ𝜔ഥሺ𝑧ሻሻ. In particular, if 𝐻 is univalent then ℎሺ𝑧ሻ ≺ 𝐻ሺ𝑧ሻ is equivalent 
to ℎሺ𝕌ሻ ⊆ 𝐻ሺ𝕌ሻ and ℎሺ0ሻ ൌ 𝐻ሺ0ሻ. 

Different subclasses of starlike and convex functions were introduced by Ma 
and Minda [29], where each factor ( ) / ( )zf z f z  or 1 ( ) / ( )zf z f z   is 
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subordinated to the total function. To this aim, they determined an analytic 
function 𝜙 with the characteristics of a positive real part of 𝕌, 𝜙ሺ𝕌ሻ is 
symmetric  respecting the real axis 𝜙ᇱሺ0ሻ ൐ 0  and starlike considering 
𝜙ሺ0ሻ ൌ 1. The series expansion of this function can be demonstrated in the 
form of 

 
2 3

1 2 3 1( ) 1         ( 0).z B z B z B z B           (3) 

Definition 1.2. [2] We say that 𝑓 ∈ 𝜎 is in the subclass ℋఙሺ𝜙ሻ if the following 
condition is considered: 

 ( ) ( ) and ( ) ( ),f z z g w w     

where function g is given by Eq. (2). 

Lemma 1.3. [28] Suppose that the analytic functions 𝑡ሺ𝑧ሻ and 𝑙ሺ𝑧ሻ are in 𝕌 
with conditions, 𝑡ሺ0ሻ ൌ 𝑙ሺ0ሻ ൌ 0, |𝑡ሺ𝑧ሻ| ൏ 1, |𝑙ሺ𝑧ሻ| ൏ 1 and with respect to: 
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Then for 𝑛 ൌ 1,2,3, … we have |𝑟௡| ൑ 1 and |𝑞௡| ൑ 1. 

Lemma 1.4. [30] Let 𝒫 comprise all analytic functions 𝜌 in 𝕌 such that 
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   and 𝑅𝑒𝜌ሺ𝑧ሻ ൐ 0. Suppose 𝜌 ∈ 𝒫, then |𝜌௞| ൑ 2 for any 

𝑘 ∈ ℕ. 

Lemma 1.5. [31] Suppose 𝜌 ∈ 𝒫, 𝜌ଵ ൐ 0, then for some ℎ, 𝑠 with |ℎ| ൑ 1 and 
|𝑠| ൑ 1 we have 
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Based on the results presented in previous researches, in the current study, the 
coefficient for the functional |𝐻ଶሺ2ሻ| ൌ |𝑎ଶ𝑎ସ െ 𝑎ଷ

ଶ| was estimated for the 
function 𝑓 ∈ ℋఙሺ𝜙ሻ .It is worthwhile mentioning that the given bounds in this 
paper generalize and enhance some results obtained in [18]. 
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2 Main Results 

The subordination classes consist of some important subclasses of univalent 
functions and the obtained outcomes for these specific subclasses are called 
corollaries. Therefore, the following lemma will be used to establish our main 
result of obtaining the upper bounds for |𝐻ଶሺ2ሻ| for subclass ℋఙሺ𝜙ሻ, which is 
defined by subordination. 

Lemma 2.1. Suppose the function 
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for some ℎ, 𝑠 with |ℎ| ൑ 1 and |𝑠| ൑ 1. 

Theorem 2.2. If, 𝐵ଶ ൌ 𝛼𝐵ଵ, 
ଵ

ଵଽଶ
൑ 𝛼 ൑ 1 then for 𝑓 ∈ ℋఙሺ𝜙ሻ, as shown by 

(1.1), we have 
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Remark 2.3. For 0 ൑ 𝛽 ൏ 1, we take  



 The Second Hankel Determinant Problem 195 
 

 
2 31 (1 2 )

1 2(1 ) 2(1 ) 2(1 ) ).
1

z
f z z z

z



  

 
        



 
 
 

  

In this case, with respect to Theorem 2.2, 0, / 2 0T S T    and we have the 
next corollary, which is a refinement of the results presented in [18, Theorem 
1]. 
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Remark 2.5. For  
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ଵଽଶ
൑ 𝛼 ൑ 1 let  
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In this case, 0, / 2 0T S T   , then from Theorem 2.2 we get the next 
corollary as a refinement of the results presented in [18, Theorem 2]. 

Corollary 2.6. Let 
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be given by Eq. (1).  Then 
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3 Proof of Results 

Proof of Lemma 2.1. Define 
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to the powers of 𝑧 resulted from 
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So we obtain our result. 

Proof of Theorem 2.2. Suppose ( )f   . In this case there are two Schwartz 

functions, , :t l   , with conditions (0) (0) 0t l  , presented by Eq. (4), 
such that 
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From Eqs. (10) and (13), we have 
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for some ℎ, 𝑗, 𝑠, 𝑤 where |ℎ| ൑ 1, |𝑗| ൑ 1, |𝑠| ൑ 1 and |𝑤| ൑ 1. Then, 
employing Eq. (21) and the above equation in Eq. (20) yields 
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As |𝑟ଵ| ൑ 1, we may assume without restriction that 𝑟ଵ ൌ 𝑟 ∈ ሾ0,1ሿ, so 
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Now, for  𝜆 ൌ |ℎ| ൑ 1 and  𝛾 ൌ |𝑗| ൑ 1, we get 
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Now the function 𝐹ሺ𝜆, 𝛾ሻ has to be maximized on the closed square  ሾ0,1ሿ ൈ
ሾ0,1ሿ for 𝑟 ∈ ሾ0,1ሿ. To this aim, the maximum of  𝐹ሺ𝜆, 𝛾ሻ is investigated with 
respect to 𝑟 ∈ ሺ0,1ሻ and 𝑟 ൌ 1 considering the sign of 𝐹ఒఒ. 𝐹ఊఊ െ ሺ𝐹ఒఊሻଶ. 

Take 𝑟 ∈ ሺ0,1ሻ. As 𝑇ଷ ൏ 0 and 𝑇ଷ ൅ 2𝑇ସ ൐ 0 for 𝑟 ∈ ሺ0,1ሻ, we conclude that 
𝐹ఒఒ. 𝐹ఊఊ െ ሺ𝐹ఒఊሻଶ ൏ 0. Therefore, there is not a local maximum for function 𝐹 
in the interior of the square. 

For 0 ൑ 𝛾 ൑ 1 and 𝜆 ൌ 0 (in the same way 0 ൑ 𝜆 ൑ 1 and 𝛾 ൌ 0) it is 
concluded that 

 𝐹ሺ0, 𝛾ሻ ൌ 𝐻ሺ𝛾ሻ ൌ ሺ𝑇ଷ ൅ 𝑇ସሻ𝛾ଶ ൅ 𝑇ଶ𝛾 ൅ 𝑇ଵ. 

(i) If  𝑇ଷ ൅ 𝑇ସ ൐ 0, obviously, 𝐻ᇱሺ𝛾ሻ ൌ 2ሺ𝑇ଷ ൅ 𝑇ସሻ𝛾 ൅ 𝑇ଶ ൐ 0 for 0 ൏ 𝛾 ൏ 1 
and each fixed 𝑟 ∈ ሾ0,1ሻ and so 𝐻ሺ𝛾ሻ is a non-decreasing function. Thus, we 
get the maximum of  𝐻ሺ𝛾ሻ on 𝛾 ൌ 1 for fixed  𝑟 ∈ ሾ0,1ሻ, and  

 max 𝐻ሺ𝛾ሻ ൌ 𝐻ሺ1ሻ ൌ 𝑇ଷ ൅ 𝑇ସ ൅ 𝑇ଶ ൅ 𝑇ଵ. 

(ii) If  𝑇ଷ ൅ 𝑇ସ ൏ 0 it is clear that 𝑇ଶ ൅ 2ሺ𝑇ଷ ൅ 𝑇ସሻ ൏ 2ሺ𝑇ଷ ൅ 𝑇ସሻ𝛾 ൅ 𝑇ଶ ൏ 𝑇ଶ. 

By, 𝐵ଶ ൌ 𝛼𝐵ଵ, 
ଵ

ଵଽଶ
൑ 𝛼 ൑ 1 therefore 𝑇ଶ ൅ 2ሺ𝑇ଷ ൅ 𝑇ସሻ ൒ 0 for 0 ൏ 𝛾 ൏ 1, 

and 𝑟 ∈ ሾ0,1ሻ. So 𝐻ᇱሺ𝛾ሻ ൐ 0 and therefore we obtain the maximum of 𝐻ሺ𝛾ሻ 
on 𝛾 ൌ 1 for fixed  𝑟 ∈ ሾ0,1ሻ, and  

 max 𝐻ሺ𝛾ሻ ൌ 𝐻ሺ1ሻ ൌ 𝑇ଷ ൅ 𝑇ସ ൅ 𝑇ଶ ൅ 𝑇ଵ. 
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Moreover, for 𝑟 ൌ 1 it follows that 

 
3

1 3( , ) .
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B B
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   (22) 

Taking into account the value of Eq. (22) for the case 𝜆 ൌ 0, 0 ൑ 𝛾 ൑ 1 and any 
fixed 𝑟 ∈ ሾ0,1ሿ 

 max 𝐻ሺ𝛾ሻ ൌ 𝐻ሺ1ሻ ൌ 𝑇ଷ ൅ 𝑇ସ ൅ 𝑇ଶ ൅ 𝑇ଵ. 

For 𝜆 ൌ 1 and 0 ൑ 𝛾 ൑ 1 (similarly 𝛾 ൌ 1 and 0 ൑ 𝜆 ൑ 1) we get 

𝐹ሺ1, 𝛾ሻ ൌ 𝐺ሺ𝛾ሻ ൌ ሺ𝑇ଷ ൅ 𝑇ସሻ𝛾ଶ ൅ ሺ𝑇ଶ ൅ 2𝑇ସሻ𝛾 ൅ 𝑇ଵ ൅ 𝑇ଶ ൅ 𝑇ଷ ൅ 𝑇ସ. 

Similarly, from the above (i) and (ii) for 𝑇ଷ ൅ 𝑇ସ yields 

 max 𝐺ሺ𝛾ሻ ൌ 𝐺ሺ1ሻ ൌ 𝑇ଵ ൅ 2𝑇ଶ ൅ 2𝑇ଷ ൅ 4𝑇ସ. 

As 𝐺ሺ1ሻ ൒ 𝐻ሺ1ሻ for 𝑟 ∈ ሾ0,1ሿ, it follows that max 𝐹ሺ𝜆, 𝛾ሻ ൌ 𝐹ሺ1,1ሻ. Thus the 
maximum of 𝐹 takes place at 𝜆 ൌ 1 and 𝛾 ൌ 1 on the boundary ሾ0,1ሿ ൈ ሾ0,1ሿ. 

We define the real function 𝑊 on ሾ0,1ሿ by 

 𝑊ሺ𝑟ሻ ൌ 𝐹ሺ1,1ሻ ൌ 𝑇ଵ ൅ 2𝑇ଶ ൅ 2𝑇ଷ ൅ 4𝑇ଷ 

Now putting  𝑇ଵ, 𝑇ଶ, 𝑇ଷ, and  𝑇ସ in the function 𝑊, we have 
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Let 𝑟ଶ ൌ 𝑡 and 
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 (23) 



 The Second Hankel Determinant Problem 201 
 

Since 
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it gives, 

 2

2 4 3 1

2

| |

   0,

( 0, ) or ( 0, )
2

4
    0, ,

4 2

a a a B

U T S T

T
S T U T S T S T

SU T T
T S

S

 

  

       


  










 

where 𝑆, 𝑇and 𝑈 are shown by Eq. (23). This completes the proof. 

4 Conclusion 

In the final sections we found upper bounds for |𝐻ଶሺ2ሻ| of subclass 𝜎, which is 
defined by Definition 1.2, and then we discussed some new results, which can 
be deduced from the main theorem. Thus, regarding the proofs of Theorem 2.2, 
this technique can be applied for all classes that have been defined similarly to 
Definition 1.2 in several papers, enhancing their outcomes. 
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