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ABSTRACT<br>High Resolution Linkage and Association Study of Quantitative Trait Loci. (August 2004 ) Jeesun Jung , B.S., Inje University, Korea; M.A., Yonsei University, Korea Chair of Advisory Committee: Dr. Ruzong Fan

As a large number of single nucleotide polymorphisms (SNPs) and microsatellite markers are available, high resolution mapping employing multiple markers or multiple allele markers is an important step to identify quantitative trait locus (QTL) of complex human disease. For many complex diseases, quantitative phenotype values contain more information than dichotomous traits do.

Much research has been done on conducting high resolution mapping using information of linkage and linkage disequilibrium. The most commonly employed approaches for mapping QTL are pedigree-based linkage analysis and population-based association analysis. As one of the methods dealing with multiple alleles markers, mixed models are developed to work out family-based association study with the information of transmitted allele and nontransmitted allele from one parent to offspring.

For multiple markers, variance component models are proposed to perform association study and linkage analysis simultaneously. Linkage analysis provides suggestive linkage based on a broad chromosome region and is robust to population admixtures. One the other hand, allelic association due to linkage disequilibrium (LD) usually operates over very short genetic distance, but is affected by population stratification. Combining both approaches plays a synergistic role in overcoming their limitations and in increasing the efficiency and effectiveness of gene mapping.
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## CHAPTER I

## INTRODUCTION

### 1.1. General Description of Genetic Mapping

There have been lots of efforts to develop methodologies in order to find locations of Quantitative Trait Loci (QTL). For many human complex diseases, quantitative phenotypic values contain more information than dichotomous traits do. They can provide effective descriptions of diseases such as asthma, type II diabetes, learning difficulties, and osteoporosis. Quantitative trait value is affected by more than one gene as well as by environment effect. With this reason, it is not easy to localize QTL on chromosome. The most commonly employed approaches for mapping QTL of human complex diseases are pedigree-based linkage analysis and population-based association study.

### 1.1.1. Transmission Disequilibrium Test

Transmission Disequilibrium Test (TDT) was first introduced by Spielman et al. (1993) to test the presence of both linkage and linkage disequilibrium (LD) between a marker and putative disease locus when the marker locus and the hypothetical disease locus are linked or are in linkage disequilibrium. The TDT, as a model free method, is based on the unequal probability of transmission of different marker allele from parents to the affected offspring. This unequal pattern of transmission gives the evidence that the marker and disease locus are tightly linked or in LD. With the concept, lots of methods have been developed to test whether a marker allele exhibits
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transmission disequilibrium with a disease. But there are several possible drawbacks of TDT. It is positive only if both linkage and linkage disequilibrium are present. When the sibship observed are related, it is difficult to find out if there is evidence for linkage disequilibrium in addition to linkage.

### 1.1.2. Linkage Analysis

The most widely used method, linkage analysis, is developed from the methodology of Haseman and Elston (1972), as a family-based method. Linkage analysis exploits sharing allele identical-by-descent (IBD) which is a measure of genetic similarity between pairs of relatives. IBD is a function of recombination fraction which is a measure of genetic distance. The idea of linkage analysis is that the smaller the amount of recombinations observed between genes, i.e. the more tightly linked they are, the more possible they lie on a chromosome. Using the idea, lots of models such as variance component model, Haseman and Elston method, have been proposed to conduct linkage analysis. However, it is difficult to detect recombination events between closely $\operatorname{spaced}(<2.5 \mathrm{cM})$ loci since there is a limited number of meiosis occurring. Therefore, linkage analysis is usually proper for broad chromosome region mapping( $\leq 10 \mathrm{cM}$ ), but is not appropriate for high resolution mapping $(\leq 2.5 \mathrm{cM})$.

### 1.1.3. Linkage Disequilibrium Analysis

The other popular mapping tool is association analysis due to linkage disequilibrium that is a tendency of alleles to be inherited together more often than would be expected under random segregation. It is also called linkage disequilibrium mapping (LDM). LD mapping is based on both population data and pedigree data; it uses historical recombination events between genetic loci when non-random association of alleles at genetic loci was introduced into a population. LD can work over short
map distances, and can increase mapping precision in high resolution mapping. However the LD mapping largely depends on the level of LD, and its power to detect the putative QTL decays rapidly as the distance between the marker and putative QTL increases. Therefore, the allelic association study is useful to operate only over very short distance of loci. The most serious disadvantage is that the level of LD is sensitive to population stratification, although LD mapping can increase resolution in dissecting genetic traits when the association between markers and trait loci is introduced by events such as mutations at trait.

### 1.2. Literature Review

The Transmission Disequilibrium Test (TDT) developed by Spielman et al, (1993) is a powerful family-based test of linkage and a test of association. Sham and Curtis (1995) derived transmission probabilities for a logistic regression model with a multiallele marker locus linked to a single disease locus. Allison (1997) extended the TDT method to quantitative traits by investigating the difference between average quantitative trait values of offspring with different alleles transmitted from heterozygous parents. Rabinowitz (1997) developed the TDT without parametric assumptions on the distribution of the quantitative traits. Xiong et al. (1998) generalized TDT which is allowed for multi-allelic loci. A disadvantage of all TDT methods is that they can detect linkage between the marker locus and the disease trait only if there is an association between the disease locus and alleles at the linked locus. George et al. (1999) proposed a regression-based TDT method which is based on regressing the trait on the parental transmission of a marker allele with no restriction on either the family structure sampled or the affected status of individuals in the pedigree. Zhu and Elston $(2000,2001)$ also developed a TDT method for quantitative traits by defining a
linear transformation. Fan et al. (2002) explored linear regression models to detect linkage in the presence of association between a multi-allele locus and a disease locus for trio families. The methods are not valid for general nuclear families with more than one offspring, because they do not consider the correlation of offspring's trait values which are not independent. Fan and Xiong (2003) proposed mixed model to perform linkage and association studies for nuclear families with any number of offspring. The mean structure and variance-covariance structures in the mixed model are applied for bi-allele markers. Fan and Jung (2003) extended the mixed model to use a multiple alleles marker.

One of the best known approaches of sib-pair analysis is Haseman and Elston method (1972) which was developed to detect linkage between a quantitative trait and a marker. Linkage approach of Haseman and Elston (1972) exploited sharing allele identical-by-decent (IBD) to carry out regression of the squared trait differences of trait values between sib pairs. Haseman and Elston method (1972) was extended to allow all pedigree members (Amos et al., 1989). Amos (1994) developed a mixed-effects variance components approach for evaluating covariate effects, as well as evidence for genetic linkage to a single trait-affecting locus from pedigrees.

A simple interval-mapping approach to linkage analysis of quantitative traits, based on the sib-pair method of Haseman and Elston (1972), was proposed by Fulker and Cardon (1994). This approach provided not only useful information regarding the location of QTL, but also the valuable improvement in power over that of Haseman and Elston. The sib-pair interval-mapping procedure of Fulker and Cardon (1994) is extended to take account of all available markers information simultaneously on a chromosome (Fulker et al., 1995). The multipoint interval mapping increases power in dense mapping and is more accurate under conditions of variable marker information. Almasy and Blangero (1998) carried out multipoint mapping based on general
pedigrees. The variance component model proposed by Almasy and Blangero (1998) is more powerful than Haseman-Elston regression. Pratt et al. (2000) proposed variance component model that accounts for both additive and dominant variances to calculate covariance of trait between relatives in an exact multipoint quantitative trait linkage analysis.

Linkage disequilibrium mapping was also suggested for genome-wide screens (Xiong and Jin, 1997). Cardon (2000) proposed a multiple regression model to analyze very large number of SNPs. The International SNP Map Working Group (2001) has led to a novel approach of linkage disequilibrium (LD) mapping. Xiong et al. (1998) presented multiple regression for LD mapping and proposed two strategies to increase the probability of detecting LD. Fan and Xiong (2002) proposed a linear regression method based on population data in order to conduct LD analysis with two flanking markers.

Recently, the interests in joint LD and linkage mapping have been occurring. Almasy et al. (1999) proposed variance component models in QTL detection using combined linkage and LD analysis. Fulker et al. (1999) also combined both approaches based on sib pairs using variance component methods. Sham et al. (2000) performed analytical analyses of linkage versus association mapping of quantitative traits for sibship data in terms of power. Abecasis et al. $(2000,2001)$ generalized the method of Fulker et al. (1999) to apply for nuclear families and general pedigrees. Wu et al. (2002) made use of mixture models in joint linkage and LD mapping. Almost all research has employed only one marker. Since dense marker maps such as single nucleotide polymorphisms (SNPs) have been available, high resolution multiple markers mapping is needed. Fan and Xiong (2002) used two flanking markers to perform high resolution LD mapping with linear model, which applies to only data of population. Variance component models are proposed to combine linkage and LD
mapping based on both population and pedigree data. (Fan and Xiong, 2003; Fan and Jung, 2003).

### 1.3. Motivation and Overview of Dissertation

As large numbers of dense markers such as single-nucleotide polymorphisms (SNPs) and high resolution micro-satellite markers have been available, there is an urgent need to develop methodologies which deal with dense markers.

In certain situation, one may have data of multiple allele markers to be analyzed. One may collapse a multiple allele marker to be a bi-allelic marker in his/her study. However, this may not be a good idea since much information may be lost by combining different alleles that may have different roles. Moreover, different ways of collapsing multiple alleles can lead to different results which may cause different interpretation. With these reasons, it is necessary to build multi-allele markers mapping. In chapter II, mixed model is utilized to fit multi-allele markers for association study based on nuclear families with any number of offspring. Two types of nuclear families are considered in terms of genotype of parents. Using the information of the allele transmitted from parents to offspring for each type of nuclear families, mixed models are presented.

In views of statistics, the more information available, the better the results. A combined linkage and linkage disequilibrium analysis may give increased information and potentially more power to detect QTL. Separate method of either linkage analysis or LD mapping makes use of only one part of the available information and also have its own drawbacks. As we put both approaches together, the combination plays a synergistic role in overcoming their limitations and in increasing the efficiency and effectiveness of gene mapping. In chapter III, the combined mapping strategy is
introduced in the absence of parental information with two flanking markers. For late-onset disease such as Alzheimer's disease, heart disease, osteoporosis, and many forms of cancer, it is difficult to recruit parental data. In this case, one may perform sib pair or sibship analyses to study late-onset disorders. The new mapping method is the variance component model which integrates the linkage information in variancecovariance matrices and LD information in the mean coefficient of the linear model.

In chapter IV, we extend the combined mapping from two flanking markers to multiple markers. The objective is to build models which may fully use marker information for association mapping of QTL in the presence of prior linkage. Based on the information of markers, a multi-point interval mapping method is provided to build variance component model. The unified analysis in chapter IV is applied to both family with parental data and population data.

Finally, chapter V discusses the conclusions of our research with some open problems for further challenging investigation and discussion.

## CHAPTER II

## ASSOCIATION STUDIES FOR A MULTI-ALLELE MARKER*

### 2.1. Introduction

There has been a considerable interest in association study using transmission disequilibrium test (TDT) between a quantitative trait locus (QTL) and a marker locus. The TDT of Spielman et al. (1993) was originally introduced to test linkage between a qualitative trait and a marker. Allison (1997) and Xiong et al. (1998) extended the TDT procedure to quantitative traits. George et al. (1999) presented linear regression models for TDT by regressing the trait on the parental transmission of an allele of interest. This method can be applied to general pedigree structures. Zhu and Elston $(2000,2001)$ extended the method of George et al. (1999), and proposed better test statistics in detecting linkage and association. Fan and Xiong (2003) explored mixed models to perform linkage and association studies. The mixed model accommodated bi-allelic marker of nuclear families with any number of offspring. In certain circumstances, one may encounter the data of multiple allele markers such as micro-satellites. One may combine a multiple allele marker to be a bi-allelic marker as the purpose of analysis, but this may not be a good method because it may cause loss of much information. In addition, different ways to combine a multiple allele marker can lead to different results which make different interpretation possible. With these reasons, we need to develop methods to fit multi-allele markers in order to carry out association study.

[^0]Fan et al. (2003) proposed models and their test to perform association and linkage between a QTL and a multi-allele marker locus for trio families. Trio families consist of two parents and one single offspring. The methods of Fan et al. (2003) are not working for general nuclear families with more than one offspring, since the methods do not consider correlation of trait values of offspring that are not independent. To construct valid test statistics and models, one needs to consider the variancecovariance structure of trait values of offspring, as well as the mean structure under the normal assumption.

In this chapter, mixed models are introduced to investigate the association between a QTL and a multiple allele marker in terms of two types of nuclear families data. One is nuclear family with at least one heterozygous parent, the other is general nuclear family with no restriction on genotypes of parents. The conditional mean and conditional variance-covariance matrix of trait values of offspring for each type of nuclear families are derived. The theoretic basis is the difference of conditional means given information of a transmitted allele from heterozygous parents. The differences would give evidence that the allele is associated with putatitive quantitative trait locus. For a multiple allele marker, the number of parameters can be too large in data of nuclear-family with at least one heterozygous parent. Under the assumption of tight linkage between the trait locus and the interesting marker, the number of parameters can be significantly reduced by approximations. Test statistics based on the related conditional mean and conditional variance-covariance structures are derived. The non-centrality parameters of their test statistics are calculated to show the merits of the proposed methods in terms of power and sample size. The proposed models are used to analyze chromosome 4 and 16 data of the Oxford asthma data (Genetic Analysis Workshop 12)

### 2.2. Methods

We consider one quantitative trait locus (QTL) $Q$ which has two alleles $Q_{1}$ and $Q_{2}$ with frequencies $q_{1}$ and $q_{2}$, respectively. Assume that the expected phenotypic trait value of a person with genotype $Q_{r} Q_{s}$ is $\nu+\mu_{r s}, r, s=1,2$, where $\nu$ is overall mean and $\mu_{r s}$ is the effect of genotype $Q_{r} Q_{s}$, obviously $\mu_{12}=\mu_{21}$. There are $m$ alleles $M_{1}, \cdots, M_{m}$ typed at the marker locus $M$, each $M_{i}$ allele has frequency $p_{i}$, $i=1, \cdots, m$. Suppose that a marker locus $M$ is linked to the trait locus $Q$. Denote the recombination fraction between the marker locus $M$ and the trait locus $Q$ by $\theta$. The haplotype frequency is denoted by $h_{r i}$ for haplotype $Q_{r} M_{i}, r=1,2, i=1, \cdots, m$. If $h_{r i}=q_{r} p_{i}$ for all $r$ and $i$, the trait locus $Q$ and the marker $M$ are in linkage equilibrium. Otherwise, the trait locus $Q$ and the marker $M$ are in LD or association. The measure of LD between the trait allele $Q_{1}$ and the marker allele $M_{i}$ is defined by $\delta_{i}=h_{1 i}-q_{1} p_{i}, i=1, \cdots, m$. Since $\sum_{i=1}^{m} \delta_{i}=0$, one of $\delta_{1}, \cdots, \delta_{m}$ can be expressed by others, e.g., $\delta_{m}=-\sum_{i=1}^{m-1} \delta_{i}$.

Let $Y$ be the phenotypic trait variable decomposed into $Y=\nu+g+G+e$, where $\nu$ is overall mean, $g$ is random major gene effect. Polygenic effect $G$ has normal distribution with mean 0 and variance $\sigma_{G}^{2}$, and sampling error $e$ is distributed as normal $N\left(0, \sigma_{e}^{2}\right)$. These $g, G$, and $e$ are independent. If an individual has genotype $Q_{s} Q_{r}$ at the trait locus, then $\mathrm{E}\left(g \mid Q_{s} Q_{r}\right)=\mu_{r s}$. Let $T Q$ denote the abbreviation of "transmitted quantitative trait allele". We have the conditional mean given information of transmitted allele as following $\mathrm{E}\left[Y \mid T Q=Q_{r}\right]=$ $\nu+\sum_{s=1}^{2} \mu_{r s} q_{s}=\nu+\mu_{r}$. Let $P\left(M_{i}, M_{j}\right)$ be the probability of an offspring who receives marker allele $M_{i}$ from his/her heterozygous parent but not alleles $M_{j}$. That is $P\left(M_{i}, M_{j}\right)=P\left(M_{j}, M_{i}\right)=p_{i} p_{j}$. Let $P\left(Q_{r} M_{i}, M_{j}\right)$ be the probability of a child who receives haplotype $Q_{r} M_{i}$ from his/her heterozygous parent but not alleles $M_{j}$. It can
be shown as $P\left(Q_{r} M_{i}, M_{j}\right)=(1-\theta) h_{r i} p_{j}+\theta h_{r j} p_{i}$.

### 2.2.1. Heterozygous Parent Data

For a family with two parents and at least one offspring, we assume that at least one parent is heterozygous at the marker locus $M$. Moreover, assume we may infer clearly the transmission of parental marker alleles to the offspring. If both parents and an offspring have the same genotype $M_{i} M_{j}, i \neq j$, it is impossible to tell which parent transmits which allele to the offspring, and hence the data can not be used in analysis. Actually, this is the only type of data which needs to be excluded. For a bi-allelic marker, one needs to exclude the heterozygous offspring of a mating heterozygous $\times$ heterozygous (Fan and Xiong 2002; George at al. 1999; Zhu and Elston 2000, 2001). For a multi-allelic marker, any offspring from a mating $M_{i} M_{i} \times M_{j} M_{k}, j \neq k$ or $M_{i} M_{j} \times M_{i} M_{k}, i \neq j, i \neq k, j \neq k$ or a mating $M_{i} M_{j} \times M_{l} M_{k}, i \neq j, i \neq l, i \neq k, j \neq$ $l, j \neq k, l \neq k$ can be included in analysis since one can infer clearly the transmission of parental marker alleles to the offspring. Hence, a heterozygous offspring of a mating heterozygous $\times$ heterozygous may not be necessarily excluded in case of multiallelic marker unless both parents and offspring have exactly the same heterozygous genotype.

Let us look at a pedigree depicted in Figure 1. Assume that the genotype of the father at the marker locus is heterozygous $M_{i} M_{j}, i \neq j$. Moreover, the father transmits allele $M_{i}$ to children $1, \cdots, k$, and transmits allele $M_{j}$ to children $k+1, \cdots, n$. The quantitative trait value for offspring $i$ is denoted by $y_{i}, i=1, \cdots, n$. For the mother, we can perform similar analysis. If the mother is homozygous $M_{i} M_{i}$, every offspring receives an allele $M_{i}$ from her and so she does not provide useful information (Spielman et al. 1993). If the mother is heterozygous, one should examine if an allele is transmitted to an offspring by the mother. Keeping all offspring with whom one
may infer clearly the transmission of allele from the mother and father, we use those data to develop following methods.


Fig. 1. A nuclear family with $n$ offspring. Assume that the genotype of the father at the marker locus is heterozygous $M_{i} M_{j}, i \neq j$. Moreover, the father transmits allele $M_{i}$ to kids $1, \cdots, k$, and transmits allele $M_{j}$ to kids $k+1, \cdots, n$.

### 2.2.1.1. Mean and Variance-Covariance Structures

Let $T M$ denote the abbreviation of "transmitted marker allele", and $N M$ of "nontransmitted marker allele". Given that marker allele $M_{i}$ is transmitted and allele $M_{j}$ is not transmitted from the heterozygous father for children $1, \cdots, k$, the conditional expected mean can be calculated in the same way as equation (1) or (2) of Fan and Xiong (2002)

$$
\begin{equation*}
\alpha_{i, j}=\mathrm{E}\left[Y \mid T M=M_{i}, N M=M_{j}\right]=\nu+\sum_{r=1}^{2} \mu_{r}\left[(1-\theta) h_{r i} p_{j}+\theta h_{r j} p_{i}\right] /\left[p_{i} p_{j}\right] . \tag{2.1}
\end{equation*}
$$

With the same way, the conditional expected mean of the children $k+1, \cdots, n$ in Figure 1 is

$$
\begin{equation*}
\alpha_{j, i}=\mathrm{E}\left[Y \mid T M=M_{j}, N M=M_{i}\right]=\nu+\sum_{r=1}^{2} \mu_{r}\left[(1-\theta) h_{r j} p_{i}+\theta h_{r i} p_{j}\right] /\left[p_{i} p_{j}\right] . \tag{2.2}
\end{equation*}
$$

Using $h_{2 i} p_{j}-h_{2 j} p_{i}=\left(p_{i}-h_{1 i}\right) p_{j}-\left(p_{j}-h_{1 j}\right) p_{i}=-h_{1 i} p_{j}+h_{1 j} p_{i}$, we derive a difference between $\alpha_{i, j}$ and $\alpha_{j, i}$ as following:

$$
\begin{align*}
\alpha_{i, j}-\alpha_{j, i} & =(1-2 \theta) \sum_{r=1}^{2} \mu_{r}\left(h_{r i} p_{j}-h_{r j} p_{i}\right) /\left(p_{i} p_{j}\right) \\
& =(1-2 \theta)\left(\mu_{1}-\mu_{2}\right)\left(h_{1 i} p_{j}-h_{1 j} p_{i}\right) /\left(p_{i} p_{j}\right)  \tag{2.3}\\
& =(1-2 \theta)\left(\mu_{1}-\mu_{2}\right)\left(\delta_{i} p_{j}-\delta_{j} p_{i}\right) /\left(p_{i} p_{j}\right) .
\end{align*}
$$

Assume that the trait locus $Q$ is linked to the marker locus $M$, i.e., $0 \leq \theta<1 / 2$. The difference between conditional means is induced by $\delta_{i} p_{j}-\delta_{j} p_{i} \neq 0$, which implies at least one of $\delta_{i}$ and $\delta_{j}$ is not equal to 0 . That shows the marker $M$ is in LD with trait locus $Q$. Hence, one may construct statistics and models to test association in the presence of linkage between the marker $M$ and the trait locus $Q$ based on the difference (2.3).

To build valid test statistics and models, we need to calculate the variancecovariances of the trait values of offspring in nuclear families. In a similar manner as Appendix A of Fan and Xiong (2002), we may show that the conditional variance of trait value of the offspring $1, \cdots, k$ is $\sigma_{i, j}^{2}=\sigma_{e}^{2}+\sigma_{G}^{2}+\Sigma_{i j}^{2}$, where $\Sigma_{i j}^{2}=$ $\sum_{r=1}^{2} \sum_{s=1}^{2}\left(\nu+\mu_{r s}-\alpha_{i, j}\right)^{2} q_{s} P\left(Q_{r} M_{i}, M_{j}\right) / P\left(M_{i}, M_{j}\right)$. Likewise, the conditional variance of trait values of the offspring $k+1, \cdots, n$ is $\sigma_{j, i}^{2}=\sigma_{e}^{2}+\sigma_{G}^{2}+\Sigma_{j i}^{2}$, where $\Sigma_{j i}^{2}=\sum_{r=1}^{2} \sum_{s=1}^{2}\left(\nu+\mu_{r s}-\alpha_{j, i}\right)^{2} q_{s} P\left(Q_{r} M_{j}, M_{i}\right) / P\left(M_{j}, M_{i}\right)$. For the conditional covariances, let us denote the expected conditional covariance between $y_{l}(l=1, \cdots, k)$ and $y_{t}(t \neq l, t=1, \cdots, k)$ by $\Sigma_{i j, i j}$, the expected conditional covariance between $y_{l}$ $(l=1, \cdots, k)$ and $y_{t}(t=k+1, \cdots, n)$ as $\Sigma_{i j, j i}=\Sigma_{j i, i j}$, and the expected conditional covariance between $y_{l}(l=k+1, \cdots, n)$ and $y_{t}(t \neq l, t=k+1, \cdots, n)$ as $\Sigma_{j i, j i} . \Sigma_{i j, i j}$ and $\Sigma_{i j, j i}$ are calculated in Appendix A.

On the other hand, we need to build model under the null hypothesis of no association in the presence of linkage. To do this, we need to calculate the mean and variance-covariance parameters. Under the assumption of linkage equilibrium between the marker locus and the trait locus, we show that $\alpha_{i, j}=\sum_{r=1}^{2}\left(\nu+\mu_{r}\right) q_{r}=$ $\nu+\mu=\alpha, \sigma_{i, j}^{2}=\sigma^{2}, \Sigma_{i j, i j}=\Sigma_{t s}$ and $\Sigma_{i j, j i}=\Sigma_{t d}$, which do not depend on subscripts $i$ and $j$ in Appendix B.

### 2.2.1.2. Parameter Reductions

In Subsection 2.2.1.1, we work out the mean and variance-covariance structures of siblings for a nuclear family. Although the structure is valid theoretically, the number of parameters can be very large for a multi-allele marker $M$. The number of mean parameters $\alpha_{i, j}$ is $m(m-1)$, and the number of variance-covariances $\sigma_{i, j}^{2}, \Sigma_{i j, i j}, \Sigma_{i j, j i}$ is $5[m(m-1) / 2]$ for a marker $M$ with $m$ alleles. Hence, the total number of the parameters is $7 m(m-1) / 2$. For a marker with 3 alleles, the number of parameters is 21 ; for a marker with 4 alleles, the number of parameters is 42 . One needs to reduce the number of parameters to build valid models and obtain their robust test statistics.

In a population, the presence of LD is usually the result of tight linkage between a trait locus and a marker locus (Falconer and Mackay 1996; Fan et al. 2002; Sham and Curtis 1995). Assume that the recombination fraction $\theta \approx 0$, i.e. there is tight linkage between the trait locus and the marker. In Appendix C, we show that approximately $\alpha_{i, j} \approx \alpha_{i}, \sigma_{i, j}^{2} \approx \sigma_{i}^{2}$ and $\Sigma_{i j, i j} \approx \Sigma_{i, i}$ only depend on subscript $i$, and the covariance $\Sigma_{i j, j i} \approx \Sigma_{i, j}=\Sigma_{j, i}$ depends on both $i$ and $j$. Therefore, the expected conditional variance-covariance matrix of $y_{l}, l=1, \cdots, n$, in Figure 1 can be expressed as

$$
\left(\begin{array}{ccccccc}
\sigma_{i, j}^{2} & \Sigma_{i j, i j} & \cdots & \Sigma_{i j, i j} & \Sigma_{i j, j i} & \cdots & \Sigma_{i j, j i} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\Sigma_{i j, i j} & \Sigma_{i j, i j} & \cdots & \sigma_{i, j}^{2} & \Sigma_{i j, j i} & \cdots & \Sigma_{i j, j i} \\
\Sigma_{j i, i j} & \Sigma_{j i, i j} & \cdots & \Sigma_{j i, i j} & \sigma_{j, i}^{2} & \cdots & \Sigma_{j i, j i} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\Sigma_{j i, i j} & \Sigma_{j i, i j} & \cdots & \Sigma_{j i, i j} & \Sigma_{j i, j i} & \cdots & \sigma_{j, i}^{2}
\end{array}\right) \approx\left(\begin{array}{ccccccc}
\sigma_{i}^{2} & \Sigma_{i, i} & \cdots & \Sigma_{i, i} & \Sigma_{i, j} & \cdots & \Sigma_{i, j} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\Sigma_{i, i} & \Sigma_{i, i} & \cdots & \sigma_{i}^{2} & \Sigma_{i, j} & \cdots & \Sigma_{i, j} \\
\Sigma_{j, i} & \Sigma_{j, i} & \cdots & \Sigma_{j, i} & \sigma_{j}^{2} & \cdots & \Sigma_{j, j} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\Sigma_{j, i} & \Sigma_{j, i} & \cdots & \Sigma_{j, i} & \Sigma_{j, j} & \cdots & \sigma_{j}^{2}
\end{array}\right) .
$$

With these parameter reductions, the number of mean parameters $\alpha_{i}$ is $m$, and the number of variance-covariance parameters $\sigma_{i}^{2}, \Sigma_{i, i}, \Sigma_{i, j}$ is $2 m+m(m-1) / 2$. Hence, the total number of the parameters is $3 m+m(m-1) / 2$. Such as in Fan and Xiong (2002), the number of parameters for a bi-allele marker is 7 . For a marker with 3 alleles, the number of parameters is 12 , and for a marker with 4 alleles, the number of parameters is 18 . Therefore, the number of parameters can be significantly reduced under the assumption of tight linkage between the trait locus and the marker.

### 2.2.1.3. Mixed Model

Suppose that the data consist of nuclear families with $I$ heterozygous parents. Each of them has at least one offspring. For each family, suppose that genotypes of both parents are typed at the marker locus $M$ and at least one of the parents is heterozygous. For the offspring of each heterozygous parent, assume that one may clearly determine which allele at the marker locus $M$ are transmitted from the heterozygous parent. A quantitative trait value of each offspring is observed.

For the $l$-th heterozygous parent, assume that the genotype at the marker locus is $M_{i} M_{j}, i \neq j$. Moreover, he/she has $n_{i}$ offspring, and the offspring's trait values are listed as $y_{l 1}, \cdots, y_{l n_{l}}$. Assume that the offspring consist of two parts: (1) $k_{l}$ offspring have the fact that allele $M_{i}$ is transmitted and allele $M_{j}$ is not transmitted from their heterozygous parent, and their trait values are listed as $y_{l 1}, \cdots, y_{l k_{l}} ;(2)$ the rest of the
offspring have the fact that allele $M_{i}$ is not transmitted and allele $M_{j}$ is transmitted from their heterozygous parent, and their trait values are listed as $y_{l, k_{l}+1}, \cdots, y_{l n_{l}}$.

Under the null hypothesis of no association in the presence of linkage between the trait locus $Q$ and the marker locus $M$, one may use a multivariate linear model

$$
\begin{equation*}
y_{l u}=\nu+g_{l u}+G_{l u}+e_{l u}, u=1,2, \cdots, n_{l}, \text { reduced model } \tag{2.4}
\end{equation*}
$$

where $y_{l u}$ are normal variables with mean $\alpha$ and $n_{l} \times n_{l}$ variance-covariance matrix

$$
V_{l}=\left(\begin{array}{ccccccc}
\sigma^{2} & \Sigma_{t s} & \cdots & \Sigma_{t s} & \Sigma_{t d} & \cdots & \Sigma_{t d} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\Sigma_{t s} & \Sigma_{t s} & \cdots & \sigma^{2} & \Sigma_{t d} & \cdots & \Sigma_{t d} \\
\Sigma_{t d} & \Sigma_{t d} & \cdots & \Sigma_{t d} & \sigma^{2} & \cdots & \Sigma_{t s} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\Sigma_{t d} & \Sigma_{t d} & \cdots & \Sigma_{t d} & \Sigma_{t s} & \cdots & \sigma^{2}
\end{array}\right) .
$$

Under the alternative hypothesis of association in the presence of linkage, one may use a full model

$$
\begin{align*}
& y_{l u}=\nu+\left.g_{l u}\right|_{\left(T M=M_{i}, N M=M_{j}\right)}+G_{l u}+e_{l u}, u=1,2, \cdots, k_{l}, \\
& y_{l u}=\nu+\left.g_{l u}\right|_{\left(T M=M_{j}, N M=M_{i}\right)}+G_{l u}+e_{l u}, u=k_{l}+1, \cdots, n_{l} . \tag{2.5}
\end{align*}
$$

$y_{l u}$ are normal variables with mean $\alpha_{i}$ for $u=1, \cdots, k_{l}$ and mean $\alpha_{j}$ for $u=k_{l}+$ $1, \cdots, n_{l}$, and a variance-covariance matrix

$$
\Gamma_{l}=\left(\begin{array}{ccccccc}
\sigma_{i}^{2} & \Sigma_{i, i} & \cdots & \Sigma_{i, i} & \Sigma_{i, j} & \cdots & \Sigma_{i, j} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\Sigma_{i, i} & \Sigma_{i, i} & \cdots & \sigma_{i}^{2} & \Sigma_{i, j} & \cdots & \Sigma_{i, j} \\
\Sigma_{j, i} & \Sigma_{j, i} & \cdots & \Sigma_{j, i} & \sigma_{j}^{2} & \cdots & \Sigma_{j, j} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\Sigma_{j, i} & \Sigma_{j, i} & \cdots & \Sigma_{j, i} & \Sigma_{j, j} & \cdots & \sigma_{j}^{2}
\end{array}\right) .
$$

Putting all data together, we may perform association studies based on reduced model and full model. Denote $n=\sum_{l=1}^{I} n_{l}, \overrightarrow{y_{l}}=\left(y_{l, 1}, \cdots, y_{l n_{l}}\right)^{\tau}, \vec{y}=\left(\overrightarrow{y_{1}^{\tau}}, \cdots, \overrightarrow{y_{I}^{\tau}}\right)^{\tau}$,
$V=\operatorname{diag}\left(V_{1}, V_{2}, \cdots, V_{I}\right)$ and $\Gamma=\operatorname{diag}\left(\Gamma_{1}, \Gamma_{2}, \cdots, \Gamma_{I}\right)$. Let $I_{n}$ be the identity $n \times n$ matrix. In the reduced model, $\vec{y}$ is normal with mean $\alpha I_{n}$ and variance-covariance matrix $V$. In the full model, similarly $\vec{y}$ is normal with mean $X\left(\alpha_{1}, \cdots, \alpha_{m}\right)^{\tau}$ and variance-covariance matrix $\Gamma$, where $X$ is an $n \times m$ design matrix based on model (2.5).

### 2.2.2. General Nuclear Family Data

### 2.2.2.1. Mean and Variance-Covariance Structures

Consider a sample of general nuclear families which consist of two parents with no restriction on parental genotype and at least one offspring each. For each parentoffspring pair, one first determines which allele is transmitted from the parent to the offspring. In the general nuclear family, we use a different approach from that in Section 2.2.1. For instance, we simply assume that an allele $M_{i}$ is transmitted from a homozygous parent $M_{i} M_{i}$ to any of his/her offspring, and ignore which one it is. If both parents and an offspring have the same genotype $M_{i} M_{j}, i \neq j$, we assume that one parent transmits $M_{i}$ to the offspring and the other parent transmits $M_{j}$ to the offspring. In this way for each parent-offspring pair, we may define an transmission of allele from the parent to the offspring. Putting all data together, we may arrange the trait values of offspring in a way as Table 1 in Fan et al. (2002). Hence, all data from a nuclear family can be used in analysis. Based on which marker allele is transmitted from a parent, the conditional mean $\beta_{i}=\mathrm{E}\left(Y \mid T M=M_{i}\right)$ is calculated in Appendix D as following.

$$
\begin{aligned}
\beta_{i} & =\mathrm{E}\left[Y \mid T M=M_{i}\right] \\
& =(1-\theta)\left[\left(\nu+\mu_{1}\right) h_{1 i}+\left(\nu+\mu_{2}\right) h_{2 i}\right] / p_{i}+\theta \alpha
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\frac{\beta_{i}-\alpha}{1-\theta} & =\left[\left(\nu+\mu_{1}\right) h_{1 i}+\left(\nu+\mu_{2}\right) h_{2 i}\right] / p_{i}-\left[\left(\nu+\mu_{1}\right) q_{1}+\left(\nu+\mu_{2}\right) q_{2}\right] \\
& =\left(\mu_{1}-\mu_{2}\right) \delta_{i} / p_{i} .
\end{aligned}
$$

The absence of association between trait locus $Q$ and marker $M$, i.e., $\delta_{i}=0$, means $\beta_{i}=\alpha$. This constitutes the basis to build models and to construct appropriate statistics to test the association between trait locus $Q$ and marker $M$ by comparing the estimates of parameters $\beta_{i}$ and $\alpha$. To build models, we need variance covariance structures of the trait values of offspring. In Appendix D, we calculate conditional variance $\sigma_{i r}^{2}=\operatorname{Var}\left(Y \mid T M=M_{i}\right)$. For two offspring of a nuclear family, let $T M_{1}$ be the abbreviation of "transmitted marker allele for child 1", and let $T M_{2}$ be the abbreviation of "transmitted marker allele for child 2 ". For $i \neq j$, the conditional covariance $\Sigma_{i, j r}=\operatorname{Cov}\left(Y_{1}, Y_{2} \mid T M_{1}=M_{i}, T M_{2}=M_{j}\right)=\Sigma_{i j, j i}$. The conditional covariance $\Sigma_{i, i r}=\operatorname{Cov}\left(Y_{1}, Y_{2} \mid T M_{1}=M_{i}, T M_{2}=M_{i}\right)$ is calculated.

### 2.2.2.2. Mixed Model

In this Subsection, we are going to build models and construct their statistics to test association between the trait locus $Q$ and marker $M$ to analyze general nuclear family data. We assume that there is at least one offspring for each nuclear family. For a homozygous parent with genotype $M_{i} M_{i}$ at the marker $M$ and $n_{l}$ offspring, let the trait values of the offspring be $y_{1}, \cdots, y_{n_{l}}$. One may use a multivariate linear model for data analysis

$$
\begin{equation*}
y_{u}=\nu+\left.g_{u}\right|_{\left(T M=M_{i}\right)}+G_{u}+e_{u}, u=1,2, \cdots, n_{l}, \tag{2.6}
\end{equation*}
$$

where $y_{u}$ are normal variables with mean $\beta_{i}$ and $n_{l} \times n_{l}$ variance-covariance matrix

$$
\left(\begin{array}{cccc}
\sigma_{i r}^{2} & \Sigma_{i, i r} & \cdots & \Sigma_{i, i r} \\
\Sigma_{i, i r} & \sigma_{i r}^{2} & \cdots & \Sigma_{i, i r} \\
\vdots & \vdots & \vdots & \vdots \\
\Sigma_{i, i r} & \Sigma_{i, i r} & \cdots & \sigma_{i r}^{2}
\end{array}\right)
$$

For a heterozygous parent with genotype $M_{i} M_{j}, i \neq j$ at the marker $M$ and $n_{l}$ offspring, let the trait values of the offspring be $y_{1}, \cdots, y_{n_{l}}$. Suppose that: (1) $k_{l}$ offspring have the fact that allele $M_{i}$ is transmitted and allele $M_{j}$ is not transmitted from their heterozygous parent, and their trait values are listed as $y_{1}, \cdots, y_{k_{l}}$; (2) the rest of the offspring have the fact that allele $M_{i}$ is not transmitted and allele $M_{j}$ is transmitted from their heterozygous parent, and their trait values are listed as $y_{k_{l}+1}, \cdots, y_{n_{l}}$. One may use a model

$$
\begin{align*}
& y_{u}=\nu+\left.g_{u}\right|_{\left(T M=M_{i}\right)}+G_{u}+e_{u}, u=1,2, \cdots, k_{l}, \\
& y_{u}=\nu+\left.g_{u}\right|_{\left(T M=M_{j}\right)}+G_{u}+e_{u}, u=k_{l}+1, \cdots, n_{l} . \tag{2.7}
\end{align*}
$$

$y_{u}$ are normal variables with mean $\beta_{i}$ for $u=1, \cdots, k_{l}$ and mean $\beta_{j}$ for $u=k_{l}+$ $1, \cdots, n_{l}$, and an $n_{l} \times n_{l}$ variance-covariance matrix

$$
\left(\begin{array}{ccccccc}
\sigma_{i r}^{2} & \Sigma_{i, i r} & \cdots & \Sigma_{i, i r} & \Sigma_{i, j r} & \cdots & \Sigma_{i, j r} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\Sigma_{i, i r} & \Sigma_{i, i r} & \cdots & \sigma_{i r}^{2} & \Sigma_{i, j r} & \cdots & \Sigma_{i, j r} \\
\Sigma_{j, i r} & \Sigma_{j, i r} & \cdots & \Sigma_{j, i r} & \sigma_{j r}^{2} & \cdots & \Sigma_{j, j r} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\Sigma_{j, i r} & \Sigma_{j, i r} & \cdots & \Sigma_{j, i r} & \Sigma_{j, j r} & \cdots & \sigma_{j r}^{2}
\end{array}\right) .
$$

### 2.3. Test Statistics and Non-Centrality Parameter

### 2.3.1. Heterozygous Parent Data

Let $\hat{\alpha}_{i}, \hat{\sigma}_{i}^{2}, \hat{\Sigma}_{i, i}, \hat{\Sigma}_{i, j}$ be the maximum likelihood estimators of parameters $\alpha_{i}, \sigma_{i}^{2}, \Sigma_{i, i}, \Sigma_{i, j}$ of the full model (2.5). Then the estimate of $\gamma=\left(\alpha_{1}, \cdots, \alpha_{m}\right)^{\tau}$ is $\hat{\gamma}=\left(\hat{\alpha}_{1}, \cdots, \hat{\alpha}_{m}\right)^{\tau}=$
$\left[X^{\tau} \hat{\Gamma}^{-1} X\right]^{-1} X^{\tau} \hat{\Gamma}^{-1} \vec{y}$. Assume that the sample size is large. In Appendix E, we show that the test statistic of the null hypothesis $H_{0}: \alpha_{1}=\cdots=\alpha_{m}$, is non-central $F(m-1, n-m)$ defined by (details are given in Appendix E)

$$
F_{h e t}=\frac{(H \hat{\gamma})^{\tau}\left[H\left(X^{\tau} \hat{\Gamma}^{-1} X\right)^{-1} H^{\tau}\right]^{-1} H \hat{\gamma} /(m-1)}{\vec{y}^{\tau}\left[\hat{\Gamma}^{-1}-\hat{\Gamma}^{-1} X\left(X^{\tau} \hat{\Gamma}^{-1} X\right)^{-1} X^{\tau} \hat{\Gamma}^{-1}\right] \vec{y} /(n-m)}
$$

, where

$$
H=\left(\begin{array}{ccccc}
1 & -1 & 0 & \cdots & 0 \\
1 & 0 & -1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
1 & 0 & 0 & \cdots & -1
\end{array}\right)
$$

Here $H$ is a $(m-1) \times m$ testing matrix. The non-centrality parameter of the test statistic $F$ can be calculated by $\lambda_{\text {het }} \approx(H \gamma)^{\tau}\left[H\left(X^{\tau} \Gamma^{-1} X\right)^{-1} H^{\tau}\right]^{-1} H \gamma$. If $n_{i}=1$ for each family, then there is only one single child in each family and the above formula can be simplified. Let $k_{i}, i=1,2, \cdots, m$ be the number of offspring who receive allele $M_{i}$ from their heterozygous parents. In Appendix F, we show that the non-centrality parameter of the singleton test statistic $F_{\text {het,singleton }}$ is

$$
\lambda_{\text {het }, \text { singleton }} \approx \sum_{i=2}^{m}\left(\alpha_{1}-\alpha_{i}\right)^{2} k_{i} / \sigma_{i}^{2}-\left[\sum_{i=2}^{m}\left(\alpha_{1}-\alpha_{i}\right) k_{i} / \sigma_{i}^{2}\right]^{2} /\left[\sum_{i=1}^{m} k_{i} / \sigma_{i}^{2}\right] .
$$

Assume that the data consist of both singleton families and sib-pair families. Suppose there are $k_{i}$ singleton offspring who receive allele $M_{i}$ from their heterozygous parents, $k_{i i}(i=1,2, \cdots, m)$ sib pairs who receive allele $M_{i}$ from their heterozygous parents, and $k_{i j}=k_{j i}, i \neq j$ sib pairs whose one sib receives allele $M_{i}$ from his/her heterozygous parent and the other receives allele $M_{j}$ from the same heterozygous parent. In Appendix G, we obtain the matrix

$$
X^{\tau} \Gamma^{-1} X=\operatorname{diag}\left(\frac{k_{1}}{\sigma_{1}^{2}}+\frac{2 k_{11}}{\sigma_{1}^{2}+\Sigma_{1,1}}, \cdots, \frac{k_{m}}{\sigma_{m}^{2}}+\frac{2 k_{m m}}{\sigma_{m}^{2}+\Sigma_{m, m}}\right)+X_{3}^{\tau} \Gamma_{3}^{-1} X_{3}
$$

where matrix $X_{3}$, sub-variance-covariance matrix $\Gamma_{3}$, and $X^{\tau} \Gamma_{3}^{-1} X$ are given in Ap-
pendix G. Inserting the above matrix to the formula $\lambda_{h e t}$, one may calculate the non-centrality parameter $\lambda_{h e t, s i n g l e t o n, s i b s}$ of a test statistic $F_{h e t, s i n g l e t o n, s i b s}$. For a biallele marker $M$, it is the same as that in Fan and Xiong (2002).

### 2.3.2. General Nuclear Family Data

For model introduced in Subsection 2.2.2.2, we may calculate the non-centrality parameter of statistic $F_{\text {Gen_Nuc }}$ to test null hypothesis $H_{0}: \beta_{1}=\cdots=\beta_{m}$ in a similar manner. First, assume that each family has only one child. Let $k_{i}, i=1,2, \cdots, m$ be the number of offspring who receive allele $M_{i}$ from their parents. We can show that the corresponding non-centrality parameter of a singleton test statistic $F_{\text {Gen_Nuc,singleton }}$ is $\lambda_{\text {Gen_Nuc,singleton }} \approx \sum_{i=2}^{m}\left(\beta_{1}-\beta_{i}\right)^{2} k_{i} / \sigma_{i r}^{2}-\left[\sum_{i=2}^{m}\left(\beta_{1}-\beta_{i}\right) k_{i} / \sigma_{i r}^{2}\right]^{2} /\left[\sum_{i=1}^{m} k_{i} / \sigma_{i r}^{2}\right]$.

Second, the data consist of both singleton families and sib-pair families. Suppose there are $k_{i}$ singleton offspring who receive allele $M_{i}$ from their parents, $k_{i i}(i=$ $1,2, \cdots, m)$ sib pairs who receive allele $M_{i}$ from their parents, and $k_{i j}=k_{j i}, i \neq j$ sib pairs whose one sib receives allele $M_{i}$ from his/her heterozygous parent and the other receives allele $M_{j}$ from the same heterozygous parent. We may calculate the corresponding non-centrality parameter $\lambda_{G e n \_N u c, \text { singleton,sibs }} \approx(H \beta)^{\tau}\left[H \Pi^{-1} H^{\tau}\right]^{-1} H \beta$ of a statistic $F_{G e n \_N u c, s i n g l e t o n, s i b s,}$, where

$$
\begin{aligned}
\Pi & =\operatorname{diag}\left(\frac{k_{1}}{\sigma_{1 r}^{2}}+\frac{2 k_{11}}{\sigma_{1 r}^{2}+\Sigma_{1,1 r}}, \cdots, \frac{k_{m}}{\sigma_{m r}^{2}}+\frac{2 k_{m m}}{\sigma_{m r}^{2}+\Sigma_{m, m r}}\right)+\Pi_{3}, \text { and } \\
\Pi_{3}= & \left(\begin{array}{cccc}
\sum_{i \neq 1} \frac{k_{11} \sigma_{i r}^{2}}{\sigma_{1 r}^{2} \sigma_{i r}^{2}-\Sigma_{1, i r}^{2}} & -\frac{k_{12} \Sigma_{1,2 r}}{\sigma_{1 r}^{2} \sigma_{2 r}^{2}-\Sigma_{1,2 r}^{2}} & \cdots & -\frac{k_{1 m} \Sigma_{1, m r}}{\sigma_{1 r}^{2} \sigma_{m r}^{2}-\Sigma_{1, m r}^{2}} \\
-\frac{k_{12} \Sigma_{1,2 r}}{\sigma_{1 r}^{2} \sigma_{2 r}^{2}-\Sigma_{1,2 r}^{2}} & \sum_{i \neq 2} \frac{k_{2 i} \sigma_{i r}^{2}}{\sigma_{2 r}^{2} \sigma_{2 r}^{2} \Sigma_{2, i r}^{2}} & \cdots & -\frac{k_{2 m} \Sigma_{2, m r}^{2}}{\sigma_{2 r}^{2} \sigma_{m r}^{2}-\Sigma_{2, m r}^{2}} \\
\vdots & \vdots & \vdots & \vdots \\
-\frac{k_{1 m} \Sigma_{1, m r}}{\sigma_{1 r}^{2} \sigma_{m r}^{2}-\Sigma_{1, m r}^{2}} & -\frac{k_{2 m} \Sigma_{2, m r}}{\sigma_{2 r}^{2} \sigma_{m r}^{2}-\Sigma_{2, m r}^{2}} & \cdots & \sum_{i \neq m} \frac{k_{m i} \sigma_{i r}^{2}}{\sigma_{m r}^{2} \sigma_{i r}^{2}-\Sigma_{m, i r}^{2}}
\end{array}\right) .
\end{aligned}
$$

### 2.4. Power Comparison

Assume that $\nu=0, \mu_{11}=a, \mu_{12}=\mu_{21}=d, \mu_{22}=-a$ in terms of the standard theory of quantitative genetics (Falconer and Mackay 1996). Let the additive variance be $\sigma_{a}^{2}=2 q_{1} q_{2}\left(a+d\left(q_{2}-q_{1}\right)\right)^{2}$, and the dominant variance be $\sigma_{d}^{2}=\left(2 q_{1} q_{2} d\right)^{2}$. Let the heritability be denoted by $h^{2}$, which is defined by $\sigma_{a}^{2} /\left(\sigma_{a}^{2}+\sigma_{d}^{2}+\sigma_{e}^{2}\right)$. In the history of a population, the disease genes are usually due to a mutation. Because of the evolutionary process, the haplotype frequencies $h_{r i}$ change from generation to generation. The expected haplotype frequencies can be calculated by $\mathrm{E}\left[h_{r i}\right]=h_{r i}(0) e^{-\theta A}+p_{i} q_{r}\left(1-e^{-\theta A}\right)$, where $A$ is the age of the most recent mutation at the trait locus, $h_{r i}(0)$ is the initial haplotype frequencies of haplotypes $Q_{r} M_{i}$ at the generation of occurrence of the mutation at the trait locus. If there is only a single mutation in the population, one may assume that $h_{11}(0)=q_{1}, h_{1 i}(0)=0$, and $h_{21}(0)=p_{1}-q_{1} \geq 0, h_{2 i}(0)=p_{i}, i=2, \cdots, m$. Replacing $h_{r i}$ in $P\left(Q_{r} M_{i}, M_{j}\right)$ by E $\left[h_{r i}\right]$, we may calculate the approximations of the non-centrality parameters using the non-centrality parameters given in Section 2.3. To calculate the non-centrality parameters, we need parameter values such as the marker allele frequencies $p_{1}$ and $p_{2}$, trait allele frequencies $q_{1}$ and $q_{2}$, heritability $h^{2}$, mutation age $A$, haplotype frequencies $h_{r i}$, recombination fraction $\theta$, additive effect $a$, dominant effect $d$, polygenic variance $\sigma_{G}^{2}$, and error variance $\sigma_{e}^{2}$.

Assume that the frequencies of marker alleles are evenly distributed. Figures 3 and 2 plot the power curves of $F_{h e t, \text { singleton }}$ and $F_{h e t, \text { singleton,sibs }}$ against the heritability at 0.05 significant level, for dominant and recessive traits for 2,3 and 4 allele markers, respectively. In each graph of the two Figures, the total numbers of offspring for 2, 3 and 4 allele markers are the same. Hence, the comparison of the power is meaningful. It is clear from the 4 graphs of the two Figures 3 and 2 that the power of the test statistic using 4 allele marker is higher than that of the test statistic using 3 allele


Fig. 2. Power curves of $F_{\text {het,singleton,sibs }}$ for 2,3 and 4 allele markers against the heritability at 0.05 significant level, when $q_{1}=0.25, \sigma_{G}^{2}=0.75, A=20, \theta=0.005$ for a dominant trait $a=d=1.0$, Graph I; and a recessive trait $a=1.0$ and $d=-0.5$, Graph II. For a 2 allele marker, $p_{1}=0.50, k_{i}=60, k_{i j}=30, i, j=1,2$; For a 3 allele marker, $p_{1}=0.4, p_{2}=0.3, k_{1}=60, k_{2}=k_{3}=30, k_{i j}=15, i, j=1,2,3$; For a 4 allele marker, $p_{i}=0.25, k_{i}=30, k_{i j}=9, i, j=1, \cdots, 4$.


Fig. 3. Power curves of $F_{\text {het,singleton }}$ for 2,3 and 4 allele markers against the heritability at 0.05 significant level, when $q_{1}=0.25, \sigma_{G}^{2}=0.75, A=20, \theta=0.005$ for a dominant trait $a=d=1.0$, Graph I; and a recessive trait $a=1.0$ and $d=-0.5$, Graph II. For a 2 allele marker, $p_{1}=0.50, k_{1}=k_{2}=100$; For a 3 allele marker, $p_{1}=0.4, p_{2}=0.3, k_{1}=100, k_{2}=k_{3}=50$; For a 4 allele marker, $p_{i}=0.25, k_{i}=50, i=1, \cdots, 4$.
marker, which in turn is higher than that of the test statistic using 2 allele marker.
Figures 5 and 4 plot the power curves of $F_{\text {Gen_Nuc,singleton }}$ and $F_{\text {Gen_Nuc,singleton,sibs }}$ against the recombination fraction at 0.05 significant level, for dominant and recessive traits for 2,3 and 4 allele markers, respectively. The four graphs in the two Figures 5 and 4 show that the power of the test statistic using 4 allele marker is higher than that of the test statistic using 3 allele marker, which in turn is higher than that of the test statistic using 2 allele marker. In addition, the power is high when the trait locus is tightly linked to the marker $(\theta<0.01)$; otherwise, the power decreases very rapidly once the trait locus is getting far away from the marker $(\theta>0.02)$.

Assume that the frequencies of marker alleles are not evenly distributed. Figure 6 plots the power curves of $F_{\text {het,singleton,sibs }}$ against the heritability at 0.05 significant level, for dominant and recessive traits for 2, 3 and 4 allele markers, respectively. In each of two graphs in the Figure, the power of the test statistic using 3 allele marker is higher than that of the test statistic using 4 allele marker, which in turn is higher than that of the test statistic using 2 allele marker in general.

### 2.5. Application

The methods and models are applied to analyze the chromosomes 4 and chromosome 16 data of the Oxford asthma data, Genetic Analysis Workshop 12 (Cookson and Abecasis 2001). The data consist of 80 nuclear family with a total of 203 offspring. In these 80 families, 43 have two offspring, 31 have three offspring, and 6 have four offspring. On chromosome 4, 18 markers are typed and each marker has 4 alleles. On chromosome 16, 22 markers are typed and each marker has 4 alleles. In Daniel et al. (1996), linkage to bronchial responsiveness to methacholine (slope) and other quantitative traits were tested by the Haseman-Elston sib-pair technique (Haseman and

## Graph I: Dominant Trait



Fig. 4. Power curves of $F_{\text {Gen_Nuc,singleton,sibs }}$ for 2,3 and 4 allele markers against the recombination fraction at 0.05 significant level, when $q_{1}=0.25, \sigma_{G}^{2}=0.75, A=20, h^{2}=0.25$ for a dominant trait $a=d=1.0$, Graph I; and a recessive trait $a=1.0$ and $d=-0.5$, Graph II. For a 2 allele marker, $p_{1}=0.50, k_{i}=60, k_{i j}=30, i, j=1,2$; For a 3 allele marker, $p_{1}=0.4, p_{2}=0.3, k_{1}=60, k_{2}=k_{3}=30, k_{i j}=15, i, j=1,2,3$; For a 4 allele marker, $p_{i}=0.25, k_{i}=30, k_{i j}=9, i, j=1, \cdots, 4$.


Fig. 5. Power curves of $F_{G e n \_N u c, s i n g l e t o n ~}$ for 2,3 and 4 allele markers against the recombination fraction at 0.05 significant level, when $q_{1}=0.25, \sigma_{G}^{2}=0.75, A=20, h^{2}=0.25$ for a dominant trait $a=d=1.0$, Graph I; and a recessive trait $a=1.0$ and $d=-0.5$, Graph II. For a 2 allele marker, $p_{1}=0.50, k_{1}=k_{2}=100$; For a 3 allele marker, $p_{1}=0.4, p_{2}=0.3, k_{1}=100, k_{2}=k_{3}=50$; For a 4 allele marker, $p_{i}=0.25, k_{i}=50, i=1, \cdots, 4$.


Fig. 6. Power curves of $F_{\text {het,singleton,sibs }}$ for 2,3 and 4 allele markers against the heritability at 0.05 significant level. For a 2 allele marker, $p_{1}=0.90, p_{2}=0.10$; For a 3 allele marker, $p_{1}=0.5, p_{2}=0.45, p_{3}=0.05$; For a 4 allele marker, $p_{1}=0.45, p_{2}=p_{3}=0.25, p_{4}=0.05$. All other parameters are the same as those in Figure 2.

Elston 1972). Two regions of potential linkage to autosomal markers were detected with $\log _{e}$ (slope) on chromosomes 4, and 16 (Daniel et al. 1996).

In the four alleles typed, the frequency of one allele is too low (around $3 \%$ ). When we use the four alleles in data analysis, the convergence is problematic and the results are not stable. This may be due to large number of parameters for the data set. To reduce the number of parameters and to make the results stable, we collapse each of the 4 allele markers to be 3 allele marker. Table I shows the results of test statistics $F_{h e t}$ and $F_{G e n \_N u c}$, the results from Fan and Xiong (2002), and Daniel et al. (1996). Three markers, D4S1450, D16S515 and D16S289 show association with the asthma phenotypic trait $\log _{e}$ slope at significant levels 0.05 . The results confirms the findings in Fan and Xiong (2002) and Daniel et al. (1996).

Table I. Results of test statistics of asthma data.

| Marker <br> Locus | P-Values <br> of $F_{\text {Het }}$ | P-Values of <br> $F_{\text {Gen_Nuc }}$ | P-Values of Fan <br> and Xiong (2002) | P-Values of <br> Daniel et al. (1996) |
| :---: | :---: | :---: | :---: | :---: |
| D4S1540 | 0.03 | 0.003 | 0.02 | $<0.05$ |
| D16S515 | $<0.0001$ | $<0.0001$ | $<0.04$ | $<0.05$ |
| D16S289 | 0.001 | $<0.0001$ | $<0.0001$ | $<0.05$ |

### 2.6. Discussion

Mixed models are explored to study association between a multiple allele and a QTL. There are two types of nuclear families in terms of the information of transmission of parental alleles. One is the data of offspring with manifest transmitted alleles from
at least one heterozygous parent. The association study is based on the difference between the conditional mean of trait value given an allele is transmitted and that of trait value given the allele is not transmitted from a heterozygous parent. The other is the data of offspring from nuclear family including homozygous parents. In this case, general association study is based on the difference between the conditional mean of trait value given an allele is transmitted from a parent and the population mean. Using these theoretical bases, mixed models and their test statistics are derived to demonstrate advantage of the method proposed. By power calculation and comparison, the proposed test statistics with a multiple alleles marker have higher power than that with new collapsed bi-alleles marker if the marker allele frequencies are evenly distributed. Therefore, it is more advantageous to use a multiple allele marker for association study in the presence of linkage. It is shown that the power is high when the trait locus is tightly linked to the marker $(\theta<0)$; otherwise, the power decreases very rapidly once the trait locus is getting far away from the marker $(\theta>0.02)$. The proposed models are used to analyze chromosomes 4 and 16 data of the Oxford asthma data, Genetic Analysis Workshop 12.

Fan and Xiong (2003) conducted both linkage analysis in the presence of association and the association study in the presence of linkage. However, it is not clear how to conduct linkage analysis in the presence of association since the way to reduce the number of parameters is not clear for a multiple-allelic marker. In this chapter II, we assume that data are available for all members in a nuclear family. It may not be possible for late onset genetic diseases to obtain the parental data. It would be interesting if the methods and models in this chapter can be extended to apply for sibship data.

## CHAPTER III

## LINKAGE AND ASSOCIATION STUDY BASED ON SIBSHIP DATA*

### 3.1. Introduction

Linkage and linkage disequilibrium mappings, two major approaches for genetic studies of human diseases, have been developing in the recent years. There have been lots of interests in joint analyses of both mappings. Separate analysis of either LD mapping or linkage analysis utilizes only part of the available information; LD mapping uses information of LD, on the other hand, linkage analysis uses information of linkage. A combined analysis utilizes both LD and linkage information, and has more power to find putative QTL. For qualitative traits, several studies have shown that combination of LD and linkage mapping is advantageous over separate approach (Göring and Terwillinger 2000; Xiong and Jin 2000). Almasy et al. (1999) propose variance component models in quantitative trait locus (QTL) detection using combined linkage and LD analysis. Fulker et al. (1999) present variance component models to perform integrated linkage and LD mapping based on sibpairs data. Sham et al. (2000) carried out theoretical analyses for power of linkage versus association mapping of quantitative traits based on model in Fulker et al. (1999). Abecasis et al. $(2000,2001)$ generalized the method of Fulker et al. (1999) to analyze data of nuclear families and general pedigrees. For natural populations, Wu et al. (2002) utilized mixture models in joint linkage and LD mapping of QTL. In these studies for the combined analysis, the investigators usually use only one marker in their analyses.

[^1]As the dense marker maps such as single nucleotide polymorphisms(SNPs) and high resolution micro-satellite markers are available (The International SNP Map Work Group, 2001; Broman et al. 1998; Kong et al. 2002), it is natural to generalize single marker to multiple markers mapping. Using two flanking markers, Fan and Xiong (2002) proposed a linear regression model to conduct high resolution LD mapping based on population data. The linear regression model incorporated genetic effect decomposed into additive and dominant effects. Fan and Xiong (2003) presented a variance component model which combined linkage and LD mapping. The models employing two flanking markers consider a linear model and variance covariance structure simultaneously to accommodate both population and nuclear family data.

For late-onset disorders such as Alzheimer's disease, heart disease, many forms of cancer, non-insulin dependent diabetes mellitus (NIDDM), and osteoporosis, it is difficult to recruit parental data. One way to study late-onset disorders is to perform sib-pair or sibship analyses (Cardon 2000; Horvath and Laird 1998; Schaid and Li 1997; Schaid and Rowland 1998; Spielman and Ewens 1998). This motivates us to explore models in high resolution joint LD and linkage mapping of QTL based on sibship data. Here, population data are included by treating an independent individual as a single sibship.

In variance component model, a linear regression model and variance covariance structures are introduced to describe a quantitative trait. Association test is based on differences in mean coefficients of linear model. Linkage test is based on differences in covariances according to the identical-by-decent (IBD) status between sib pairs at a candidate locus. Hence, we simultaneously perform joint LD and linkage interval mapping using two flanking markers. Until now, the interval mapping studies published to date are mainly limited to use only the additive genetic variance. There is no explicit formulas to include both additive and dominant genetic variances in the
interval mappings. In this chapter, we derive formulas to calculate covariance of traits between sibships including both additive and dominant variances. To investigate the performance of the formulas, we calculate the numerical values via the formulas and get satisfactory approximations. The non-centrality parameters of test statistics are calculated to compare the power and sample size for cases of sibpairs and general sibships. The non-centrality parameters for linkage analysis are derived based on standard statistical theory, those for LD analysis are calculated by general theory of linear model. Comparison of the power and sample size of LD mapping, and the power of linkage mapping with or without dominant variance is performed. By simulation and theoretical analysis, we compare the results with those of an association between family and association within family ("AbAw") approach from Fulker et al. (1999). The method is applied to Genetic Analysis Workshop (GAW) 12 German asthma data (Meyers, Wjst and Aber, 2001).

### 3.2. Methods

### 3.2.1. Linear Model

Consider a quantitative trait which is influenced by a quantitative trait locus $Q$. Assume that there are two alleles $Q_{1}$ and $Q_{2}$ at the trait locus with frequencies $q_{1}$ and $q_{2}$. Suppose that trait locus $Q$ is flanked by two markers $A$ and $B$ in an order of $A Q B$. At the marker locus $A$, assume there are two alleles $A$ and $a$ with frequencies $P_{A}$ and $P_{a}$, respectively; for the marker $B$, assume that there are two alleles $B$ and $b$ with frequencies $P_{B}$ and $P_{b}$. Suppose that trait locus $Q$ and markers $A$ and $B$ are individually in Hardy-Weinberg equilibrium. For sibship data, variance component models can be used for high resolution joint LD and linkage mapping of QTL. For a sibship of $l$ children, denote their quantitative traits by a vector $\mathbf{y}=\left(y_{1}, \cdots, y_{l}\right)^{\tau}$,
genotypes at marker $A$ by a vector $\left(A_{1}, A_{2}, \cdots, A_{l}\right)^{\tau}$, and genotypes at marker $B$ by a vector $\left(B_{1}, B_{2}, \cdots, B_{l}\right)^{\tau}$. Here $y_{i}$ is the trait value of the $i$-th offspring, $A_{i}$ is the genotype of the $i$-th offspring at marker $A$, and $B_{i}$ is the genotype of the $i$-th offspring at marker $B$. The log-likelihood function for these data is

$$
\begin{equation*}
L=-\frac{l}{2} \log (2 \pi)-\frac{1}{2} \log |\Sigma|-\frac{1}{2}(\mathbf{y}-X \mu)^{\tau} \Sigma^{-1}(\mathbf{y}-X \mu) . \tag{3.1}
\end{equation*}
$$

The notations of model (3.1) are defined as follows. $\Sigma$ is a $l \times l$ variance-covariance
matrix defined as $\Sigma=\left(\begin{array}{cccc}1 & \rho_{12} & \cdots & \rho_{1 l} \\ \rho_{21} & 1 & \cdots & \rho_{2 l} \\ \vdots & \vdots & \cdots & \vdots \\ \rho_{l 1} & \rho_{l 2} & \cdots & 1\end{array}\right) \sigma^{2}$, where $\sigma^{2}=\sigma_{g}^{2}+\sigma_{G}^{2}+\sigma_{s}^{2}+\sigma_{e}^{2}$, $\sigma_{g}^{2}$ is the variance explained by the putative QTL $Q, \sigma_{G}^{2}$ is the polygenic variance, $\sigma_{s}^{2}$ is the shared environment residual variance, and $\sigma_{e}^{2}$ is the error variance. The genetic variances $\sigma_{g}^{2}=\sigma_{g a}^{2}+\sigma_{g d}^{2}$ and $\sigma_{G}^{2}=\sigma_{G a}^{2}+\sigma_{G d}^{2}$ are decomposed into additive and dominant components, respectively. $\rho_{i j}=\rho_{j i}=\left(\pi_{i j Q} \sigma_{g a}^{2}+\Delta_{i j Q} \sigma_{g d}^{2}+\sigma_{G a}^{2} / 2+\right.$ $\left.\sigma_{G d}^{2} / 4+\sigma_{s}^{2}\right) / \sigma^{2}$ is the correlation between the $i$-th child and the $j$-th child, $\pi_{i j Q}$ is the proportion of alleles sharing identical by descent (IBD) at putative QTL $Q$ by the $i$-th child and the $j$-th child, and $\Delta_{i j Q}$ is the probability that both alleles shared by the $i$-th child and the $j$-th child at the putative QTL $Q$ are IBD (Pratt et al. 2000; Zhu and Elston 2000). To introduce the mean component $X \mu$ for $\log$-likelihood (3.1), we consider the following regression (Fan and Xiong 2002, 2003)

$$
\begin{equation*}
y_{i}=\beta+w_{i} \gamma+x_{A i} \alpha_{A}+x_{B i} \alpha_{B}+z_{A i} \delta_{A}+z_{B i} \delta_{B}+G_{i}+H_{i}+e_{i}, \tag{3.2}
\end{equation*}
$$

where $\beta$ is the overall mean, $w_{i}$ is a row vector of covariates such as gender and age, $\gamma$ is a column vector of regression coefficients of $w_{i}, G_{i}$ is the polygenic effect, $H_{i}$ is the shared environment residual effect, and $e_{i}$ is the error term. Assume that $G_{i}$ is normal $N\left(0, \sigma_{G}^{2}\right), H_{i}$ is normal $N\left(0, \sigma_{s}^{2}\right)$, and $e_{i}$ is normal $N\left(0, \sigma_{e}^{2}\right)$. Moreover, $G_{i}, H_{i}$
and $e_{i}$ are independent. $x_{A i}, x_{B i}, z_{A i}$ and $z_{B i}$ are dummy random variables that are independent of $G_{i}, H_{i}$, and $e_{i}$ defined by

$$
\begin{aligned}
& x_{A i}=\left\{\begin{array}{ll}
2 P_{a} & \text { if } A_{i}=A A \\
P_{a}-P_{A} & \text { if } A_{i}=A a \\
-2 P_{A} & \text { if } A_{i}=a a
\end{array}, \quad z_{A i}= \begin{cases}-P_{a}^{2} & \text { if } A_{i}=A A \\
P_{a} P_{A} & \text { if } A_{i}=A a \\
-P_{A}^{2} & \text { if } A_{i}=a a\end{cases} \right. \\
& x_{B i}=\left\{\begin{array}{ll}
2 P_{b} & \text { if } B_{i}=B B \\
P_{b}-P_{B} & \text { if } B_{i}=B b \\
-2 P_{B} & \text { if } B_{i}=b b
\end{array}, \quad z_{B i}= \begin{cases}-P_{b}^{2} & \text { if } B_{i}=B B \\
P_{b} P_{B} & \text { if } B_{i}=B b \\
-P_{B}^{2} & \text { if } B_{i}=b b\end{cases} \right.
\end{aligned}
$$

$\alpha_{A}, \alpha_{B}, \delta_{A}$ and $\delta_{B}$ are the coefficients of the dummy variables $x_{A i}, x_{B i}, z_{A i}$ and $z_{B i}$. $X$ is the design matrix based on regression (3.2), and $\mu=\left(\beta, \gamma^{\tau}, \alpha_{A}, \alpha_{B}, \delta_{A}, \delta_{B}\right)^{\tau}$ is a vector of coefficients.

Fan and Xiong (2002) provide an intuitive rationale for model (3.2) as follows. Let $\mu_{i j}$ be the effect of genotype $Q_{i} Q_{j}, i, j=1,2, \mu_{12}=\mu_{21}$. Denote the overall population mean by $\mu_{0}=\mu_{11} q_{1}^{2}+2 \mu_{12} q_{1} q_{2}+\mu_{22} q_{2}^{2}$, the average effect of gene substitution by $\alpha_{Q}=q_{1} \mu_{11}+\left(q_{2}-q_{1}\right) \mu_{12}-q_{2} \mu_{22}$, and the dominant deviation by $\delta_{Q}=2 \mu_{12}-\mu_{11}-\mu_{22}$. Assume that marker $A$ coincides with the trait locus $Q$, marker allele $A$ is trait allele $Q_{1}$ and marker allele $a$ is trait allele $Q_{2}$. Fan and Xiong (2002) show that the trait value can be expressed as $y_{i}=\mu_{0}+x_{Q i} \alpha_{Q}+z_{Q i} \delta_{Q}+e_{i}$, where $x_{Q i}=x_{A i}$ and $z_{Q i}=z_{A i}$. In practice, information about trait locus $Q$ is unknown, but the information at marker loci is available. This prompts us to propose regression model (3.2) to describe the trait values. For the population data considered in Fan and Xiong (2002), the trait values are independent of each other. However, the trait values of a sibship are correlated to each other with variance covariance matrix $\Sigma$.

Suppose there are $I$ sibships, in which some may contain only one offspring. Denote their log-likelihoods as $L_{1}, \cdots, L_{I}$, where $L_{i}$ is the log-likelihood of trait values $\mathbf{y}_{i}$ of the $i$-th sibship or individual. Let $\Sigma_{i}$ be variance-covariance matrix of $\mathbf{y}_{i}$,
and $X_{i}$ be its model matrix. Denote the total trait values $\mathbf{y}=\left(\mathbf{y}_{1}^{\tau}, \cdots, \mathbf{y}_{I}^{\tau}\right)^{\tau}$, the total variance-covariance matrix by $\Sigma=\operatorname{diag}\left(\Sigma_{1}, \cdots, \Sigma_{I}\right)$, and model matrix $X=$ $\left(X_{1}^{\tau}, \cdots, X_{I}^{\tau}\right)^{\tau}$. Combining all sibships together, the overall log-likelihood is

$$
L=\sum_{i=1}^{I} L_{i}=-\frac{N}{2} \log (2 \pi)-\frac{1}{2} \log |\Sigma|-\frac{1}{2}(\mathbf{y}-X \mu)^{\tau} \Sigma^{-1}(\mathbf{y}-X \mu)
$$

where $N$ is the total number of individuals of the $I$ sibships. The unknown parameters are $\mu=\left(\beta, \gamma, \alpha_{A}, \alpha_{B}, \delta_{A}, \delta_{B}\right)^{\tau}, \sigma_{g a}^{2}, \sigma_{g d}^{2}, \sigma_{G a}^{2}, \sigma_{G d}^{2}, \sigma_{s}^{2}$, and $\sigma_{e}^{2}$. Likelihood ratio tests (LRT) can be used to test significance of the parameters of interest.

Denote $a=\mu_{11}-\left(\mu_{11}+\mu_{22}\right) / 2$ and $d=\mu_{12}-\left(\mu_{11}+\mu_{22}\right) / 2$. In terms of traditional quantitative genetics (Falconer and Mackay 1996), average effect of gene substitution of QTL is $\alpha_{Q}=a+\left(q_{2}-q_{1}\right) d$ and dominant deviation $\delta_{Q}=2 d$. The additive variance $\sigma_{g a}^{2}=2 q_{1} q_{2} \alpha_{Q}^{2}$ and the dominant variance $\sigma_{g d}^{2}=\left(q_{1} q_{2}\right)^{2} \delta_{Q}^{2}$. To test the linkage of the trait locus to a particular position in the genome, the null hypothesis is $H_{0}: \sigma_{g a}^{2}=\sigma_{g d}^{2}=0$ and the alternative hypothesis is $H_{A}: \sigma_{g a}^{2}>0$ or $\sigma_{g d}^{2}>0$. The corresponding LRT is a mixture of $\chi^{2}$ variables (Self and Liang 1987). If only the additive variance $\sigma_{g a}^{2}$ (or dominant variance $\sigma_{g d}^{2}$ ) is modeled, the null hypothesis is $H_{0}: \sigma_{g a}^{2}=0$ (or $H_{0}: \sigma_{g d}^{2}=0$ ), and the alternative hypothesis is $H_{A}: \sigma_{g a}^{2}>0$ (or $\left.\sigma_{g d}^{2}>0\right)$. Then the corresponding LRT is a $\frac{1}{2}: \frac{1}{2}$ mixture of $\chi_{1}^{2}$ and a point mass at 0 (Self and Liang 1987).

Denote the measure of LD between QTL $Q$ and marker $A$ by $D_{A Q}=P\left(A Q_{1}\right)-$ $q_{1} P_{A}$, the measure of LD between QTL $Q$ and marker $B$ by $D_{Q B}=P\left(B Q_{1}\right)-q_{1} P_{B}$, and the measure of LD between marker $A$ and marker $B$ by $D_{A B}=P(A B)-P_{A} P_{B}$ (Hartl and Clark 1989; Hedrick 1987; Lewontin 1964). Let the additive and dominant variance-covariance matrices be

$$
V_{A}=\left(\begin{array}{cc}
2 P_{a} P_{A} & 2 D_{A B}  \tag{3.3}\\
2 D_{A B} & 2 P_{b} P_{B}
\end{array}\right), \text { and } V_{D}=\left(\begin{array}{cc}
P_{a}^{2} P_{A}^{2} & D_{A B}^{2} \\
D_{A B}^{2} & P_{b}^{2} P_{B}^{2}
\end{array}\right)
$$

Like Fan and Xiong (2002), we can show that the coefficients of regression equation (3.2) are

$$
\begin{equation*}
\binom{\alpha_{A}}{\alpha_{B}}=V_{A}^{-1}\binom{2 D_{A Q}}{2 D_{Q B}} \alpha_{Q},\binom{\delta_{A}}{\delta_{B}}=V_{D}^{-1}\binom{D_{A Q}^{2}}{D_{Q B}^{2}} \delta_{Q} . \tag{3.4}
\end{equation*}
$$

Equations (3.4) imply that regression (3.2) simultaneously accounts for the LD and the effects of the putative QTL $Q$. The parameters of LD (i.e., $D_{A Q}$ and $D_{Q B}$ ) and gene effect (i.e., $\alpha_{Q}$ and $\delta_{Q}$ ) are incorporated in the mean coefficients. In the presence of linkage to a particular position, the association between the trait locus and the markers can be tested based on equations (3.4). First, suppose that the presence of linkage is verified by both $\sigma_{g a}^{2}>0$ and $\sigma_{g d}^{2}>0$, which implies that both $\alpha_{Q}$ and $\delta_{Q}$ are not equal to 0 . The existence of LD between markers and trait locus Q cab be tested by $H_{0}: \alpha_{A}=\alpha_{B}=\delta_{A}=\delta_{B}=0$ vs $H_{A}$ : at least one of $\alpha_{A}, \alpha_{B}, \delta_{A}$, and $\delta_{B}$ is not 0 . The test shows the association between the trait locus and the markers. Notice that this test will lead to 4 degrees of freedom, but the number of parameters $D_{A Q}$ and $D_{Q B}$ is only 2 . Hence, there should be only one or two coefficients of $\alpha_{A}, \alpha_{B}, \delta_{A}$, and $\delta_{B}$, which is/are significantly different from 0 in the data analysis. Second, suppose that the presence of linkage is verified by additive variance $\sigma_{g a}^{2}>0$, but the dominant variance $\sigma_{g d}^{2}$ is not significantly larger than 0 . Then testing $H_{0}: \alpha_{A}=\alpha_{B}=0$ vs $H_{A}$ : at least one of $\alpha_{A}$ and $\alpha_{B}$ is not 0 , shows the association between the trait locus and the markers. In this case, it is possible that only one of $\alpha_{A}$ and $\alpha_{B}$ is significantly different from 0 in the data analysis. Third, suppose that the presence of linkage is supported by the dominant variance $\sigma_{g d}^{2}>0$, but the additive variance $\sigma_{g a}^{2}$ is not significantly larger than 0 . Then testing $H_{0}: \delta_{A}=\delta_{B}=0$ vs $H_{A}$ : at least one of $\delta_{A}$ and $\delta_{B}$ is not 0 , shows the association between the trait locus and the markers.

Suppose that only one marker $A$ is used in the analysis. Then equations (3.4) can be replaced by $\alpha_{A}=D_{A Q} \alpha_{Q} /\left(P_{a} P_{A}\right), \delta_{A}=D_{A Q}^{2} \delta_{Q} /\left(P_{a}^{2} P_{A}^{2}\right)$. Suppose that the
presence of linkage is supported by both $\sigma_{g a}^{2}>0$ and $\sigma_{g d}^{2}>0$. Then testing $H_{0}$ : $\alpha_{A}=\delta_{A}=0$ vs $H_{A}$ : at least one of $\alpha_{A}$ and $\delta_{A}$ is not 0 , shows the association between the trait locus and marker $A$. Again, there should be only one coefficient of $\alpha_{A}$ and $\delta_{A}$ which is significantly different from 0 in data analysis, since only one parameter $D_{A Q}$ is being tested. Suppose that the presence of linkage is supported by additive variance $\sigma_{g a}^{2}>0$, but the dominant variance $\sigma_{g d}^{2}$ is not significantly larger than 0 . Then a test of $H_{0}: \alpha_{A}=0$ vs $H_{A}: \alpha_{A} \neq 0$, shows the association between the trait locus and marker $A$. On the other hand, if the presence of linkage is supported by the dominant variance $\sigma_{g d}^{2}>0$, but the additive variance $\sigma_{g a}^{2}$ is not significantly larger than 0 , then a test of $H_{0}: \delta_{A}=0$ vs $H_{A}: \delta_{A} \neq 0$ shows the association between the trait locus and the marker $A$.

In practice, it may be reasonable to start with a variance component model which includes the covariates, but does not include the dummy variables $x_{A i}, x_{B i}, z_{A i}$ and $z_{B i}$. That is, to fit a reduced model $y_{i}=\beta+w_{i} \gamma+G_{i}+H_{i}+e_{i}$, instead of model (3.2) directly (Pratt et al. 2000). This can achieve the initial objective of identifying linkage of trait values to a particular position in a region. Then, the dummy variables $x_{A i}, x_{B i}, z_{A i}$ and $z_{B i}$ of markers $A$ and $B$ in the region can be included in the model to fit regression (3.2) for high resolution joint LD and linkage mapping. In this second step, the significant variables among $\sigma_{g a}^{2}, \sigma_{g d}^{2}, \alpha_{A}, \alpha_{B}, \delta_{A}$ and $\delta_{B}$ can be identified. Keeping only the significant variables in the final model, the likelihood ratio test of the final model against the model which assumes neither linkage nor association between the trait values and the markers can be calculated. By performing the analysis in this way, both linkage and LD information are used simultaneously to get a joint mapping of QTL.

### 3.2.2. Trait Variance-Covariance Matrix

For two siblings $i$ and $j$ in a sibship of size $l$, their trait covariance, conditional on the information of markers $A$ and $B$, is $\operatorname{Cov}\left(y_{1}, y_{2} \mid I_{A}, I_{B}\right)=\hat{\pi}_{i j Q} \sigma_{g a}^{2}+\hat{\Delta}_{i j Q} \sigma_{g d}^{2}+$ $\sigma_{G a}^{2} / 2+\sigma_{G d}^{2} / 4+\sigma_{s}^{2}=\hat{\rho}_{i j} \sigma^{2}$, where $\hat{\pi}_{i j Q}=\mathrm{E}\left(\pi_{i j Q} \mid I_{A}, I_{B}\right), \pi_{i j Q}$ is the proportion of allele IBD at putative QTL $Q, \hat{\Delta}_{i j Q}=\mathrm{E}\left(\Delta_{i j Q} \mid I_{A}, I_{B}\right)$ and $\Delta_{i j Q}$ is the probability that both alleles at the locus $Q$ are IBD in the two offspring. The notations $I_{A}$ and $I_{B}$ represent the information on marker $A$ and marker $B$. In the following paragraph, we use the interval mapping method given by Fulker and Cardon (1994) to estimate $\pi_{i j Q}$. In addition, we provide methods to estimate $\Delta_{i j Q}$ by the information on marker loci, which is not available in the literature.

Denote the recombination fraction between trait locus $Q$ and marker $A$ by $\theta_{A Q}$, the recombination fraction between trait locus $Q$ and marker $B$ by $\theta_{Q B}$, and the recombination fraction between marker $A$ and marker $B$ by $\theta_{A B}$. Fulker and Cardon (1994) propose calculating the proportion $\hat{\pi}_{i j Q}$ of alleles which are IBD at putative QTL $Q$ for a sib-pair $i$ and $j$ by $\hat{\pi}_{i j Q}=\alpha_{\pi}+\beta_{\pi A} \pi_{i j A}+\beta_{\pi B} \pi_{i j B}$, where $\pi_{i j A}$ and $\pi_{i j B}$ are the proportions of IBD alleles sharing at marker $A$ and marker $B$ by sib-pair $i$ and $j$, respectively. The coefficients $\alpha_{\pi}, \beta_{\pi A}$ and $\beta_{\pi B}$ are functions of $\theta_{A Q}, \theta_{Q B}$ and $\theta_{A B}$ given by

$$
\begin{align*}
\beta_{\pi A} & =\frac{\left(1-2 \theta_{A Q}\right)^{2}-\left(1-2 \theta_{A B}\right)^{2}\left(1-2 \theta_{Q B}\right)^{2}}{1-\left(1-2 \theta_{A B}\right)^{4}} \\
\beta_{\pi B} & =\frac{\left(1-2 \theta_{Q B}\right)^{2}-\left(1-2 \theta_{A B}\right)^{2}\left(1-2 \theta_{A Q}\right)^{2}}{1-\left(1-2 \theta_{A B}\right)^{4}}  \tag{3.5}\\
\alpha_{\pi} & =\frac{1-\beta_{\pi A}-\beta_{\pi B}}{2}
\end{align*}
$$

Let $\Delta_{i j A}, \Delta_{i j B}$ be the probability of sharing 2 alleles IBD at markers $A$ and $B$ for the
sib-pair $i$ and $j$, respectively. We propose to estimate $\Delta_{i j Q}$ by

$$
\begin{equation*}
\hat{\Delta}_{i j Q}=\alpha+\beta_{A} \pi_{i j A}+\beta_{B} \pi_{i j B}+r_{A} \Delta_{i j A}+r_{B} \Delta_{i j B} . \tag{3.6}
\end{equation*}
$$

In Appendices H, I and J, we show that under the assumption of no interference,

$$
\begin{align*}
r_{A} & =\frac{\left(1-2 \theta_{A Q}\right)^{4}-\left(1-2 \theta_{Q B}\right)^{4}\left(1-2 \theta_{A B}\right)^{4}}{1-\left(1-2 \theta_{A B}\right)^{8}} \\
r_{B} & =\frac{\left(1-2 \theta_{Q B}\right)^{4}-\left(1-2 \theta_{A Q}\right)^{4}\left(1-2 \theta_{A B}\right)^{4}}{1-\left(1-2 \theta_{A B}\right)^{8}} \\
\beta_{A} & =\beta_{\pi A}-r_{A}, \beta_{B}=\beta_{\pi B}-r_{B}  \tag{3.7}\\
\alpha & =\frac{\left(1-\psi_{A}\right)^{2}\left(1-\psi_{B}\right)^{2}}{\left[\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)\right]^{2}},
\end{align*}
$$

where $\beta_{\pi A}, \beta_{\pi B}$ are given in equations (3.5) (Fulker and Cardon 1994), $\psi_{A}=\theta_{A Q}^{2}+$ $\left(1-\theta_{A Q}\right)^{2}$ and $\psi_{B}=\theta_{Q B}^{2}+\left(1-\theta_{Q B}\right)^{2}$. When we assume that the positions of marker $A$ and marker $B$ are known, $\theta_{A B}$ can be calculated through a Haldane's function $\theta=[1-\exp (-2 \lambda)] / 2$ under assumption of no interference, where $\lambda$ is map distance.

### 3.3. Test Statistics and Non-Centrality Parameter

### 3.3.1. Association Study

We assume that the data are composed of three sub-samples: $n$ independent individuals, $m$ independent sib-pairs, and $k$ independent tri-sibships, each having 3 sibs. Moreover, we assume that $n, m$ and $k$ are sufficiently large, so that large sample theory applies. In practice, the sizes $n$ and $m$ of individuals and sib-pairs are likely to be large. The size $k$ of tri-sibships can be large. However, it is difficult to collect a large sample of sibships each having more than 3 sibs. In the event that a large sample of sibships each having more than 3 sibs is available, the following principle is still valid, but the corresponding formulas must be calculated accordingly. Assuming
that there are no covariates, the regression coefficients are $\mu=\left(\beta, \alpha_{A}, \alpha_{B}, \delta_{A}, \delta_{B}\right)^{\tau}$. Consider the overall $\log$-likelihood $L=\sum_{i=1}^{I} L_{i}, I=n+m+k$. Denote the total number of individuals by $N$, i.e., $N=n+2 m+3 k$. Let $\hat{\beta}, \hat{\alpha}_{A}, \hat{\alpha}_{B}, \hat{\delta}_{A}, \hat{\delta}_{B}, \hat{\Sigma}_{i}, \hat{\Sigma}$ be the maximum likelihood estimators of $\beta, \alpha_{A}, \alpha_{B}, \delta_{A}, \delta_{B}, \Sigma_{i}, \Sigma$. The estimate of $\mu$ is $\hat{\mu}=\left[X^{\tau} \hat{\Sigma}^{-1} X\right]^{-1} X^{\tau} \hat{\Sigma}^{-1} \vec{y}=\left[\sum_{i=1}^{I} X_{i}^{\tau} \hat{\Sigma}_{i}^{-1} X_{i}\right]^{-1} \sum_{i=1}^{I} X_{i}^{\tau} \hat{\Sigma}_{i}^{-1} \vec{y}_{i}$. Let $H$ be a $q \times 5$ test matrix of rank $q(q \leq 5)$. By Graybill (1976), Chapter 6, the test statistic of a hypothesis $H \mu=0$ is non-central $F(q, N-5)$ defined by

$$
F=\frac{(H \hat{\mu})^{\tau}\left[H\left(X^{\tau} \hat{\Sigma}^{-1} X\right)^{-1} H^{\tau}\right]^{-1}(H \hat{\mu})}{Y^{\tau}\left[\hat{\Sigma}^{-1}-\hat{\Sigma}^{-1} X\left(X^{\tau} \hat{\Sigma}^{-1} X\right)^{-1} X^{\tau} \hat{\Sigma}^{-1}\right] Y} \frac{N-5}{q}
$$

with the non-centrality parameter $\lambda=(H \mu)^{\tau}\left[H\left[X^{\tau} \Sigma^{-1} X\right]^{-1} H^{\tau}\right]^{-1} H \mu$. Under the assumption of large sample sizes $n, m$ and $k$, we show in Appendix L that

$$
\begin{equation*}
\sum_{i=1}^{n+m+k} X_{i}^{\tau} \Sigma_{i}^{-1} X_{i} \approx \operatorname{diag}\left(a_{1}, a_{2} V_{A}, a_{3} V_{D}\right) / \sigma^{2} \tag{3.8}
\end{equation*}
$$

where $a_{1}, a_{2}$ and $a_{3}$ are constants given by equations (L.4) in Appendix L.
In the presence of an additive effect, i.e., $\sigma_{g a}^{2}>0$ or $\alpha_{Q} \neq 0$, we may test the null hypothesis $H_{A B, a}: \alpha_{A}=\alpha_{B}=0$ or $D_{A Q}=D_{Q B}=0$. The test matrix $H$ is defined by $H=\left(\begin{array}{lllll}0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0\end{array}\right)$. Let us denote the corresponding $F$-test statistic by $F_{A B, a}$, and the non-centrality parameter by $\lambda_{A B, a}$. Then we have from (3.4) and (3.8) that

$$
\begin{aligned}
\lambda_{A B, a} & \approx \frac{1}{\sigma^{2}} a_{2}\left(\begin{array}{ll}
\alpha_{A} & \alpha_{B}
\end{array}\right) V_{A}\binom{\alpha_{A}}{\alpha_{B}} \\
& =\frac{2 a_{2}}{\sigma^{2}} \alpha_{Q}^{2}\left[P_{b} P_{B} D_{A Q}^{2}-2 D_{A Q} D_{A B} D_{Q B}+P_{a} P_{A} D_{Q B}^{2}\right] /\left(P_{a} P_{A} P_{b} P_{B}-D_{A B}^{2}\right) \\
& =\frac{a_{2}}{\sigma^{2}} \sigma_{g a}^{2}\left[R_{A Q}^{2}-2 R_{A Q} R_{A B} R_{Q B}+R_{Q B}^{2}\right] /\left(1-R_{A B}^{2}\right),
\end{aligned}
$$

where $R_{A B}=D_{A B} / \sqrt{P_{a} P_{A} P_{b} P_{B}}, R_{A Q}=D_{A Q} / \sqrt{P_{a} P_{A} q_{1} q_{2}}$, and $R_{Q B}=D_{Q B} / \sqrt{q_{1} q_{2} P_{b} P_{B}}$ are three ratios (Almasy et al. 1999; Fan and Xiong 2002, 2003; Sham et al. 2000).

In the presence of a dominant effect, i.e., $\sigma_{g d}^{2}>0$ or $\delta_{Q} \neq 0$, we may test the null hypothesis $H_{A B, d}: \delta_{A}=\delta_{B}=0$ or $D_{A Q}=D_{Q B}=0$. The test matrix $H$ is defined by $H=\left(\begin{array}{lllll}0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1\end{array}\right)$. Denote the corresponding $F$-test statistic by $F_{A B, d}$, and the non-centrality parameter by $\lambda_{A B, d}$. Then we have from (3.4) and (3.8) that

$$
\begin{aligned}
\lambda_{A B, d} & \approx \frac{a_{3}}{\sigma^{2}}\left(\begin{array}{ll}
\delta_{A} & \delta_{B}
\end{array}\right) V_{D}\binom{\delta_{A}}{\delta_{B}} \\
& =\frac{a_{3}}{\sigma^{2}} \delta_{Q}^{2}\left[P_{b}^{2} P_{B}^{2} D_{A Q}^{4}-2 D_{A Q}^{2} D_{A B}^{2} D_{Q B}^{2}+P_{a}^{2} P_{A}^{2} D_{Q B}^{4}\right] /\left(P_{a}^{2} P_{A}^{2} P_{b}^{2} P_{B}^{2}-D_{A B}^{4}\right) \\
& =\frac{a_{3}}{\sigma^{2}} \sigma_{g d}^{2}\left[R_{A Q}^{4}-2 R_{A Q}^{2} R_{A B}^{2} R_{Q B}^{2}+R_{Q B}^{4}\right] /\left(1-R_{A B}^{4}\right)
\end{aligned}
$$

In the presence of both additive and dominant effects, i.e., $\sigma_{g a}^{2}>0$ and $\sigma_{g d}^{2}>0$, we may test the null hypothesis $H_{A B, a d}: \alpha_{A}=\alpha_{B}=\delta_{A}=\delta_{B}=0$. The test matrix $H$ is defined by $H=\left(\begin{array}{ccccc}0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1\end{array}\right)$. Denote the corresponding $F$-test statistic by $F_{A B, a d}$, and the non-centrality parameter by $\lambda_{A B, a d}$. Then, $\lambda_{A B, a d}=$ $\lambda_{A B, a}+\lambda_{A B, d}$. Assume that only one marker $A$ is used in the analysis. The noncentrality parameter is $\lambda_{A, a d} \approx\left[1 / \sigma^{2}\right]\left[a_{2} \sigma_{g a}^{2} R_{A Q}^{2}+a_{3} \sigma_{g d}^{2} R_{A Q}^{4}\right]$, for the null hypothesis $H_{A, a d}: \alpha_{A}=\delta_{A}=0$. Correspondingly, we denote the $F$-test statistic by $F_{A, a d}$. Similarly, $\lambda_{A, a} \approx\left[a_{2} / \sigma^{2}\right] \sigma_{g a}^{2} R_{A Q}^{2}$ is the non-centrality parameter of the test statistic $F_{A, a}$ for the null hypothesis $H_{A, a}: \alpha_{A}=0$. The non-centrality parameter of the test statistic $F_{A, d}$ for the null hypothesis $H_{A, d}: \delta_{A}=0$ is $\lambda_{A, d} \approx\left[a_{3} / \sigma^{2}\right] \sigma_{g d}^{2} R_{A Q}^{4}$.

### 3.3.2. Linkage Analysis

To calculate the non-centrality parameters of likelihood ratio tests, we follow an idea of Sham et al. (2000) according to the general statistical theory (Stuart and Ord 1991). Under the null or alternative hypothesis, the maximum-likelihood estimates
of the parameters can be calculated. Taking the expectations of the log-likelihoods, the non-centrality parameters are then calculated as twice the difference between the log-likelihoods under the null and alternative hypotheses.

Consider a sib-ship of $l$ children. Under the null hypothesis of no linkage between the trait locus and the markers, the correlation of each sib-pair is $\rho=\frac{\sigma_{g a}^{2}}{2 \sigma^{2}}+\frac{\sigma_{g d}^{2}}{4 \sigma^{2}}+$ $\frac{\sigma_{G a}^{2}}{2 \sigma^{2}}+\frac{\sigma_{G d}^{2}}{4 \sigma^{2}}+\frac{\sigma_{s}^{2}}{\sigma^{2}}$. Hence, we have twice the expected log-likelihood

$$
\begin{aligned}
\mathrm{E}\left(2 L_{N u l l}\right) & =-l-l \log \left[2 \pi \sigma^{2}\right]-\log \operatorname{det}\left(\begin{array}{cccc}
1 & \rho & \cdots & \rho \\
\rho & 1 & \cdots & \rho \\
\vdots & \vdots & \cdots & \vdots \\
\rho & \rho & \cdots & 1
\end{array}\right) \\
& =-l-l \log \left[2 \pi \sigma^{2}\right]-\log \left[(1+(l-1) \rho)(1-\rho)^{l-1}\right]
\end{aligned}
$$

Under the alternative hypothesis of linkage between the trait locus and marker $A$, the correlation between the sib-pair $i$ and $j$ is $C_{2 \pi_{i j A}}$ given by

$$
\begin{aligned}
C_{k}= & \operatorname{Cov}\left(y_{i}, y_{j} \mid \pi_{i j A}=k / 2\right) / \sigma^{2}=\left(\sigma_{g a}^{2}+\sigma_{g d}^{2}\right) P\left(\pi_{i j Q}=1 \mid \pi_{i j A}=k / 2\right) / \sigma^{2} \\
& +\frac{\sigma_{g a}^{2}}{2} P\left(\pi_{i j Q}=1 / 2 \mid \pi_{i j A}=k / 2\right) / \sigma^{2}+\left[\sigma_{G a}^{2} / 2+\sigma_{G d}^{2} / 4+\sigma_{s}^{2}\right] / \sigma^{2}, k=0,1,2
\end{aligned}
$$

From Haseman and Elston (1972), Table IV, or Sham et al. (2000), Table 1, we have

$$
\begin{aligned}
C_{2} & =\left[\left(\sigma_{g a}^{2}+\sigma_{g d}^{2}\right) \psi_{A}^{2}+\sigma_{g a}^{2} \psi_{A}\left(1-\psi_{A}\right)+\sigma_{G a}^{2} / 2+\sigma_{G d}^{2} / 4+\sigma_{s}^{2}\right] / \sigma^{2} \\
C_{1} & =\left[\left(\sigma_{g a}^{2}+\sigma_{g d}^{2}\right) \psi_{A}\left(1-\psi_{A}\right)+\sigma_{g a}^{2}\left[1-2 \psi_{A}\left(1-\psi_{A}\right)\right] / 2+\sigma_{G a}^{2} / 2+\sigma_{G d}^{2} / 4+\sigma_{s}^{2}\right] / \sigma^{2} \\
C_{0} & =\left[\left(\sigma_{g a}^{2}+\sigma_{g d}^{2}\right)\left(1-\psi_{A}\right)^{2}+\sigma_{g a}^{2} \psi_{A}\left(1-\psi_{A}\right)+\sigma_{G a}^{2} / 2+\sigma_{G d}^{2} / 4+\sigma_{s}^{2}\right] / \sigma^{2}
\end{aligned}
$$

We have twice the expected log-likelihood under the alternative hypothesis of linkage

$$
\mathrm{E}\left(2 L_{\text {random }, A}\right)=-l-l \log \left[2 \pi \sigma^{2}\right]
$$

$$
-\sum_{\pi_{12 A}} \cdots \sum_{\pi_{l-1, l A}} P\left(\pi_{12 A}\right) \cdots P\left(\pi_{l-1, l A}\right) \log \operatorname{det}\left(\begin{array}{cccc}
1 & C_{2 \pi_{12 A}} & \cdots & C_{2 \pi_{1 l A}} \\
C_{2 \pi_{21 A}} & 1 & \cdots & C_{2 \pi_{2 l A}} \\
\vdots & \vdots & \cdots & \vdots \\
C_{2 \pi_{l 1 A}} & C_{2 \pi_{l 2 A}} & \cdots & 1
\end{array}\right)
$$

where $P\left(\pi_{i j A}=0\right)=P\left(\pi_{i j A}=1\right)=1 / 4$ and $P\left(\pi_{i j A}=1 / 2\right)=1 / 2$. From Stuart and Ord (1991), the non-centrality parameter for linkage of the family is equal to $\lambda_{\text {linkage }, A}=\mathrm{E}\left(2 L_{\text {random }, A}\right)-\mathrm{E}\left(2 L_{\text {Null }}\right)$. If the sibship consists of two offspring, then

$$
\begin{equation*}
\lambda_{\text {linkage }, A}=\log \left[1-\rho^{2}\right]-\sum_{k=0}^{2} P\left(\pi_{12 A}=k / 2\right) \log \left[1-C_{k}^{2}\right] . \tag{3.9}
\end{equation*}
$$

Under the alternative hypothesis of linkage between the trait locus and markers $A$ and $B$, the correlation between the sib-pair $i$ and $j$ is $C_{2 \pi_{i j A}, 2 \pi_{i j B}}$ given by

$$
\begin{align*}
C_{k_{1} k_{2}}= & \operatorname{Cov}\left(y_{i}, y_{j} \mid \pi_{i j A}=k_{1} / 2, \pi_{i j B}=k_{2} / 2\right) / \sigma^{2} \\
= & {\left[\left(\sigma_{g a}^{2}+\sigma_{g d}^{2}\right) P\left(\pi_{i j Q}=1 \mid \pi_{i j A}=k_{1} / 2, \pi_{i j B}=k_{2} / 2\right)\right.}  \tag{3.10}\\
& \left.+\frac{\sigma_{g a}^{2}}{2} P\left(\pi_{i j Q}=1 / 2 \mid \pi_{i j A}=k_{1} / 2, \pi_{i j B}=k_{2} / 2\right)+\sigma_{G a}^{2} / 2+\sigma_{G d}^{2} / 4+\sigma_{s}^{2}\right] / \sigma^{2} .
\end{align*}
$$

To calculate the quantities $C_{k_{1} k_{2}}$, we need the joint distribution of $\pi_{i j A}, \pi_{i j Q}$ and $\pi_{i j B}$ of a sib-pair $i$ and $j$ under the alternative hypothesis of linkage. Based on Table II, we can calculate $C_{i j}, i, j=0,1,2$, which are given in Appendix K. We have twice the expected $\log$-likelihood under the alternative hypothesis of linkage
$\mathrm{E}\left(2 L_{\text {random }, A B}\right)=-l-l \log \left[2 \pi \sigma^{2}\right]$

$$
-\sum_{\pi_{12 A}} \sum_{\pi_{12 B}} \cdots \sum_{\pi_{l-1, l A}} \sum_{\pi_{l-1, l B}} P\left(\pi_{12 A}\right) P\left(\pi_{12 B}\right) \cdots P\left(\pi_{l-1, l A}\right) P\left(\pi_{l-1, l B}\right)
$$

$$
\log \operatorname{det}\left(\begin{array}{cccc}
1 & C_{2 \pi_{12 A}, 2 \pi_{12 B}} & \cdots & C_{2 \pi_{1 l A}, 2 \pi_{1 l B}} \\
C_{2 \pi_{21 A}, 2 \pi_{21 B}} & 1 & \cdots & C_{2 \pi_{2 l A}, 2 \pi_{2 l B}} \\
\vdots & \vdots & \cdots & \vdots \\
C_{2 \pi_{l 1 A}, 2 \pi_{l 1 B}} & C_{2 \pi_{l 2 A}, 2 \pi_{l 2 B}} & \cdots & 1
\end{array}\right)
$$

where $P\left(\pi_{i j B}=0\right)=P\left(\pi_{i j B}=1\right)=1 / 4$ and $P\left(\pi_{i j B}=1 / 2\right)=1 / 2$. From Stuart and Ord (1991), the non-centrality parameter for linkage of the sibship is equal to $\lambda_{\text {linkage }, A B}=\mathrm{E}\left(2 L_{\text {random }, A B}\right)-\mathrm{E}\left(2 L_{\text {Null }}\right)$. If the sibship consists of two offspring, then

$$
\begin{equation*}
\lambda_{\text {linkage }, A B}=\log \left[1-\rho^{2}\right]-\sum_{i, j=0}^{2} P\left(\pi_{12 A}=i / 2\right) P\left(\pi_{12 B}=j / 2\right) \log \left[1-C_{i j}^{2}\right] \tag{3.11}
\end{equation*}
$$

The correlation quantitative $C_{k_{1} k_{2}}$ between the sibpair $i$ and $j$ are derived in Appendix K.
Table II: Joint distribution of $\pi_{Q}, \pi_{A}$ and $\pi_{B}$ of a sib-pair. Here subscripts $i j$ are omitted from $\pi_{i j Q}, \pi_{i j A}$ and $\pi_{i j B}$.

| Markers |  | Trait Locus |  |  | Total Probability |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\pi_{A}$ | $\pi_{B}$ | $\pi_{Q}=1$ | $\pi_{Q}=1 / 2$ | $\pi_{Q}=0$ |  |
| 1 | 1 | $\begin{gathered} \psi_{A}^{2} / 4 \\ \cdot \psi_{B}^{2} \\ \hline \end{gathered}$ | $\begin{gathered} \psi_{A}\left(1-\psi_{A}\right) / 2 \\ \cdot \psi_{B}\left(1-\psi_{B}\right) \\ \hline \end{gathered}$ | $\begin{gathered} \left(1-\psi_{A}\right)^{2} / 4 \\ \cdot\left(1-\psi_{B}\right)^{2} \end{gathered}$ | $\left[\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)\right]^{2} / 4$ |
|  | 1/2 | $\begin{gathered} \psi_{A}^{2} / 4 \\ 2 \psi_{B}\left(1-\psi_{B}\right) \end{gathered}$ | $\begin{gathered} \psi_{A}\left(1-\psi_{A}\right) / 2 \\ \left(1-2 \psi_{B}+2 \psi_{B}^{2}\right) \end{gathered}$ | $\begin{aligned} & \left(1-\psi_{A}\right)^{2} / 4 \cdot \\ & 2 \psi_{B}\left(1-\psi_{B}\right) \end{aligned}$ | $\begin{gathered} {\left[\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)\right] .} \\ {\left[\left(1-\psi_{A}\right) \psi_{B}+\psi_{A}\left(1-\psi_{B}\right)\right] / 2} \end{gathered}$ |
|  | 0 | $\begin{gathered} \psi_{A}^{2} / 4 \cdot \\ \left(1-\psi_{B}\right)^{2} \\ \hline \end{gathered}$ | $\begin{gathered} \psi_{A}\left(1-\psi_{A}\right) / 2 \\ \psi_{B}\left(1-\psi_{B}\right) \\ \hline \end{gathered}$ | $\begin{gathered} \left(1-\psi_{A}\right)^{2} / 4 \\ \psi_{B}^{2} \end{gathered}$ | $\left[\left(1-\psi_{A}\right) \psi_{B}+\psi_{A}\left(1-\psi_{B}\right)\right]^{2} / 4$ |
| 1/2 | 1 | $\begin{gathered} \hline \psi_{A}\left(1-\psi_{A}\right) / 2 \\ \cdot \psi_{B}^{2} \\ \hline \end{gathered}$ | $\begin{gathered} \left(1-2 \psi_{A}+2 \psi_{A}^{2}\right) / 2 \\ \cdot \psi_{B}\left(1-\psi_{B}\right) \end{gathered}$ | $\begin{gathered} \hline \psi_{A}\left(1-\psi_{A}\right) / 2 \\ \cdot\left(1-\psi_{B}\right)^{2} \end{gathered}$ | $\begin{gathered} {\left[\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)\right] \cdot} \\ {\left[\left(1-\psi_{A}\right) \psi_{B}+\psi_{A}\left(1-\psi_{B}\right)\right] / 2} \end{gathered}$ |
|  | 1/2 | $\begin{aligned} & \psi_{A}\left(1-\psi_{A}\right) / 2 \\ & \cdot 2 \psi_{B}\left(1-\psi_{B}\right) \end{aligned}$ | $\begin{aligned} & \left(1-2 \psi_{A}+2 \psi_{A}^{2}\right) / 2 \\ & \cdot\left(1-2 \psi_{B}+2 \psi_{B}^{2}\right) \end{aligned}$ | $\begin{aligned} & \psi_{A}\left(1-\psi_{A}\right) / 2 \\ & 2 \psi_{B}\left(1-\psi_{B}\right) \end{aligned}$ | $\begin{aligned} & {\left[\left[\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)\right]^{2}+\right.} \\ & \left.\left[\left(1-\psi_{A}\right) \psi_{B}+\psi_{A}\left(1-\psi_{B}\right)\right]^{2}\right] / 2 \end{aligned}$ |
|  | 0 | $\begin{gathered} \psi_{A}\left(1-\psi_{A}\right) / 2 \\ \cdot\left(1-\psi_{B}\right)^{2} \\ \hline \end{gathered}$ | $\begin{gathered} \left(1-2 \psi_{A}+2 \psi_{A}^{2}\right) / 2 \\ \cdot \psi_{B}\left(1-\psi_{B}\right) \\ \hline \end{gathered}$ | $\begin{gathered} \psi_{A}\left(1-\psi_{A}\right) / 2 \\ \cdot \psi_{B}^{2} \\ \hline \end{gathered}$ | $\begin{gathered} {\left[\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)\right] .} \\ {\left[\left(1-\psi_{A}\right) \psi_{B}+\psi_{A}\left(1-\psi_{B}\right)\right] / 2} \\ \hline \end{gathered}$ |
| 0 | 1 | $\begin{gathered} \hline \hline\left(1-\psi_{A}\right)^{2} / 4 \\ \cdot \psi_{B}^{2} \\ \hline \end{gathered}$ | $\begin{gathered} \psi_{A}\left(1-\psi_{A}\right) / 2 \\ \cdot \psi_{B}\left(1-\psi_{B}\right) \\ \hline \end{gathered}$ | $\begin{gathered} \psi_{A}^{2} / 4 \\ \cdot\left(1-\psi_{B}\right)^{2} \end{gathered}$ | $\left[\left(1-\psi_{A}\right) \psi_{B}+\psi_{A}\left(1-\psi_{B}\right)\right]^{2} / 4$ |
|  | 1/2 | $\begin{aligned} & \left(1-\psi_{A}\right)^{2} / 4 \\ & 2 \psi_{B}\left(1-\psi_{B}\right) \end{aligned}$ | $\begin{gathered} \psi_{A}\left(1-\psi_{A}\right) / 2 \\ \left(1-2 \psi_{B}+2 \psi_{B}^{2}\right) \end{gathered}$ | $\begin{gathered} \psi_{A}^{2} / 4 \\ 2 \psi_{B}\left(1-\psi_{B}\right) \end{gathered}$ | $\begin{gathered} {\left[\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)\right] .} \\ {\left[\left(1-\psi_{A}\right) \psi_{B}+\psi_{A}\left(1-\psi_{B}\right)\right] / 2} \end{gathered}$ |
|  | 0 | $\begin{gathered} \left(1-\psi_{A}\right)^{2} / 4 \\ \left(1-\psi_{B}\right)^{2} \end{gathered}$ | $\begin{gathered} \psi_{A}\left(1-\psi_{A}\right) / 2 \\ \psi_{B}\left(1-\psi_{B}\right) \end{gathered}$ | $\begin{gathered} \psi_{A}^{2} / 4 \\ \psi_{B}^{2} \\ \hline \end{gathered}$ | $\left[\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)\right]^{2} / 4$ |
| Total <br> Prob. |  | 1/4 | 1/2 | 1/4 | 1 | Prob. = Pro

### 3.4. Estimates of the Probability of Sharing 2 Alleles IBD for Sibs

Tables III and IV give the interval estimates of $\hat{\Delta}_{Q}$ by $\pi_{A}, \pi_{B}, \Delta_{A}$ and $\Delta_{B}$ under Haldane's function. Table III takes a map distance $\lambda_{A B}=20 \mathrm{cM}$, and Table IV takes $\lambda_{A B}=100 \mathrm{cM}$ (i.e., marker $A$ and marker $B$ are unlinked). In each table, the interval is divided to be four equally spaced sub-intervals. This gives five equally spaced locations for the trait locus. In each table, the estimates of $\hat{\Delta}_{Q}$ are equal to $\Delta_{A}$ on the first location. Hence, $\Delta_{A}$ can fully estimate $\hat{\Delta}_{Q}$ on the first location. On the other hand, the estimates of $\hat{\Delta}_{Q}$ are equal to $\Delta_{B}$ on the fifth location. Hence, $\Delta_{B}$ can fully estimate $\hat{\Delta}_{Q}$ on the fifth location. In both tables, the estimates of $\hat{\Delta}_{Q}$ on the second location are intermediates between location 1 and location 3. The estimates of $\hat{\Delta}_{Q}$ on the forth location are intermediates between location 3 and location 5 . In Table III, the estimates of $\hat{\Delta}_{Q}$ on the third location are close to the average of $\Delta_{A}$ and $\Delta_{B}$ (see the discussion in the following paragraph). In Table IV, the estimates $\hat{\Delta}_{Q}$ on the third location tends to the expected value 0.25 since the location is unlinked to both markers.

Assume the two markers $A$ and $B$ are close, for instance $\leq 20 \mathrm{cM}$ as suggested in Fulker and Cardon (1994). By taking the first order approximation $(1-x)^{n} \approx$ $1-n x$ for small $x$, we have an approximation $r_{A} \approx \frac{\left(1-4 \cdot 2 \theta_{A Q}\right)-\left(1-4 \cdot 2 \theta_{Q B}\right)\left(1-4 \cdot 2 \theta_{A B}\right)}{1-\left(1-8 \cdot 2 \theta_{A B}\right)} \approx$ $\frac{\left(1-8 \theta_{A Q}\right)-\left(1-8 \theta_{Q B}-8 \theta_{A B}\right)}{16 \theta_{A B}} \approx \frac{-\theta_{A Q}+\theta_{Q B}+\left(\theta_{A Q}+\theta_{Q B}\right)}{2 \theta_{A B}}=\frac{\theta_{Q B}}{\theta_{A B}}$. Similarly, we can show that $r_{B} \approx$ $\theta_{A Q} / \theta_{A B}$. Combining these results with equation (10) in Fulker and Cardon (1994), we have that $\beta_{A} \approx 0$ and $\beta_{B} \approx 0$. Using the small map interval approximations to replace the recombination fraction, we have $\beta_{A} \approx 0, \beta_{B} \approx 0, r_{A} \approx \lambda_{Q B} / \lambda_{A B}, r_{B} \approx \lambda_{A Q} / \lambda_{A B}$, where $\lambda_{i j}$ is the map distance between locus $i$ and locus $j$. When the two markers $A$ and $B$ are close, $\psi_{A} \approx 1$ and $\psi_{B} \approx 1$, which implies that $\alpha \approx 0$. Therefore, the estimates $\hat{\Delta}_{Q}$ on the third location in Table III are approximately equal to the average

Table III. Interval estimates of $\hat{\Delta}_{Q}$ by $\pi_{A}, \pi_{B}, \Delta_{A}$ and $\Delta_{B}$, for the flanking markers separated by $\lambda_{A B}=20 \mathrm{cM}$ under Haldane's mapping function.

| Parameters |  |  |  | Locations |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\pi_{A}$ | $\Delta_{A}$ | $\pi_{B}$ | $\Delta_{B}$ | 1 | 2 | 3 | 4 | 5 |  |
| 1 | 1 | 1 | 1 | 1.00 | 0.94 | 0.93 | 0.94 | 1.00 |  |
| 1 | 1 | $1 / 2$ | $1 / 2$ | 1.00 | 0.83 | 0.70 | 0.59 | 0.50 |  |
| 1 | 1 | $1 / 2$ | $1 / 4$ | 1.00 | 0.79 | 0.60 | 0.43 | 0.25 |  |
| 1 | 1 | $1 / 2$ | 0 | 1.00 | 0.75 | 0.51 | 0.27 | 0.00 |  |
| 1 | 1 | $1 / 4$ | 0 | 1.00 | 0.73 | 0.49 | 0.25 | 0.00 |  |
| 1 | 1 | 0 | 0 | 1.00 | 0.72 | 0.46 | 0.23 | 0.00 |  |
| $1 / 2$ | $1 / 2$ | 1 | 1 | 0.50 | 0.59 | 0.70 | 0.83 | 1.00 |  |
| $1 / 2$ | $1 / 2$ | $1 / 2$ | $1 / 2$ | 0.50 | 0.47 | 0.46 | 0.47 | 0.50 |  |
| $1 / 2$ | $1 / 2$ | $1 / 2$ | $1 / 4$ | 0.50 | 0.43 | 0.37 | 0.31 | 0.25 |  |
| $1 / 2$ | $1 / 2$ | $1 / 2$ | 0 | 0.50 | 0.39 | 0.28 | 0.16 | 0.00 |  |
| $1 / 2$ | $1 / 2$ | $1 / 4$ | 0 | 0.50 | 0.37 | 0.26 | 0.14 | 0.00 |  |
| $1 / 2$ | $1 / 2$ | 0 | 0 | 0.50 | 0.36 | 0.23 | 0.11 | 0.00 |  |
| $1 / 2$ | $1 / 4$ | 1 | 1 | 0.25 | 0.43 | 0.60 | 0.79 | 1.00 |  |
| $1 / 2$ | $1 / 4$ | $1 / 2$ | $1 / 2$ | 0.25 | 0.31 | 0.37 | 0.43 | 0.50 |  |
| $1 / 2$ | $1 / 4$ | $1 / 2$ | $1 / 4$ | 0.25 | 0.27 | 0.28 | 0.27 | 0.25 |  |
| $1 / 2$ | $1 / 4$ | $1 / 2$ | 0 | 0.25 | 0.23 | 0.18 | 0.11 | 0.00 |  |
| $1 / 2$ | $1 / 4$ | $1 / 4$ | 0 | 0.25 | 0.21 | 0.16 | 0.09 | 0.00 |  |
| $1 / 2$ | $1 / 4$ | 0 | 0 | 0.25 | 0.20 | 0.14 | 0.07 | 0.00 |  |
| $1 / 2$ | 0 | 1 | 1 | 0.00 | 0.27 | 0.51 | 0.75 | 1.00 |  |
| $1 / 2$ | 0 | $1 / 2$ | $1 / 2$ | 0.00 | 0.16 | 0.28 | 0.39 | 0.50 |  |
| $1 / 2$ | 0 | $1 / 2$ | $1 / 4$ | 0.00 | 0.11 | 0.18 | 0.23 | 0.25 |  |
| $1 / 2$ | 0 | $1 / 2$ | 0 | 0.00 | 0.07 | 0.09 | 0.07 | 0.00 |  |
| $1 / 2$ | 0 | $1 / 4$ | 0 | 0.00 | 0.06 | 0.07 | 0.05 | 0.00 |  |
| $1 / 2$ | 0 | 0 | 0 | 0.00 | 0.04 | 0.05 | 0.03 | 0.00 |  |
| $1 / 4$ | 0 | 1 | 1 | 0.00 | 0.25 | 0.49 | 0.73 | 1.00 |  |
| $1 / 4$ | 0 | $1 / 2$ | $1 / 2$ | 0.00 | 0.14 | 0.26 | 0.37 | 0.50 |  |
| $1 / 4$ | 0 | $1 / 2$ | $1 / 4$ | 0.00 | 0.09 | 0.16 | 0.21 | 0.25 |  |
| $1 / 4$ | 0 | $1 / 2$ | 0 | 0.00 | 0.05 | 0.07 | 0.06 | 0.00 |  |
| $1 / 4$ | 0 | $1 / 4$ | 0 | 0.00 | 0.04 | 0.05 | 0.04 | 0.00 |  |
| $1 / 4$ | 0 | 0 | 0 | 0.00 | 0.02 | 0.02 | 0.01 | 0.00 |  |
| 0 | 0 | 0 | 0 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |  |
|  | $r_{A}$ |  | 1.00 | 0.64 | 0.37 | 0.17 | 0.00 |  |  |
|  | $r_{B}$ |  | 0.00 | 0.17 | 0.37 | 0.64 | 1.00 |  |  |
|  | $\beta_{A}$ |  | 0.00 | 0.08 | 0.09 | 0.05 | 0.00 |  |  |
|  | $\beta_{B}$ |  | 0.00 | 0.05 | 0.09 | 0.08 | 0.00 |  |  |
|  |  |  |  |  |  |  |  |  |  |

Table IV. Interval estimates of $\hat{\Delta}_{Q}$ by $\pi_{A}, \pi_{B}, \Delta_{A}$ and $\Delta_{B}$, for the flanking markers separated by $\lambda_{A B}=100 \mathrm{cM}$ under Haldane's mapping function.

| Parameters |  |  |  | Locations |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\pi_{A}$ | $\Delta_{A}$ | $\pi_{B}$ | $\Delta_{B}$ | 1 | 2 | 3 | 4 | 5 |  |
| 1 | 1 | 1 | 1 | 1.00 | 0.50 | 0.40 | 0.50 | 1.00 |  |
| 1 | 1 | $1 / 2$ | $1 / 2$ | 1.00 | 0.48 | 0.33 | 0.31 | 0.50 |  |
| 1 | 1 | $1 / 2$ | $1 / 4$ | 1.00 | 0.48 | 0.33 | 0.28 | 0.25 |  |
| 1 | 1 | $1 / 2$ | 0 | 1.00 | 0.47 | 0.33 | 0.25 | 0.00 |  |
| 1 | 1 | $1 / 4$ | 0 | 1.00 | 0.46 | 0.30 | 0.19 | 0.00 |  |
| 1 | 1 | 0 | 0 | 1.00 | 0.45 | 0.27 | 0.13 | 0.00 |  |
| $1 / 2$ | $1 / 2$ | 1 | 1 | 0.50 | 0.31 | 0.33 | 0.48 | 1.00 |  |
| $1 / 2$ | $1 / 2$ | $1 / 2$ | $1 / 2$ | 0.50 | 0.29 | 0.27 | 0.29 | 0.50 |  |
| $1 / 2$ | $1 / 2$ | $1 / 2$ | $1 / 4$ | 0.50 | 0.29 | 0.26 | 0.26 | 0.25 |  |
| $1 / 2$ | $1 / 2$ | $1 / 2$ | 0 | 0.50 | 0.29 | 0.26 | 0.22 | 0.00 |  |
| $1 / 2$ | $1 / 2$ | $1 / 4$ | 0 | 0.50 | 0.28 | 0.23 | 0.17 | 0.00 |  |
| $1 / 2$ | $1 / 2$ | 0 | 0 | 0.50 | 0.27 | 0.20 | 0.11 | 0.00 |  |
| $1 / 2$ | $1 / 4$ | 1 | 1 | 0.25 | 0.28 | 0.33 | 0.48 | 1.00 |  |
| $1 / 2$ | $1 / 4$ | $1 / 2$ | $1 / 2$ | 0.25 | 0.26 | 0.26 | 0.29 | 0.50 |  |
| $1 / 2$ | $1 / 4$ | $1 / 2$ | $1 / 4$ | 0.25 | 0.26 | 0.26 | 0.26 | 0.25 |  |
| $1 / 2$ | $1 / 4$ | $1 / 2$ | 0 | 0.25 | 0.26 | 0.25 | 0.22 | 0.00 |  |
| $1 / 2$ | $1 / 4$ | $1 / 4$ | 0 | 0.25 | 0.25 | 0.23 | 0.17 | 0.00 |  |
| $1 / 2$ | $1 / 4$ | 0 | 0 | 0.25 | 0.24 | 0.20 | 0.11 | 0.00 |  |
| $1 / 2$ | 0 | 1 | 1 | 0.00 | 0.25 | 0.33 | 0.47 | 1.00 |  |
| $1 / 2$ | 0 | $1 / 2$ | $1 / 2$ | 0.00 | 0.22 | 0.26 | 0.29 | 0.50 |  |
| $1 / 2$ | 0 | $1 / 2$ | $1 / 4$ | 0.00 | 0.22 | 0.25 | 0.26 | 0.25 |  |
| $1 / 2$ | 0 | $1 / 2$ | 0 | 0.00 | 0.22 | 0.25 | 0.22 | 0.00 |  |
| $1 / 2$ | 0 | $1 / 4$ | 0 | 0.00 | 0.21 | 0.22 | 0.17 | 0.00 |  |
| $1 / 2$ | 0 | 0 | 0 | 0.00 | 0.20 | 0.19 | 0.11 | 0.00 |  |
| $1 / 4$ | 0 | 1 | 1 | 0.00 | 0.19 | 0.30 | 0.46 | 1.00 |  |
| $1 / 4$ | 0 | $1 / 2$ | $1 / 2$ | 0.00 | 0.17 | 0.23 | 0.28 | 0.50 |  |
| $1 / 4$ | 0 | $1 / 2$ | $1 / 4$ | 0.00 | 0.17 | 0.23 | 0.25 | 0.25 |  |
| $1 / 4$ | 0 | $1 / 2$ | 0 | 0.00 | 0.17 | 0.22 | 0.21 | 0.00 |  |
| $1 / 4$ | 0 | $1 / 4$ | 0 | 0.00 | 0.16 | 0.19 | 0.16 | 0.00 |  |
| $1 / 4$ | 0 | 0 | 0 | 0.00 | 0.15 | 0.16 | 0.10 | 0.00 |  |
| 0 | 0 | 0 | 0 | 0.00 | 0.09 | 0.14 | 0.09 | 0.00 |  |
|  | $r_{A}$ |  | 1.00 | 0.14 | 0.02 | 0.00 | 0.00 |  |  |
|  | $r_{B}$ |  | 0.00 | 0.00 | 0.02 | 0.14 | 1.00 |  |  |
|  | $\beta_{A}$ |  | 0.00 | 0.23 | 0.12 | 0.04 | 0.00 |  |  |
|  | $\beta_{B}$ |  | 0.00 | 0.04 | 0.12 | 0.23 | 0.00 |  |  |
|  |  |  |  |  |  |  |  |  |  |

of $\Delta_{A}$ and $\Delta_{B}$.

### 3.5. Power Comparison

### 3.5.1. Comparisons with the "AbAw" Approach of Fulker

To compare the method developed in this paper with the "AbAw" approach developed by Fulker and Abecasis et al., we present the theoretical expectations of the statistics for LD mapping of 1000 sib-pairs in Table V. The results of "AbAw" approach by Fulker and Abecasis et al. are directly taken from Table 5, p1625, Sham et al. (2000). The QTL is assumed to be additive with $\sigma_{g a}^{2}=0.2$. The shared residual environment variance, $\sigma_{s}^{2}$, is set to be either 0 or 0.4 , such as those in Tables 3 and 5, Fulker et al (1999), or Table 5, Sham et al. (2000). The error variance is set to be either 0.8 or 0.4 , correspondingly. Moreover, it is assumed that there is no polygenic effects, and there is no putative dominant variance; thus, the total variance is 1 . The QTL $Q$ and marker $A$ are assumed to be bi-allelic with equal allele frequencies. The measure $D_{A Q}$ of LD varies from complete disequilibrium, 0.25 , to weak disequilibrium, 0.025 . In Table V , the statistic $F_{A, a}$ is approximately distributed as non-central $\chi^{2}(1)$, since the sample size of 1000 sib-pairs is large enough for asymptotic property to hold. The theoretical expectations of the $\chi^{2}$ statistics are the non-centrality parameters plus 1 , i.e., $\lambda_{A, a}+1$. To perform simulation studies, samples of 50,000 sib-pairs are generated by simulation program Ldsimul. The reported values of statistics $F_{A, a}$ and LRT are divided by 50 to be comparable with the results of Table 5, Sham et al. (2000), where the simulation results are averages of 100 replicate samples of 1,000 sib pairs. From the results of Table V , it is clear that either $F_{A, a}$ or LTR is more powerful than any of between-pairs and within-pairs approaches of Fulker and Abecasis et al. "AbAw" approach (Fulker et al. 1999; Sham et al. 2000).
Table V: Empirical values vs. theoretical expectations of statistics, compared with results of Table 5, Sham et al. (2000), when $\sigma_{g a}^{2}=0.2, \sigma_{g d}^{2}=\sigma_{G a}^{2}=\sigma_{G d}^{2}=0$. A sample of 50,000 sib-pairs are generated by simulation program Ldsimul. The reported values of statistics $F_{A, a}$ and likelihood ratio test (LRT) are divided by 50 to make comparison with results of Table 5, Sham et al. (2000), where the simulation results are averages of 100 replicate samples of 1,000 sib pairs. Abbreviations. $\mathrm{BP}=$ Between Pairs, $\mathrm{WP}=$ Within Pairs. LRT is calculated by $2\left[\ln L_{A}-\ln L_{N}\right]$, where $L_{A}$ is maximum likelihood under $H_{A}: \alpha_{A} \neq 0$, and $L_{N}$ is maximum likelihood under $H_{N}: \alpha_{A}=0 . F=$ $\frac{(H \hat{\mu})^{\tau}\left[H\left(X^{\tau} \hat{\Sigma}^{-1} X\right)^{-1} H^{\tau}\right]^{-1}(H \hat{\mu})(N-2)}{Y^{\tau}\left[\hat{\Sigma}-1-\hat{\Sigma}^{-1} X^{\tau}\left(X^{\tau} \hat{\Sigma}^{-1} X\right)^{-1} X^{\tau} \hat{\Sigma}-1\right] Y}, \mu=\left(\beta, \alpha_{A}\right)^{\tau}$, and $H=(0,1) .(*), 36.52$ in Sham et al. (2000), Table 5, should be 33.52 .

| $D_{A Q}$ | $\sigma_{s}^{2}=0.0, \sigma_{e}^{2}=0.8$ |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Sham et.al$(2000)$, theory |  | Current Method |  |  |  |  |  |  |  |  |  |  |
|  |  |  | theory |  | $\theta_{A Q}=0$ |  |  | $\theta_{A Q}=0.02$ |  |  | $\theta_{A Q}=0.04$ |  |  |
|  | BP | WP | $\lambda_{A, a}+1$ | $\alpha_{A}$ | LRT | $F_{A, a}$ | $\hat{\alpha}_{A}$ | LRT | $F_{A, a}$ | $\hat{\alpha}_{A}$ | LRT | $F_{A, a}$ | $\hat{\alpha}_{A}$ |
| 0.25 | 319.45 | 118.78 | 384.84 | 0.632 | 424.52 | 495.96 | 0.632 | 406.64 | 473.40 | 0.620 | 386.68 | 448.80 | 0.607 |
| 0.20 | 192.82 | 74.77 | 246.66 | 0.506 | 259.18 | 285.82 | 0.507 | 249.38 | 274.38 | 0.498 | 238.20 | 261.52 | 0.488 |
| 0.10 | 45.62 | 18.95 | 62.41 | 0.253 | 62.28 | 63.86 | 0.256 | 60.44 | 61.94 | 0.252 | 58.00 | 59.40 | 0.247 |
| 0.05 | 11.97 | 5.45 | 16.35 | 0.127 | 14.74 | 14.82 | 0.125 | 14.32 | 14.42 | 0.123 | 13.86 | 13.94 | 0.121 |
| 0.025 | 3.73 | 2.11 | 4.84 | 0.063 | 3.54 | 3.54 | 0.061 | 3.49 | 3.50 | 0.061 | 3.42 | 3.42 | 0.060 |


| $D_{A Q}$ | $\sigma_{s}^{2}=0.4, \sigma_{e}^{2}=0.4$ |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Sham et.al$(2000)$, theory |  | Current Method |  |  |  |  |  |  |  |  |  |  |
|  |  |  | theory |  | $\theta_{A Q}=0$ |  |  | $\theta_{A Q}=0.02$ |  |  | $\theta_{A Q}=0.04$ |  |  |
|  | BP | WP | $\lambda_{A, a}+1$ | $\alpha_{A}$ | LRT | $F_{A, a}$ | $\hat{\alpha}_{A}$ | LRT | $F_{A, a}$ | $\hat{\alpha}_{A}$ | LRT | $F_{A, a}$ | $\hat{\alpha}_{A}$ |
| 0.25 | 224.14 | 224.14 | 401.0 | 0.632 | 422.80 | 499.58 | 0.630 | 399.66 | 470.72 | 0.615 | 373.56 | 438.68 | 0.598 |
| 0.20 | 137.97 | 137.97 | 257.0 | 0.506 | 258.44 | 289.24 | 0.506 | 246.08 | 274.48 | 0.494 | 231.56 | 257.04 | 0.480 |
| 0.10 | 33.52* | 33.52* | 65.0 | 0.253 | 60.04 | 61.70 | 0.247 | 57.72 | 59.26 | 0.242 | 54.78 | 56.16 | 0.235 |
| 0.05 | 9.03 | 9.03 | 17.0 | 0.127 | 13.96 | 14.04 | 0.119 | 13.40 | 13.48 | 0.117 | 12.84 | 12.91 | 0.114 |
| 0.025 | 3.0 | 3.0 | 5.0 | 0.063 | 3.44 | 3.44 | 0.059 | 3.36 | 3.36 | 0.058 | 3.26 | 3.28 | 0.057 |

The empirical estimates, $\hat{\alpha}_{A}$, of the parameter $\alpha_{A}$ are fairly close. In the presence of strong disequilibrium $D_{A Q} \geq 0.20$, both LRTs and $F$ statistics tend to overestimate the theoretical expectations of the $\chi^{2}$ statistics. In the weak disequilibrium $D_{A Q} \leq$ 0.10, both LRTs and $F$ statistics tend to underestimate the theoretical expectations of the $\chi^{2}$ statistics.

### 3.5.2. Comparisons of Sample Sizes and Power for LD Mapping

In the sample size and power calculations, we take an additive polygenic variance $\sigma_{G a}^{2}=0.10$, polygenic dominant variance $\sigma_{G d}^{2}=0.05$, and shared environment residual variance $\sigma_{s}^{2}=0$. For sib-pairs, $\pi_{A}=\pi_{B}=\Delta_{A}=\Delta_{B}=0.5$. For tri-sibships, $\pi_{A}=\pi_{B}=\Delta_{A}=\Delta_{B}=0.5$ for sib-pair 1 and $2 ; \pi_{A}=\pi_{B}=\Delta_{B}=0.5, \Delta_{A}=0.25$ for sib-pair 1 and 3 ; and $\pi_{A}=\pi_{B}=0.5, \Delta_{A}=\Delta_{B}=0.25$ for sib-pair 2 and 3 . Suppose that $\mu_{11}=a, \mu_{12}=\mu_{21}=d$ and $\mu_{22}=-a$. Denote heritability by $h^{2}$ which is defined by $h^{2}=\sigma_{g a}^{2} / \sigma^{2}$. Let $\lambda_{A B}$ be the map distance between marker $A$ and marker $B$. Under the assumption of no interference, we may calculate the recombination fraction $\theta_{A B}=\left[1-\exp \left(-2 \lambda_{A B}\right)\right] / 2$. Similarly, we may calculate the recombination fractions $\theta_{A Q}$ and $\theta_{Q B}$ by the map distances $\lambda_{A Q}$ and $\lambda_{Q B}$.

Figure 7 gives the required number of sib-pairs (Graphs I and II) and tri-sibships (Graphs III and IV) of test statistics $F_{A B, a d}, F_{A B, a}, F_{A B, d}, F_{A, a d}, F_{A, a}$, and $F_{A, d}$ against the heritability $h^{2}$ at 0.01 significant level and 0.80 power, for a mode of dominant inheritance $a=d=1.0$ (Graphs I and II), and a mode of recessive inheritance $a=1.0, d=-0.5$ (Graphs III and IV), respectively. In the figure, we take equal allele frequencies $q_{1}=P_{A}=P_{B}=0.50$, LD coefficients $D_{A B}=0.10, D_{A Q}=D_{Q B}=0.15$, and map distances $\lambda_{A B}=5 c M, \lambda_{A Q}=\lambda_{Q B}=2.5 c M$. We can see the following: (1) For both dominant and recessive traits, the required number of sib-pairs or tri-sibships is reasonable for test statistics $F_{A B, a d}, F_{A B, a}, F_{A, a d}$, and $F_{A, a}$ if the heritability $h^{2}$ is
larger than 0.1 (Graphs I and III); (2) For dominant traits, the required number of sib-pairs is less than 150 for each of test statistics $F_{A B, a d}, F_{A B, a}, F_{A, a d}$, and $F_{A, a}$ if the heritability $h^{2}$ is large than 0.1 (Graph I); the required number of sib-pairs of test statistic $F_{A B, a d}$ is similar to that of $F_{A B, a}$, and the required number of sib-pairs of test statistic $F_{A, a d}$ is similar to that of $F_{A, a} ;(3)$ For recessive traits, the required number of tri-sibships is less than 100 for each of test statistics $F_{A B, a d}, F_{A B, a}, F_{A, a d}$, and $F_{A, a}$ if the heritability $h^{2}$ is larger than 0.15 (Graph III); (4) The required number of sib-pairs or tri-sibships of test statistics $F_{A B, d}$ and $F_{A, d}$ is much bigger, especially for recessive trait (Graphs II and IV).

Figure 8 shows power curves for the test statistics $F_{A B, a d}, F_{A B, a}, F_{A B, d}, F_{A, a d}$, $F_{A, a}$, and $F_{A, d}$ against trait frequency allele $q_{1}$ and marker allele frequency $P_{A}$ at 0.01 significant level, when $P_{A}=0.5$ (Graphs I and II), $q_{1}=0.5$ (Graphs III and IV), $P_{B}=0.50, n=60, m=30, k=20, \lambda_{A B}=5 c M, \lambda_{A Q}=\lambda_{Q B}=2.5 c M$, and $h^{2}=0.25$, for a mode of dominant inheritance $a=d=1.0$, and a mode of recessive inheritance $a=1.0, d=-0.5$, respectively. The LD coefficients are $D_{A B}=\left(\min \left(P_{A}, P_{B}\right)-\right.$ $\left.P_{A} P_{B}\right) / 2, D_{A Q}=\left(\min \left(P_{A}, q_{1}\right)-P_{A} q_{1}\right) / 2$ and $D_{Q B}=\left(\min \left(P_{B}, q_{1}\right)-P_{B} q_{1}\right) / 2$. The power of the statistic $F_{A B, a d}$ is lower than that of $F_{A B, a}$, and the power of $F_{A, a d}$ is slightly lower than that of $F_{A, a}$; this is due to the larger degrees of freedom of $F_{A B, a d}$ and $F_{A, a d}$. The power of the statistics $F_{A B, d}$ and $F_{A, d}$ are very low, which confirms the findings in Figure 7. Interestingly, the power of statistics $F_{A B, a d}$ and $F_{A B, a}$ depends heavily on the trait allele frequency $q_{1}$ (Graphs I and II), but not so much on the marker allele frequency $P_{A}$ (Graphs III and IV). The power of the statistics $F_{A, a d}$ and $F_{A, a}$ depends heavily on both the trait allele frequency $q_{1}$ and the marker allele frequency $P_{A}$.

Figure 9 shows the power of test statistics $F_{A B, a d}, F_{A B, a}, F_{A B, d}, F_{A, a d}, F_{A, a}$, and $F_{A, d}$ against LD coefficient $D_{A Q}$ at 0.01 significant level, when $q_{1}=P_{A}=P_{B}=$


Fig. 7. Number of sib-pairs (Graphs I and II) or tri-sibships (Graphs III and IV) of test statistics $F_{A B, a d}, F_{A B, a}, F_{A B, d}, F_{A, a d}, F_{A, a}$, and $F_{A, d}$ against the heritability $h^{2}$ at 0.01 significant level and 0.80 power.


Fig. 8. Power of test statistics $F_{A B, a d}, F_{A B, a}, F_{A B, d}, F_{A, a d}, F_{A, a}$, and $F_{A, d}$ against trait frequency $q_{1}$ or marker allele frequency $P_{A}$ at 0.01 significant level, when $P_{A}=0.5$ (Graphs I and II), $q_{1}=0.5$ (Graphs III and IV).


Fig. 9. Power of test statistics $F_{A B, a d}, F_{A B, a}, F_{A B, d}, F_{A, a d}, F_{A, a}$, and $F_{A, d}$ against LD coefficient $D_{A Q}$ at 0.01 significant level.
$0.50, D_{Q B}=0.15, n=60, m=30, k=20, \lambda_{A B}=5 c M, \lambda_{A Q}=\lambda_{Q B}=2.5 c M$, and $h^{2}=0.15$, for a mode of dominant inheritance $a=d=1.0$, and a mode of recessive inheritance $a=1.0, d=-0.5$, respectively. We can see that the power of $F_{A B, a d}$ and $F_{A B, a}$ is high. In the absence of LD between two markers $A$ and $B$, the power of $F_{A B, a d}$ and $F_{A B, a}$ is symmetric with $D_{A Q}=0$ (Graphs I and II). If LD measure $D_{A B}$ is highly positive (Graphs III and IV, $D_{A B}=0.10$ ), the power of $F_{A B, a d}$ and $F_{A B, a}$ is high for large negative $D_{A Q}$. If the LD between trait locus Q and marker $A$ is weak $\left(\left|D_{A Q}\right|<0.10\right)$, the power of $F_{A, a d}$ and $F_{A, a}$ is minimal. Hence, two marker analysis is advantageous over one marker analysis. For dominant traits, the power of $F_{A B, d}$ and $F_{A, d}$ is low except for the presence of high LD between trait locus Q and marker $A\left(\left|D_{A Q}\right|>0.20\right.$, Graphs I and III). For recessive traits, the power of $F_{A B, d}$ and $F_{A, d}$ is very low (Graphs II and IV).

Figure 10 shows the power of test statistics $F_{A B, a d}, F_{A B, a}, F_{A B, d}, F_{A, a d}, F_{A, a}$, and $F_{A, d}$ against heritability $h^{2}$ at 0.01 significant level, when $q_{1}=P_{A}=P_{B}=0.50, n=$ $60, m=30, k=20, \lambda_{A B}=5 c M, \lambda_{A Q}=\lambda_{Q B}=2.5 c M$, for a mode of dominant inheritance $a=d=1.0$, and a mode of recessive inheritance $a=1.0, d=-0.5$, respectively. In the presence of high LD (Graphs I and II, $D_{A B}=0.10, D_{A Q}=$ $\left.D_{Q B}=0.15\right)$, the power of test statistics $F_{A B, a d}, F_{A B, a}, F_{A, a d}$, and $F_{A, a}$ is high if the heritability $h^{2} \geq 0.15$. If the LD are lower (Graphs III and IV, $D_{A B}=0.05, D_{A Q}=$ $D_{Q B}=0.08$ ), the power is lower as expected.

Assume that the LD is due to historical mutations at QTL $Q$ which occurred $T$ generations ago. Denote the frequency of haplotype $A Q$ at the generation when the mutations occurred by $P(A Q)(0)$. Then the LD coefficient is $D_{A Q}(0)=P(A Q)(0)-$ $q_{1} P_{A}$ for the generation when the mutations occurred. For the following generations, the disequilibrium coefficient is reduced by a factor $1-\theta_{A Q}$ in each generation (Hartl and Clark 1989). Then the LD coefficient is $D_{A Q}(T)=D_{A Q}(0)\left(1-\theta_{A Q}\right)^{T}$. Sim-


Fig. 10. Power of test statistics $F_{A B, a d}, F_{A B, a}, F_{A B, d}, F_{A, a d}, F_{A, a}$, and $F_{A, d}$ against heritability $h^{2}$ at 0.01 significant level.
ilarly, the other LD coefficients are $D_{A B}(T)=D_{A B}(0)\left(1-\theta_{A B}\right)^{T}$ and $D_{Q B}(T)=$ $D_{Q B}(0)\left(1-\theta_{Q B}\right)^{T}$. In Figure 11, Graphs I and II show the power of test statistics $F_{A B, a d}, F_{A B, a}, F_{A B, d}, F_{A, a d}, F_{A, a}$, and $F_{A, d}$ against position of trait locus $Q$ at 0.01 significant level, when $q_{1}=P_{A}=P_{B}=0.50, n=60, m=30, k=20, \lambda_{A B}=4.5 c M$, and $h^{2}=0.15$, for a mode of dominant inheritance $a=d=1.0$, and a mode of recessive inheritance $a=1.0, d=-0.5$, respectively. The initial LD coefficients are $D_{A B}(0)=0.20, D_{A Q}(0)=D_{Q B}(0)=0.25$, and the mutation age is $T=45$. Marker $A$ is located at 0 cM , and marker $B$ is located at 4.5 cM . The power of $F_{A B, a d}$ and $F_{A B, a}$ is similar to the power of $F_{A, a d}$ and $F_{A, a}$, when the trait locus $Q$ is close to marker $A$ (i.e, trait locus $Q$ locates in the region which is less than $1.5 c M$ from marker $A$ ). When trait locus $Q$ locates in the region which is larger than $1.5 c M$ from marker $A$, the power of $F_{A, a d}$ and $F_{A, a}$ decrease as the recombination fraction $\theta_{A Q}$ increases. The power of $F_{A B, a d}$ and $F_{A B, a}$ is high as long as the trait locus is close to either marker $A$ or marker $B$. Hence, multiple marker LD mappings have advantages in performing fine gene mappings. Graphs III and IV of Figure 11 show the power of test statistics $F_{A B, a d}$ for different mutation ages against the position of markers $A$ and $B$ at 0.01 significant level. In the two graphs, the trait locus $Q$ locates at 10 cM ; markers $A$ and $B$ flank the trait locus $Q$. One marker is on each side of the QTL with equal distance to the QTL. The power decreases quickly when the age of the mutation increases. For a mutation which is 30 generations old, one should expect very low power if the markers locate 2.5 cM away from the QTL.

### 3.5.3. Comparisons of Sample Sizes and Power for Linkage Analysis

To explore the linkage interval mapping and investigate the influence of the dominant variance of the quantitative trait, we take a sample of $m=250$ sib pairs. Multiplying $\lambda_{\text {linkage, } A B}$ of (3.11) given in Appendix D by $m$, we calculate the non-centrality


Fig. 11. Graphs I and II. Power of test statistics $F_{A B, a d}, F_{A B, a}, F_{A B, d}, F_{A, a d}, F_{A, a}$, and $F_{A, d}$ against position of trait locus $Q$ at 0.01 significant level. Graphs III and IV. Power of test statistics $F_{A B, a d}$ of different mutation ages against position of markers $A$ and $B$ at 0.01 significant level. The trait locus $Q$ locates at 10 cM . The two markers $A$ and $B$ flank the trait locus $Q$. The other parameters are the same as Graphs I and II.


Fig. 12. Power curves of the interval mapping by markers $A$ and $B$ with or without dominant variances against the recombination fraction $\theta_{A Q}$ at 0.05 significant level, when $h^{2}=0.35, \lambda_{A B}=10 c M, m=250, \sigma_{G a}^{2}=0.10, \sigma_{G d}^{2}=0.05, \sigma_{s}^{2}=0$, for a dominant trait $a=d=1.0, q_{1}=0.60$; and a recessive trait $a=1.0, d=-0.9, q_{1}=0.40$. Marker $A$ locates at 0 cM , and marker $B$ locates at 10 cM .
parameters for the linkage interval mapping using markers $A$ and $B$. Assume that the heritability is $h^{2}=0.35$ and the genetic distance is $\lambda_{A B}=10 c M$. Marker $A$ locates at 0 cM , and marker $B$ locates at 10 cM . Figure 12 gives the power curves of the linkage interval mapping by markers $A$ and $B$ with or without dominant variance against the location of trait locus $Q$. For a mode of dominant inheritance in Graph I, we assume $a=d=1.0$. For a mode of recessive inheritance in Graph II, we assume $a=1.0, d=-0.9$. By assuming there is no dominance variance at the putative trait locus $Q$, we include $\sigma_{g a}^{2}$ but not $\sigma_{g d}^{2}$ in calculating the correlation of sib-pairs. The power without dominant variance is apparently less than that with dominant variance. Hence, including both additive and dominant variances in the model has an advantage in linkage mapping. In the presence of dominant variance, one may lose power by excluding it.

### 3.6. Application

We apply the method in this chapter to the Genetic Analysis Workshop 12 German asthma data (Meyers, Wjst and Ober 2001). The data consist of 97 nuclear families, including 415 persons. Seventy-four families have 2 children, 19 have three children, and 4 have four children. In Wjst et al. (1999), linkage to total serum $\operatorname{IgE}$ was tested by the nonparametric statistic of MAPMAKER/SIBS 2.1. On chromosome 1 , marker D1S221 at position 146.7 cM and marker D1S502 at position 151.2 cM are shown to be linked with IGE level. By the method proposed in this paper, we find that dominant variance of $\log$ (IGE) is significantly higher than 0 at position 149.85 cM (p-value, 0.01). On this basis, we treat allele 8 at marker D1S221 as allele $A$, and collapse other alleles as allele $a$. At marker D1S502, we collapse alleles 7, 8, and 13 as allele $B$, and others as allele $b$. Then, we find that covariate $Z_{A}$ is significantly
different from 0 at position $149.85 \mathrm{cM}\left(\hat{\delta}_{A}=1.16\right.$, with a p-value 0.0475 by LRT and a p-value 0.0484 by $F$ test). Hence, we are able to confirm the result of Wjst et al. (1999), and find that marker D1S221 is associated with $\log$ (IGE).

### 3.7. Discussion

Variance component models are explored to perform the combined linkage and LD mapping based on sibship data with no parental data. The models simultaneously incorporate both linkage information in variance covariance structure of sibship and LD information in the mean coefficients. The mean coefficients account for both LD and the genetic effects such as additive and dominant effects. The linear model of high resolution LD mapping method of Fan and Xiong (2002) is generalized from population to pedigree data, as we consider the variance covariance of pedigree in the model (Fan and Xiong, 2003). In this chapter, we develop the method to accommodate sibship data and population. In the presence of linkage to a particular chromosome region, test of association between QTL and markers is based on coefficient of linear equations. By power and sample size comparisons, generally the power of test statistics for two markers is higher than that for one markers. Furthermore, the power of testing additive genetic effect is higher than that of testing both additive and dominant genetic effect because of an increase of degrees of freedom. In theoretical and simulation study, powers of the proposed model are higher than any of between-pairs and within-pairs ("AbAw") approaches of Fulker et al. (1999) if only one marker is used in analysis. Moreover, the methods are applied to GAW 12 German asthma data and find some effective results.

Fulker and Cardon (1994) suggested the interval mapping approach which has an advantage in detecting the exact location QTL. We propose a way to calculate the
probability of sharing both trait alleles IBD for sibships conditional on the information of flanking markers. Using the formulas of Fulker and Cardon (1994) and the proposed formulas of the probability of sharing both allele IBD in this chapter, we can calculate the trait covariance which is decomposed into additive and dominant genetic variances weighted by IBD status. By numerical calculation and power comparisons, including both additive and dominant variances in the models has a merit in linkage interval mapping when dominant variances exist.

It would be interesting to generalize the proposed method in terms of several views. We generalize the method to use multiple bi-allele markers in the next chapter. It is worthwhile that multi-allelic markers such as micro-satellites or haplotype block could be applied to these models. Since LD mapping is affected very heavily by population subdivisions and admixtures, there is a need to develop methodologies which can deal with the problem in joint LD and linkage mapping. The proposed methods can be applied to general pedigree data.

## CHAPTER IV

## LINKAGE AND ASSOCIATION MAPPING BY MULTIPLE MARKERS

### 4.1. Introduction

In linkage disequilibrium (LD) mapping or association study, it is interesting in developing models which use multiple markers simultaneously for high resolution mapping of genetic traits. Usually, mapping single marker on chromosome has low resolution and methods utilizing different markers may lead to different results which make the interpretation complicated. The models using multiple markers may give a consistent result, and lead to greater resolution. Moreover, as large numbers of single nucleotide polymorphisms (SNPs) are available and high throughput genotyping approaches are emerging, there is a need to work out high resolution mapping.

In chapter III, variance component models using two markers are proposed for high resolution mapping of quantitative trait loci (QTL) based on population and pedigree data (Fan and Jung 2003; Fan and Xiong 2002, 2003; Zhao et al. 2001). The genetic effects are orthogonally decomposed into summation of additive and dominant effects. In Abecasis et al. (2000, 2001), Cardon 2000, Fulker et al. (1999) and Sham et al. (2000), an association between-family and association within-family ("AbAw") approach is proposed to decompose the genetic association into effects of between-pairs and within-pairs. The models in chapter III differ from "AbAw" approach in the following views: (1) The "AbAw" approach uses only one marker in analysis, but we use two bi-allelic markers; (2) The way of modeling mean coefficients is different. Fan and Jung (2003) compare our method with the "AbAw" approach, and find that our method is more advantageous for sib-pair data. One may want to notice that it is not clear how to extend the "AbAw" approach to use more than one
markers in analysis (Dr. Fan's communications with Dr. Abecasis and Dr. Sham).
Models in this chapter extend those of the previous chapter, and investigate variance component models in fine association QTL mapping using multiple bi-allelic markers. The models jointly take linkage and linkage disequilibrium information into account. The linkage information is modeled in the variance covariance matrix, and the linkage disequilibrium information is modeled in mean coefficients of trait values like the " AbAw" approach does. By modeling the linkage information in the variance covariance matrix, we may take the advantage of much research of variance component models (Almasy and Blangero 1998; Amos 1994; Amos et al. 1989; Fulker et al. 1995; George et al. 1999; Goldgar and Oniki 1992; Haseman and Elston 1972; Pratt et al. 2000). In the mean time, the linkage disequilibrium information is incorporated into the mean coefficients through indicator variables of marker genotypes, whose validity can be justified intuitively (Fan and Xiong 2000, pages 608-609).

Using the models developed in this chapter, test statistics can be derived for high resolution association mapping. The procedure is to perform appropriate linkage analysis based on a sparse genetic map for prior linkage evidence. Then association study can be worked out using a dense genetic map in the presence of prior linkage information. Likelihood ratio tests (LRT) can be carried out in high resolution association study. For large sample data, likelihood ratio criteria are accurate. Based on the general theory of linear models, $F$-test statistics can be built to test the association between trait locus and markers in the presence of prior linkage evidence (Graybill 1976). The analytical formulae for the non-centrality parameter approximations are derived for the $F$-test statistics. The merits of the proposed method are investigated in terms of power and sample size comparison. Using simulation program LDSIMUL kindly provided by Dr. Abecasis, simulation study is performed to explore the power and type I error rates of the proposed test statistics. The proposed methods are com-
pared with the "AbAw" approach (Abecasis, Cardon, and Cookson 2000). Moreover, the method is applied to the Genetic Analysis Workshop (Gaw) 12 German asthma data (Meyers, Wjst and Ober 2001; Wjst et al. 1999).

### 4.2. Model

Assume that $k$ bi-allelic markers $M_{j}, j=1, \cdots, k$ are typed in a region of one chromosome. Suppose a quantitative trait locus $Q$ is located in the region, which has two alleles $Q_{1}$ and $Q_{2}$ with frequencies $q_{1}$ and $q_{2}$, respectively. For marker $M_{j}$, there are two alleles $M_{j}$ with frequency $P_{M_{j}}$ and $m_{j}$ with frequency $P_{m_{j}}$, respectively. For a nuclear family of $l$ children and two parents, let $\mathbf{y}=\left(y_{f}, y_{m}, y_{1}, \cdots, y_{l}\right)^{\tau}$ be their quantitative traits vector, let $G_{j}=\left(G_{f j}, G_{m j}, G_{1 j}, \cdots, G_{l j}\right)$ be genotypes at $j$-th marker locus $M_{j}$. Here $y_{f}$ is a trait value of the father, $G_{f j}$ is the genotype of the father at $j$-th marker. Likewise, the mother and the $i$-th child with subscript $m$ and $i$, respectively. The log-likelihood function for these data is

$$
\begin{equation*}
L=-\frac{l+2}{2} \log (2 \pi)-\frac{1}{2} \log |\Sigma|-\frac{1}{2}(\mathbf{y}-X \eta)^{\tau} \Sigma^{-1}(\mathbf{y}-X \eta) . \tag{4.1}
\end{equation*}
$$

The components of model (4.1) are defined as follows.

$$
\Sigma=\left(\begin{array}{cccccc}
1 & 0 & \rho_{0} & \rho_{0} & \cdots & \rho_{0} \\
0 & 1 & \rho_{0} & \rho_{0} & \cdots & \rho_{0} \\
\rho_{0} & \rho_{0} & 1 & \rho_{12} & \cdots & \rho_{1 l} \\
\rho_{0} & \rho_{0} & \rho_{21} & 1 & \cdots & \rho_{2 l} \\
\vdots & \vdots & \vdots & \vdots & \cdots & \vdots \\
\rho_{0} & \rho_{0} & \rho_{l 1} & \rho_{l 2} & \cdots & 1
\end{array}\right) \sigma^{2}
$$

is a $(l+2) \times(l+2)$ variance-covariance matrix, where $\sigma^{2}=\sigma_{g}^{2}+\sigma_{H}^{2}+\sigma_{e}^{2}$. Here $\sigma_{g}^{2}$ is variance explained by the putative QTL $Q, \sigma_{H}^{2}$ is the variance of familial effects which include shared environment variance and half of the additive polygenic variance, and $\sigma_{e}^{2}$ is error variance. The genetic variance $\sigma_{g}^{2}=\sigma_{g a}^{2}+\sigma_{g d}^{2}$ is decomposed into additive
and dominant components. $\rho_{0}=\left(\sigma_{g a}^{2} / 2+\sigma_{H}^{2}\right) / \sigma^{2}$ is correlation between parents and children, $\rho_{i j}=\rho_{j i}=\left(\pi_{i j Q} \sigma_{g a}^{2}+\Delta_{i j Q} \sigma_{g d}^{2}+\sigma_{H}^{2}\right) / \sigma^{2}$ is the correlation between the $i$-th child and the $j$-th child, $\pi_{i j Q}$ is the proportion of alleles sharing identical by descent (IBD) at putative QTL $Q$ by the $i$-th child and the $j$-th child, and $\Delta_{i j Q}$ is the probability that both alleles shared by the $i$-th child and the $j$-th child at the putative QTL $Q$ are IBD (Cotterman 1940; Lange 2002; Pratt et al. 2000; Zhu and Elston 2000). For the mean component $X \eta$ of $\log$-likelihood (4.1), we consider

$$
\begin{equation*}
y_{i}=\beta+w_{i} \gamma+\sum_{j=1}^{k} x_{i j} \alpha_{j}+\sum_{j=1}^{k} z_{i j} \delta_{j}+H_{i}+e_{i} . \tag{4.2}
\end{equation*}
$$

where $\beta$ is overall mean, $w_{i}$ is a row vector of covariates such as gender and age, $\gamma$ is a column vector of regression coefficients of $w_{i}$, and $e_{i}$ is error term. Assume that $e_{i}$ is normal $N\left(0, \sigma_{e}^{2}\right) . \quad H_{i}$ is the familial effect. Assume that $H_{i}$ is normal $N\left(0, \sigma_{H}^{2}\right)$. Moreover, $H_{i}$ and $e_{i}$ are independent. For $j=1, \cdots, k, \alpha_{j}$ and $\delta_{j}$ are regression coefficients of the dummy variables $x_{i j}$ and $z_{i j}$, respectively. Hence, $\eta=$ $\left(\beta, \gamma^{\tau}, \alpha_{1}, \cdots, \alpha_{k}, \delta_{1}, \cdots, \delta_{k}\right)^{\tau}$ is a vector of regression coefficients and $X$ is model matrix. Here $x_{i j}$ and $z_{i j}$ are indicator variables, and are defined as follows

$$
x_{i j}=\left\{\begin{array}{ll}
2 P_{m_{j}} & \text { if } G_{i j}=M_{j} M_{j} \\
P_{m_{j}}-P_{M_{j}} & \text { if } G_{i j}=M_{j} m_{j} \\
-2 P_{M_{j}} & \text { if } G_{i j}=m_{j} m_{j}
\end{array} \quad \text { and } \quad z_{i j}= \begin{cases}-P_{m_{j}}^{2} & \text { if } G_{i j}=M_{j} M_{j} \\
P_{m_{j}} P_{M_{j}} & \text { if } G_{i j}=M_{j} m_{j} \\
-P_{M_{j}}^{2} & \text { if } G_{i j}=m_{j} m_{j}\end{cases}\right.
$$

Regression (4.2) uses multiple markers and is a natural generalization of model of our previous work. The objective is to fully use marker information for fine high resolution mapping of QTL.

### 4.3. Parameter Estimation

### 4.3.1. Regression Coefficients and Association Study

Denote the measure of LD between trait locus $Q$ and marker $M_{i}$ by $D_{M_{i} Q}=P\left(M_{i} Q_{1}\right)-$ $P_{M_{i}} q_{1}, i=1, \cdots, k$, and the measure of LD between marker $M_{i}$ and marker $M_{j}$ by $D_{M_{i} M_{j}}=P\left(M_{i} M_{j}\right)-P_{M_{i}} P_{M_{j}}, i<j, i, j=1, \cdots, k$. Let the additive and dominant variance-covariance matrices be

$$
V_{A}=2\left(\begin{array}{cccc}
P_{M_{1}} P_{m_{1}} & D_{M_{1} M_{2}} & \cdots & D_{M_{1} M_{k}} \\
D_{M_{1} M_{2}} & P_{M_{2}} P_{m_{2}} & \cdots & D_{M_{2} M_{k}} \\
\vdots & \vdots & \cdots & \vdots \\
D_{M_{1} M_{k}} & D_{M_{2} M_{k}} & \cdots & P_{M_{k}} P_{m_{k}}
\end{array}\right), V_{D}=\left(\begin{array}{cccc}
P_{M_{1}}^{2} P_{m_{1}}^{2} & D_{M_{1} M_{2}}^{2} & \cdots & D_{M_{1} M_{k}}^{2} \\
D_{M_{1} M_{2}}^{2} & P_{M_{2}}^{2} P_{m_{2}}^{2} & \cdots & D_{M_{2} M_{k}}^{2} \\
\vdots & \vdots & \cdots & \vdots \\
D_{M_{1} M_{k}}^{2} & D_{M_{2} M_{k}}^{2} & \cdots & P_{M_{k}}^{2} P_{m_{k}}^{2}
\end{array}\right) .
$$

In Appendix M, the coefficients of regression (4.2) are derived as

$$
\left(\begin{array}{c}
\alpha_{1}  \tag{4.3}\\
\vdots \\
\alpha_{k}
\end{array}\right)=V_{A}^{-1}\left(\begin{array}{c}
2 D_{M_{1} Q} \\
\vdots \\
2 D_{M_{k} Q}
\end{array}\right) \alpha_{Q} \text { and }\left(\begin{array}{c}
\delta_{1} \\
\vdots \\
\delta_{k}
\end{array}\right)=V_{D}^{-1}\left(\begin{array}{c}
D_{M_{1} Q}^{2} \\
\vdots \\
D_{M_{k} Q}^{2}
\end{array}\right) \delta_{Q} .
$$

Equations (4.3) show that the parameters of LD (i.e., $D_{M_{i} Q}$ and $D_{M_{i} M_{j}}$ ) and gene effect (i.e., $\alpha_{Q}$ and $\delta_{Q}$ ) are contained in the mean coefficients. Model (4.2) simultaneously takes care of the LD and the effects of the putative trait locus $Q$. The gene substitution effect $\alpha_{Q}$ is contained in $\alpha_{i}$; and the dominant effect $\delta_{Q}$ is contained in $\delta_{i}, i=1, \cdots, k$. Therefore, regression (4.2) orthogonally decomposes genetic effect into summation of additive and dominant effects.

Assume that all markers $M_{i}$ and $M_{j}$ are in linkage equilibrium (i.e., $D_{M_{i} M_{j}}=$ $0, i, j=1, \cdots, k, i \neq j)$. The coefficients of additive and dominant effects are given by $\alpha_{1}=\frac{D_{M_{1} Q}}{P_{M_{1}} P_{m_{1}}} \alpha_{Q}, \cdots, \alpha_{k}=\frac{D_{M_{k} Q}}{P_{M_{k}} P_{m_{k}}} \alpha_{Q}$ and $\delta_{1}=\frac{D_{M_{1} Q}^{2}}{P_{M_{1}}^{2} P_{m_{1}}^{2}} \delta_{Q}, \cdots, \delta_{k}=\frac{D_{M_{k} Q}^{2}}{P_{M_{k}}^{2} P_{m_{k}}^{2}} \delta_{Q}$. That means markers $M_{1}, \cdots, M_{k}$ independently contribute to the analysis of the trait values. Usually, the markers $M_{i}$ can be in LD, especially when they are locate in a narrow chromosome region. Equations (4.3) rightly use the LD information of
markers $M_{i}$ in the analysis.
Linkage analysis can be performed by considering a reduced variance component model $y_{i}=\beta+w_{i} \gamma+H_{i}+e_{i}$. This initial study can identify prior linkage evidence of the trait values to a specific chromosome region based on a sparse genetic map. Suppose that prior linkage evidence is provided by an initial linkage study. Based on a dense genetic map, high resolution association mapping of the QTL can be carried out by fitting the full model (4.2). First, assume that linkage is confirmed in a chromosome region by the significant presence of both the gene substitution and dominant effects, i.e., $\alpha_{Q} \neq 0$ and $\delta_{Q} \neq 0$. Based on equations (4.3), the existence of LD between markers $M_{i}(i=1, \cdots, k)$ and trait locus $Q$ can be tested by $H_{a d}: \alpha_{1}=\cdots=\alpha_{k}=\delta_{1}=\cdots=\delta_{k}=0$. Second, assume that linkage is supported by the significant presence of the gene substitution effect, but not the dominant effect, i.e., $\alpha_{Q} \neq 0$ and $\delta_{Q}=0$. The existence of LD can be tested by $H_{a}: \alpha_{1}=\cdots=\alpha_{k}=0$. Third, assume that linkage is supported by the significant presence of the dominant effect, but not the gene substitution effect, i.e., $\alpha_{Q}=0$ and $\delta_{Q} \neq 0$. The existence of LD can be tested by $H_{d}: \delta_{1}=\cdots=\delta_{k}=0$.

Evidence of association can be evaluated by likelihood ratio test (LRT) procedure. For instance, let $L_{a d}$ be the log-likelihood under the alternative hypothesis of $H_{a d}$, and $L_{0}$ be the log-likelihood under the null hypothesis $H_{a d}$. Then, the quantity $2\left[L_{a d}-L_{0}\right]$ is asymptotically distributed as $\chi^{2}$. Notice that there are only $k$ measures of LD, $D_{M_{1} Q}, \cdots, D_{M_{k} Q}$, under the alternative hypothesis $H_{a d}$. In data analysis, the number of coefficients $\alpha_{i}, \delta_{i}, i=, 1 \cdots, k$, which are significantly different from 0 , should be less than or equal to $k$. This number is the degrees of freedom of the likelihood ratio test $2\left[L_{a d}-L_{0}\right]$. For large sample data, the likelihood ratio test is accurate based on the statistical theory. In this paper, we will develop a $F$-test procedure based on linear model theory (Graybill 1976). Before that, we will discuss
the variance-covariance first.

### 4.3.2. Variance-Covariances

Denote the recombination fraction between trait locus $Q$ and marker $M_{i}$ by $\theta_{M_{i} Q}, i=$ $1, \cdots, k$. Likewise, the recombination fraction between markers $M_{i}$ and $M_{j}$ are defined by $\theta_{M_{i} M_{j}}$. Following Fulker et al. (1995)) and Alamsy and Blangero (1998), we propose a multi-point interval mapping method to estimate the proportion $\pi_{i j Q}$ of allele sharing IBD at a putative QTL $Q$ for a sib-pair $i$ and $j$ by

$$
\begin{align*}
\hat{\pi}_{i j Q} & =\mathrm{E}\left(\pi_{i j Q} \mid I_{M_{1}}, I_{M_{2}}, \cdots, I_{M_{k}}\right) \\
& =\alpha_{\pi}+\beta_{\pi M_{1}} \pi_{i j M_{1}}+\beta_{\pi M_{2}} \pi_{i j M_{2}}+\cdots+\beta_{\pi M_{k}} \pi_{i j M_{k}} \tag{4.4}
\end{align*}
$$

where $\pi_{i j M_{l}}$ is the proportions of alleles sharing IBD at the marker $M_{l}$ for $l=1, \cdots, k$. The coefficients $\alpha_{\pi}, \beta_{\pi M_{1}}, \cdots, \beta_{\pi M_{k}}$ are derived in Appendix N as follows

$$
\left(\begin{array}{c}
\beta_{\pi M_{1}} \\
\beta_{\pi M_{2}} \\
\vdots \\
\beta_{\pi M_{k}}
\end{array}\right)=\left(\begin{array}{cccc}
1 & \left(1-2 \theta_{M_{1} M_{2}}\right)^{2} & \cdots & \left(1-2 \theta_{M_{1} M_{k}}\right)^{2} \\
\left(1-2 \theta_{M_{1} M_{2}}\right)^{2} & 1 & \cdots & \left(1-2 \theta_{M_{2} M_{k}}\right)^{2} \\
\vdots & \vdots & \vdots & \vdots \\
\left(1-2 \theta_{M_{1} M_{k}}\right)^{2} & \left(1-2 \theta_{M_{2} M_{k}}\right)^{2} & \cdots & 1
\end{array}\right)^{-1}\left(\begin{array}{c}
\left(1-2 \theta_{M_{1} Q}\right)^{2} \\
\left(1-2 \theta_{M_{2} Q}\right)^{2} \\
\vdots \\
\left(1-2 \theta_{M_{k} Q}\right)^{2}
\end{array}\right)
$$

And $\alpha_{\pi}$ is estimated as $\alpha_{\pi}=1-\beta_{\pi M_{1}}-\beta_{\pi M_{2}}-\cdots-\beta_{\pi M_{k}}$. If marker $M_{l}$ coincides with QTL $Q$, it can be shown that $\beta_{\pi M_{l}}=1$ and $\alpha_{\pi}=0, \beta_{\pi M_{i}}=0, i \neq l$. Hence $\hat{\pi}_{i j Q}=\pi_{i j M_{l}}$. To estimate $\Delta_{i j Q}$ of the probability of sharing 2 alleles IBD for a sib-pair, consider

$$
\begin{align*}
\hat{\Delta}_{i j Q} & =\mathrm{E}\left(\Delta_{i j Q} \mid I_{M_{1}}, I_{M_{2}}, \cdots, I_{M_{k}}\right) \\
& =\alpha+\beta_{M_{1}} \pi_{i j M_{1}}+\cdots+\beta_{M_{k}} \pi_{i j M_{k}}+r_{M_{1}} \Delta_{i j M_{1}}+\cdots+r_{M_{k}} \Delta_{i j M_{k}} \tag{4.5}
\end{align*}
$$

where $\Delta_{i j M_{l}}$ is the probability of sharing 2 allele IBD at marker $M_{l}$ for $l=1, \cdots, k$. The coefficients $\left(r_{M_{1}}, \cdots, r_{M_{k}}\right)^{\tau}$ are derived in Appendix O as follows

$$
\left(\begin{array}{c}
r_{M_{1}} \\
r_{M_{2}} \\
\vdots \\
r_{M_{k}}
\end{array}\right)=\left(\begin{array}{cccc}
1 & \left(1-2 \theta_{M_{1} M_{2}}\right)^{4} & \cdots & \left(1-2 \theta_{M_{1} M_{k}}\right)^{4} \\
\left(1-2 \theta_{M_{1} M_{2}}\right)^{4} & 1 & \cdots & \left(1-2 \theta_{M_{2} M_{k}}\right)^{4} \\
\vdots & \vdots & \vdots & \vdots \\
\left(1-2 \theta_{M_{1} M_{k}}\right)^{4} & \left(1-2 \theta_{M_{2} M_{k}}\right)^{4} & \cdots & 1
\end{array}\right)^{-1}\left(\begin{array}{c}
\left(1-2 \theta_{M_{1} Q}\right)^{4} \\
\left(1-2 \theta_{M_{2} Q}\right)^{4} \\
\vdots \\
\left(1-2 \theta_{M_{k} Q}\right)^{4}
\end{array}\right) .
$$

The remaining coefficients are given in Appendix O by $\left(\begin{array}{c}\beta_{M_{1}} \\ \beta_{M_{2}} \\ \vdots \\ \beta_{M_{k}}\end{array}\right)=\left(\begin{array}{c}\beta_{\pi M_{1}} \\ \beta_{\pi M_{2}} \\ \vdots \\ \beta_{\pi M_{k}}\end{array}\right)-\left(\begin{array}{c}r_{M_{1}} \\ r_{M_{2}} \\ \vdots \\ r_{M_{k}}\end{array}\right)$.
The $\alpha$ in equation (4.5) is $\alpha=1-\beta_{M_{1}}-\cdots-\beta_{M_{k}}-r_{M_{1}}-\cdots-r_{M_{k}}$. Again, if marker $M_{l}$ coincides with QTL $Q$, it can be shown that $\hat{\Delta}_{i j Q}=\Delta_{i j M_{l}}$.

### 4.4. Test Statistics and Non-centrality Parameter

### 4.4.1. Combined analysis of population and family data

We assume that the data are composed of three sub-sample: $n$ individuals of a population, $m$ trio families with both parents and a single child, and $s$ nuclear families each has both parents and two offspring. Furthermore, we assume that $n, m$ and $s$ are sufficiently large, so that large sample theory applies. We may include data of nuclear families with both parents and more than two offspring. The principle of the following paragraphs can be extended to such families if the number of the families is large enough to apply the large sample theory.

The coefficients of regression (4.2) can be written as $\eta=\left(\beta, \alpha_{1}, \cdots, \alpha_{k}, \delta_{1}, \cdots, \delta_{k}\right)^{\tau}$ if there are no covariates. Consider the overall log-likelihood $L=\sum_{i=1}^{I} L_{i}, I=$ $n+m+s$, where $L_{i}$ is the $\log$-likelihood of trait value $\mathbf{y}_{i}$ of the $i$-th family or individual. Let $\Sigma_{i}$ be the variance-covariance matrix of trait value $\mathbf{y}_{i}$, and $X_{i}$ be its design matrix. Denote the all trait values by $\mathbf{y}=\left(\mathbf{y}_{1}^{\tau}, \cdots, \mathbf{y}_{I}^{\tau}\right)^{\tau}$, the total variancecovariance matrix by $\Sigma=\operatorname{diag}\left(\Sigma_{1}, \cdots, \Sigma_{I}\right)$, and model matrix by $X=\left(X_{1}^{\tau}, \cdots, X_{I}^{\tau}\right)^{\tau}$.

Let $N=n+3 m+4 s$ be the total number of individuals. The estimate of $\eta$ is $\hat{\eta}=\left[X^{\tau} \hat{\Sigma}^{-1} X\right]^{-1} X^{\tau} \hat{\Sigma}^{-1} \mathbf{y}=\left[\sum_{i=1}^{I} X_{i}^{\tau} \hat{\Sigma}_{i}^{-1} X_{i}\right]^{-1} \sum_{i=1}^{I} X_{i}^{\tau} \hat{\Sigma}_{i}^{-1} \mathbf{y}_{i}$.

The non-centrality parameters of appropriate test statistics of genetic effects and LD coefficients can be calculated as like subsection 3.3.1. First, one may construct test statistic for each of three hypotheses: $H_{a d}: \alpha_{1}=\cdots=\alpha_{k}=\delta_{1}=\cdots=\delta_{k}=0$; $H_{a}: \alpha_{1}=\cdots=\alpha_{k}=0 ; H_{d}: \delta_{1}=\cdots=\delta_{k}=0$. The non-centrality parameter of each hypothesis can be calculated using the theory in Chapter 6, Graybill (1976). Let $H$ be $q \times(2 k+1)$ matrix of rank $q$. The test statistic for hypothesis $H \eta=0$ is

$$
F=\frac{(H \hat{\eta})^{\tau}\left[H\left(X^{\tau} \hat{\Sigma}^{-1} X\right)^{-1} H^{\tau}\right]^{-1}(H \hat{\eta})}{\mathbf{y}^{\tau}\left(\hat{\Sigma}^{-1}-\hat{\Sigma}^{-1} X\left(X^{\tau} \hat{\Sigma}^{-1} X\right)^{-1} X^{\tau} \hat{\Sigma}^{-1}\right) \mathbf{y}} \frac{(N-2 k-1)}{q}
$$

with non-central $F(q, N-(2 k+1))$ distribution. The non-centrality parameter is $\lambda=(H \eta)^{\tau}\left[H\left(X^{\tau} \Sigma^{-1} X\right)^{-1} H^{\tau}\right]^{-1}(H \eta)$. Under the assumption of large sample sizes $n, m$ and $s$, we show in Appendix P that

$$
\begin{equation*}
X^{\tau} \Sigma^{-1} X=\sum_{i=1}^{n+m+s} X_{i}^{\tau} \Sigma_{i}^{-1} X_{i} \approx \operatorname{diag}\left(a_{1}, a_{2} V_{A}, a_{3} V_{D}\right) / \sigma^{2} \tag{4.6}
\end{equation*}
$$

where $a_{1}, a_{2}$ and $a_{3}$ are constants given by equations (P.7) in Appendix P.
The additive variance $\sigma_{g a}^{2}=2 q_{1} q_{2} \alpha_{Q}^{2}$ and the dominant variance $\sigma_{g d}^{2}=\left(q_{1} q_{2}\right)^{2} \delta_{Q}^{2}$ are expressed in terms of the average effect of gene substitution $\alpha_{Q}$ and the dominance deviation $\delta_{Q}$. Let $I_{k}$ and $I_{2 k}$ be $k$ and $2 k$ dimension identity matrices. Moreover, let $O_{k \times l}$ be $k \times l$ zero matrix. To test hypothesis $H_{a}: \alpha_{1}=\cdots=\alpha_{k}=0$, the test matrix $H=\left(O_{k \times 1}, I_{k}, O_{k \times k}\right)$. Let us denote the test statistic as $F_{k, a}$. The non-centrality parameter is approximated by

$$
\lambda_{k, a} \approx \frac{a_{2}}{\sigma^{2}}\left(\alpha_{1}, \cdots, \alpha_{k}\right) V_{A}\left(\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{k}
\end{array}\right)=\frac{4 a_{2}}{\sigma^{2}} \alpha_{Q}^{2}\left(D_{M_{1} Q}, \cdots, D_{M_{k} Q}\right) V_{A}^{-1}\left(\begin{array}{c}
D_{M_{1} Q} \\
\vdots \\
D_{M_{k} Q}
\end{array}\right)
$$

$$
=\frac{a_{2} \sigma_{g a}^{2}}{\sigma^{2} q_{1} q_{2}}\left(D_{M_{1} Q}, \cdots, D_{M_{k} Q}\right)\left(V_{A} / 2\right)^{-1}\left(\begin{array}{c}
D_{M_{1} Q} \\
\vdots \\
D_{M_{k} Q}
\end{array}\right) .
$$

To test hypothesis $H_{d}: \delta_{1}=\cdots=\delta_{k}=0$, the test matrix $H=\left(O_{k \times 1}, O_{k \times k}, I_{k}\right)$. Let us denote the test statistic as $F_{k, d}$. The non-centrality parameter is approximated by

$$
\begin{aligned}
\lambda_{k, d} & \approx \frac{a_{3}}{\sigma^{2}}\left(\delta_{1}, \cdots, \delta_{k}\right) V_{D}\left(\begin{array}{c}
\delta_{1} \\
\vdots \\
\delta_{k}
\end{array}\right)=\frac{a_{3}}{\sigma^{2}} \delta_{Q}^{2}\left(D_{M_{1} Q}^{2}, \cdots, D_{M_{k} Q}^{2}\right) V_{D}^{-1}\left(\begin{array}{c}
D_{M_{1} Q}^{2} \\
\vdots \\
D_{M_{k} Q}^{2}
\end{array}\right) \\
& =\frac{a_{3} \sigma_{g d}^{2}}{\sigma^{2} q_{1}^{2} q_{2}^{2}}\left(D_{M_{1} Q}^{2}, \cdots, D_{M_{k} Q}^{2}\right) V_{D}^{-1}\left(\begin{array}{c}
D_{M_{1} Q}^{2} \\
\vdots \\
D_{M_{k} Q}^{2}
\end{array}\right)
\end{aligned}
$$

To test hypothesis $H_{a d}: \alpha_{1}=\cdots=\alpha_{k}=\delta_{1}=\cdots=\delta_{k}=0$, the test matrix $H=$ $\left(O_{2 k \times 1}, I_{2 k}\right)$. Let us denote the test statistic as $F_{k, a d}$. The non-centrality parameter is $\lambda_{k, a d} \approx \lambda_{a}+\lambda_{d}$, i.e., $\lambda_{k, a d}$ is decomposed into the summation of additive and dominant non-centrality parameters.

### 4.4.2. Nuclear family

To make comparison with the results of Table 4 of Abecasis, Cardon, and Cookson (2000), we consider $I$ families each has both parents and $l$ offspring. Let $N=I(l+2)$ be the total number of individuals. The other notations are defined in a similar way as above. Suppose that variance-covariance matrices of the $I$ families are the same, i.e., $\Sigma_{1}=\cdots=\Sigma_{I}$. Denote $\Sigma_{i}^{-1}=\frac{1}{\sigma^{2}}\left(\gamma_{h j}\right)_{(l+2) \times(l+2)}$. If the sample sizes $N$ is large enough, we show in Appendix Q that

$$
\begin{equation*}
X^{\tau} \Sigma^{-1} X / I=\sum_{i=1}^{I} X_{i}^{\tau} \Sigma_{i}^{-1} X_{i} / I \approx \operatorname{diag}\left(\sum_{h, j} \gamma_{h j}, b_{1} V_{A}, b_{2} V_{D}\right) / \sigma^{2} \tag{4.7}
\end{equation*}
$$

where $b_{1}$ and $b_{2}$ are constants given by equations (Q.1) in Appendix Q. The approximation of non-centrality parameter of statistic $F_{k, a}$ is

$$
\lambda_{k, a} \approx \frac{b_{1} I \sigma_{g a}^{2}}{\sigma^{2} q_{1} q_{2}}\left(D_{M_{1} Q}, \cdots, D_{M_{k} Q}\right)\left(V_{A} / 2\right)^{-1}\left(\begin{array}{c}
D_{M_{1} Q} \\
\vdots \\
D_{M_{k} Q}
\end{array}\right)
$$

### 4.5. Type I Error Rates

To evaluate the type I error rates of the proposed method, nuclear families are generated by simulation program LDSIMUL provided by Dr. Abecasis. Five test cases are considered in type I error rate calculation, which are taken from Table 2 of Abecasis, Cardon, and Cookson (2000). Trait values are constructed by normal distribution with mean 0 and total variance $\sigma^{2}=100$ except test case of Admixture. Here $\sigma^{2}=\sigma_{g a}^{2}+\sigma_{H}^{2}+\sigma_{e}^{2}$ is the summation of the additive major gene effect $\sigma_{g a}^{2}$, the variance of familial effects $\sigma_{H}^{2}$, and the error variance $\sigma_{e}^{2}$. In each model except the Admixture, a bi-allelic marker $M_{1}$ is simulated with allele frequency $P_{M_{1}}=0.5$. In the test cases of Null, Familiality, and Admixture, no major gene effect is assumed, i.e., $\sigma_{g a}^{2}=0$. In the test cases of Linkage and Composite, major gene effect is assumed, and marker $M_{1}$ coincides with the QTL $Q$, i.e., recombination fraction $\theta_{M_{1} Q}=0$; in the meantime, linkage equilibrium is assumed between QTL $Q$ and the marker $M_{1}$, i.e., $D_{M_{1} Q}=0$. In the test case of Admixture, population admixture is generated by mixing families equally drawn from one of the two sub-populations A and B. In both sub-populations A and B, no major gene effect or familial effect is assumed, i.e., $\sigma_{g a}^{2}=\sigma_{H}^{2}=0$. However, the trait mean of sub-population A is fixed as 10 and the variance is fixed as 100 , and the marker allele frequency $P_{M_{1}}$ is taken as 0.7 in sub-population A.

The trait mean of sub-population B is fixed as 0 and the variance is fixed as 100,

Table VI. Type I Error Rates (\%) at a 0.05 significant level. The parameters are the same as those of Table 2 of Abecasis, Cardon, and Cookson (2000). The total variance is fixed as $\sigma^{2}=100$ (see text for explanation of Admixture case). Null: no major gene effect or familial effect $\sigma_{g}^{2}=\sigma_{H}^{2}=0$; Familiality: large familial effect $\sigma_{H}^{2}=50$, but no major gene effect $\sigma_{g}^{2}=0$; Admixture: no major gene effect or familial effect $\sigma_{g}^{2}=\sigma_{H}^{2}=0$, but with population admixture; Linkage: large linkage effect $\sigma_{g}^{2}=\sigma_{g a}^{2}=30, \theta_{M_{1} Q}=0$, but no familial effect $\sigma_{H}^{2}=0$; Composite: large linkage effect $\sigma_{g}^{2}=\sigma_{g a}^{2}=20, \theta_{M_{1} Q}=0$, and large familial effect $\sigma_{H}^{2}=30$. There is no linkage disequilibrium between QTL and marker $M_{1}$ ( $D_{M_{1} Q}=0$ ).

| Offspring in Each family | Test Case | Error Rates When Total No. of Offspring is |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 120 |  | 240 |  | 480 |  |
|  |  | LRT | $\hat{F}_{1, a}$ | LRT | $\hat{F}_{1, a}$ | LRT | $\hat{F}_{1, a}$ |
| 1 | Null | 6.5 | 7.0 | 5.1 | 6.5 | 5.8 | 6.9 |
|  | Familiality | 5.4 | 8.3 | 5.2 | 8.1 | 5.3 | 9.5 |
|  | Admixture | 6.4 | 9.7 | 5.2 | 9.3 | 5.3 | 8.9 |
| 2 | Null | 4.6 | 2.9 | 4.8 | 2.8 | 4.5 | 2.9 |
|  | Familiality | 4.2 | 4.4 | 3.6 | 3.8 | 4.7 | 4.2 |
|  | Admixture | 5.0 | 5.2 | 6.1 | 5.4 | 4.9 | 4.3 |
|  | Linkage | 5.5 | 4.9 | 5.0 | 3.9 | 5.0 | 4.6 |
|  | Composite | 5.6 | 7.0 | 5.8 | 6.2 | 5.6 | 5.5 |
| 4 | Null | 4.9 | 1.7 | 4.3 | 1.5 | 3.6 | 1.2 |
|  | Familiality | 5.2 | 4.8 | 4.2 | 3.4 | 4.8 | 3.3 |
|  | Admixture | 5.5 | 3.2 | 5.4 | 3.5 | 4.2 | 2.6 |
|  | Linkage | 5.3 | 3.6 | 5.4 | 3.7 | 4.9 | 3.8 |
|  | Composite | 5.3 | 4.9 | 5.3 | 3.4 | 4.1 | 2.6 |
| 8 | Null | 4.2 | 1.4 | 5.0 | 1.0 | 4.7 | 1.0 |
|  | Familiality | 4.7 | 4.5 | 5.1 | 4.8 | 4.4 | 3.6 |
|  | Admixture | 3.5 | 2.6 | 5.5 | 3.2 | 4.4 | 3.1 |
|  | Linkage | 6.1 | 3.7 | 4.3 | 2.8 | 4.6 | 2.8 |
|  | Composite | 5.8 | 4.5 | 5.5 | 3.8 | 3.7 | 2.8 |

and the marker allele frequency $P_{M_{1}}$ is taken as 0.3 in sub-population B. Therefore, the total variance in the mixing population is $\sigma^{2}=125$. The admixture contributed to $(10-0)^{2} /[4]=0.20$ of the total variance. The other related parameters are given in the legend of Table VI.

Table VI presents type I error rates of likelihood ratio tests and F-test statistics. The type I error rates are calculated as the proportions of 1000 simulation data sets which give significant result at a 0.05 significant level based on $F_{1, a}$ and likelihood ratio test statistic, respectively. The results show that the type I error rates of likelihood ratio tests are around the 0.05 nominal significant level in most cases. Hence, the proposed model works well. The type I error rates of trio families (i.e., family with only one offspring) are usually higher than those of nuclear family data which contain multiple offspring. In particular, the type I error rates of F-test are high for trio families. For nuclear family data which contain multiple offspring, the type I error rates of F-test are similar or smaller than those of the likelihood ratio tests. In an association study, false positives due to population stratifications are usually a big issue. From the results of Table VI, the type I error rates in the Admixture case are reasonable for nuclear family data which contain multiple offspring. For trio families, the type I error rates of F-test in the Admixture case are high.

### 4.6. Powers and Their Comparison

### 4.6.1. Comparison with the "AbAw" approach

Denote the heritability by $h^{2}$, which is defined as $h^{2}=\sigma_{g a}^{2} / \sigma^{2}$ (Falconer and Mackay 1996). To compare the method proposed in this paper with the "AbAw" approach of Abecasis, Cardon, and Cookson (2000), we present power comparison in Table VII. The parameters are the same as those of Table 4 of Abecasis, Cardon, and Cookson
(2000): $q_{1}=P_{M_{1}}=0.5, h^{2}=0.1, \sigma^{2}=100, \sigma_{g a}^{2}=10, \sigma_{s}^{2}=30, \sigma_{e}^{2}=60$. Besides, $D^{\prime}=D_{M_{1} Q} / D_{\max }$ and $D_{\max }=\min \left(P_{M_{1}}, q_{1}\right)-P_{M_{1}} q_{1}$. In the columns of ACC, the results are taken from Table 4 of Abecasis, Cardon, and Cookson (2000). In the columns $\left(F_{1, a}, \hat{F}_{1, a}, L R T\right)^{\tau}$, the power of $F_{1, a}$ is calculated based on approximation of non-centrality parameter $\lambda_{1, a}$ of test statistic $F_{1, a}$ at a 0.001 significant level; the power of $\hat{F}_{1, a}$ and $L R T$ are calculated as the proportions of 1000 simulation data sets which give significant result at the 0.001 significant level based on $F_{1, a}$ and likelihood ratio test statistic, respectively. For each simulated dataset, certain number nuclear families are simulated via LDSIMUL. For instance, for one sib per family, 480 trio families are simulated in each simulated dataset.

The results of Table VII clearly show that the proposed F-tests $F_{1, a}$ and likelihood ratio tests are much more powerful than the "AbAw" approach. When $D^{\prime}=$ $D_{M_{1} Q} / D_{\max }>25 \%$, it is possible to achieve considerable power. When $D^{\prime}=$ $D_{M_{1} Q} / D_{\max }>50 \%$, the statistic $F_{1, a}$ is powerful since the power is higher than $\left(F_{1, a}, \hat{F}_{1, a}, L R T\right)=(0.560,0.333,0.322)$ for a sample with a total number of 480 sibs. Moreover, the power to detect association decreases as the size of sibship increases. Hence, families of large sibship sizes contain less LD information than families of small sibship sizes. The readers may want to notice that this result is consistent with findings in Fan and Xiong (2003). In Figure 3 of Fan and Xiong (2003), p131, population based method is shown to be more powerful than the family based method for the same number of individuals.

In addition, the results of Table VII show that the empirical power of $\hat{F}_{1, a}$ is similar to that of likelihood ratio test. This implies that in large sample, the two tests provide similar power. For nuclear families of small sibship size (i.e., number of sibs is $\leq 4$ ), the empirical power of $\hat{F}_{1, a}$ and likelihood ratio test (LRT) is similar to the power based on the theoretical approximations $\lambda_{1, a}$ of $F_{1, a}$.
Table VII: Power comparison with results of Table 4 of Abecasis, Cardon, and Cookson (2000). In the columns of ACC, the power is taken from Table 4 of Abecasis, Cardon, and Cookson (2000). In the columns $\left(F_{1, a}, \hat{F}_{1, a}, L R T\right)^{\tau}$, the power of $F_{1, a}$ is calculated based on approximation of non-centrality parameter $\lambda_{1, a}$ of test statistic $F_{1, a}$ at 0.001 significant level; the power of $\hat{F}_{1, a}$ and $L R T$ are calculated as the proportions of 1000 simulation data sets which give significant result at 0.001 significant level based on $F_{1, a}$ and likelihood ratio test statistic, respectively. For each simulated dataset, certain number nuclear families are simulated via LDSIMUL

| $\begin{aligned} & D^{\prime} \\ & \% \end{aligned}$ | One sib per family |  | Two sibs per family |  | Three sibs per family |  | Four sibs per family |  | Five sibs per family |  | $\begin{gathered} \text { Six sibs } \\ \text { per family } \end{gathered}$ |  | Eight sibs per family |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | No. of families |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 480 |  | 240 |  | 160 |  | 120 |  | 96 |  | 80 |  | 60 |  |
|  | ACC | $\begin{gathered} F_{1, a} \\ \hat{F}_{1, a} \\ L R T \end{gathered}$ | ACC | $\begin{gathered} F_{1, a} \\ \hat{F}_{1, a} \\ L R T \end{gathered}$ | ACC | $\begin{gathered} F_{1, a} \\ \hat{F}_{1, a} \\ L R T \end{gathered}$ | ACC | $\begin{gathered} F_{1, a} \\ \hat{F}_{1, a} \\ L R T \end{gathered}$ | ACC | $\begin{gathered} F_{1, a} \\ \hat{F}_{1, a} \\ L R T \end{gathered}$ | ACC | $\begin{gathered} F_{1, a} \\ \hat{F}_{1, a} \\ L R T \end{gathered}$ | ACC | $\begin{gathered} F_{1, a} \\ \hat{F}_{1, a} \\ L R T \end{gathered}$ |
| 0 | 0.2 | $\begin{aligned} & \hline 0.1 \\ & 0.0 \\ & 0.0 \end{aligned}$ | 0.0 | $\begin{aligned} & \hline 0.1 \\ & 0.0 \\ & 0.0 \end{aligned}$ | 0.1 | $\begin{aligned} & \hline 0.1 \\ & 0.1 \\ & 0.1 \end{aligned}$ | 0.1 | $\begin{aligned} & \hline 0.1 \\ & 0.4 \\ & 0.4 \end{aligned}$ | 0.2 | $\begin{aligned} & \hline 0.1 \\ & 0.1 \\ & 0.1 \end{aligned}$ | 0.1 | $\begin{aligned} & \hline 0.1 \\ & 0.0 \\ & 0.0 \end{aligned}$ | 0.0 | $\begin{aligned} & \hline \hline 0.1 \\ & 0.2 \\ & 0.2 \end{aligned}$ |
| 25 | 2.1 | $\begin{aligned} & \hline 33.1 \\ & 35.2 \\ & 34.9 \end{aligned}$ | 1.8 | $\begin{aligned} & \hline 15.4 \\ & 16.7 \\ & 16.5 \end{aligned}$ | 2.0 | $\begin{aligned} & \hline 10.6 \\ & 11.1 \\ & 10.9 \end{aligned}$ | 2.6 | $\begin{aligned} & 8.5 \\ & 7.6 \\ & 7.4 \end{aligned}$ | 3.0 | $\begin{aligned} & 7.4 \\ & 4.4 \\ & 4.3 \end{aligned}$ | 2.1 | $\begin{aligned} & \hline 6.7 \\ & 4.3 \\ & 4.1 \end{aligned}$ | 2.1 | $\begin{aligned} & 5.8 \\ & 3.8 \\ & 3.7 \end{aligned}$ |
| 50 | 19.5 | $\begin{aligned} & 99.2 \\ & 99.5 \\ & 99.5 \end{aligned}$ | 22.9 | $\begin{aligned} & 89.4 \\ & 89.3 \\ & 89.6 \end{aligned}$ | 24.8 | $\begin{aligned} & 78.6 \\ & 80.3 \\ & 80.0 \end{aligned}$ | 26.7 | $\begin{aligned} & 70.7 \\ & 66.9 \\ & 66.9 \end{aligned}$ | 26.7 | $\begin{aligned} & 65.2 \\ & 54.8 \\ & 53.9 \end{aligned}$ | 27.2 | $\begin{aligned} & 61.2 \\ & 45.3 \\ & 45.1 \end{aligned}$ | 23.9 | $\begin{aligned} & 56.0 \\ & 33.3 \\ & 32.2 \end{aligned}$ |
| 75 | 69.3 | $\begin{aligned} & 100 \\ & 100 \\ & 100 \end{aligned}$ | 72.6 | $\begin{aligned} & 100 \\ & 100 \\ & 100 \end{aligned}$ | 74.2 | $\begin{aligned} & 99.8 \\ & 99.8 \\ & 99.8 \end{aligned}$ | 76.9 | $\begin{aligned} & 99.3 \\ & 99.6 \\ & 99.6 \end{aligned}$ | 76.0 | $\begin{aligned} & 98.7 \\ & 96.9 \\ & 96.9 \end{aligned}$ | 76.5 | $\begin{aligned} & 98.1 \\ & 95.4 \\ & 95.3 \end{aligned}$ | 75.4 | $\begin{aligned} & 96.9 \\ & 86.2 \\ & 85.3 \end{aligned}$ |
| 100 | 97.4 | $\begin{aligned} & 100 \\ & 100 \\ & 100 \end{aligned}$ | 97.7 | $\begin{aligned} & 100 \\ & 100 \\ & 100 \end{aligned}$ | 98.3 | $\begin{aligned} & 100 \\ & 100 \\ & 100 \end{aligned}$ | 98.4 | $\begin{aligned} & 100 \\ & 100 \\ & 100 \end{aligned}$ | 98.2 | $\begin{aligned} & 100 \\ & 100 \\ & 100 \end{aligned}$ | 98.4 | $\begin{aligned} & 100 \\ & 100 \\ & 100 \end{aligned}$ | 98.5 | $\begin{gathered} \hline 100 \\ 99.9 \\ 99.9 \end{gathered}$ |

For nuclear families of large sibship size (i.e., number of sibs is $\geq 5$ ), the empirical power of $\hat{F}_{1, a}$ and likelihood ratio test (LRT) is smaller than the power based on the theoretical approximations $\lambda_{1, a}$ of $F_{1, a}$. Hence, the approximations of non-centrality parameter $\lambda_{1, a}$ is accurate in the case of small sibship size, but less accurate in the case of large sibship size.

### 4.6.2. Comparisons of Sample Size and Power of LD mapping

Power and sample size calculations are performed to investigate the merits of the proposed method. Figure 13 shows the power curves of the test statistics $F_{4, a}, F_{3, a}$, $F_{2, a}, F_{4, d}, F_{3, d}$, and $F_{2, d}$ against the linkage disequilibrium coefficient $D_{M_{1} Q}$ at a 0.01 significant level for a dominant mode of inheritance ( $a=d=1.0$ ) and a recessive mode of inheritance ( $a=1.0, d=-0.5$ ). The related parameters are given in the legend of the figure. Generally, the power of $F_{4, a}$ using 4 markers in the model is higher than that of $F_{3, a}$ using 3 markers, which in turn is higher than that of $F_{2, a}$ using 2 markers. Hence, multiple marker analysis is advantageous. The power of $F_{k, d}$ is usually minimal unless the LD between locus $Q$ and marker $M_{1}$ is very strong for the dominant mode of inheritance. Figure 14 provides the power of the test statistics $F_{4, a}, F_{3, a}, F_{2, a}, F_{4, d}, F_{3, d}$, and $F_{2, d}$ against heritability $h^{2}$ at a 0.01 significant level for a dominant mode of inheritance $(a=d=1.0)$ and a recessive mode of inheritance ( $a=1.0, d=-0.5$ ), respectively. In addition to the merits shown in Figure 13, the power of the test statistics $F_{4, a}, F_{3, a}, F_{2, a}$ is high when heritability $h^{2}$ is larger than 0.10 for both modes of inheritance.

Figure 15 shows the power of test statistics $F_{4, a}, F_{3, a}, F_{2, a}$, and $F_{1, a}$ against the trait allele frequency $q_{1}$ (Graph I) or marker allele frequency $P_{M_{1}}$ (Graph II) at a 0.01 significant level for an additive mode of inheritance $a=1.0, d=0.0$, respectively. The other parameters are given in the legend of the figure. From Graph I of the


Fig. 13. Power curves of test statistics $F_{4, a}, F_{3, a}, F_{2, a}, F_{4, d}, F_{3, d}$, and $F_{2, d}$ against the measure of LD between $M_{1}$ and $Q$ at a 0.01 significant level, when $q_{1}=0.50, P_{M_{i}}=0.50, i=1,2,3,4, D_{M_{i} Q}=0.08, i=2,3,4, D_{M_{i} M_{j}}=0.05, i \neq j$, $\pi_{12 Q}=0.5, \delta_{12 Q}=0.25$, heritability $h^{2}=0.15$, familial effect variance $\sigma_{H}^{2}=0.10$, and sample size $n=40, m=30, s=20$ for a dominant mode of inheritance $a=d=1.0$ (Graph I), and a recessive mode of inheritance $a=1.0, d=-0.5$ (Graph II), respectively.


Fig. 14. Power of test statistics $F_{4, a}, \quad F_{3, a}, \quad F_{2, a}, \quad F_{4, d}, \quad F_{3, d}, \quad$ and $\quad F_{2, d}$ against the heritability $h^{2}$ at a 0.01 significant level, when $q_{1}=0.5, P_{M_{i}}=0.5, D_{M_{i} Q}=0.1, D_{M_{i} M_{j}}=0.05, i, j=1,2,3,4, i \neq j$, $\pi_{12 Q}=0.5, \delta_{12 Q}=0.25, \sigma_{H}^{2}=0.1$, and sample size $n=40, m=30, s=20$ for a dominant mode of inheritance $a=d=1.0$ (Graph I), and a recessive mode of inheritance $a=1.0, d=-0.5$ (Graph II), respectively.


Fig. 15. Power of test statistics $F_{4, a}, F_{3, a}, F_{2, a}$, and $F_{1, a}$ against the trait allele frequency $q_{1}$ (Graph I) or marker allele frequency $P_{M_{1}}$ (Graph II) at a 0.01 significant level for an additive mode of inheritance $a=1.0, d=0.0$, when $P_{M_{1}}=0.5$ or $q_{1}=0.5$, respectively. The other parameters are given by $h^{2}=0.15, P_{M_{i}}=0.5$, $\pi_{12 Q}=0.5, \delta_{12 Q}=0.25, \sigma_{H}^{2}=0.1, D_{M_{i} Q}=\left[\min \left(P_{M_{i}}, q_{1}\right)-P_{M_{i}} q_{1}\right] / 2$, $D_{M_{1} M_{i}}=\left[\min \left(P_{M_{1}}, P_{M_{i}}\right)-P_{M_{1}} P_{M_{i}}\right] / 2, i=2,3,4 \quad$ and $D_{M_{i} M_{j}}=0.05, i, j=2,3,4, i \neq j$ and sample size $n=40, m=30, s=20$.
figure 15 , it can be seen that the power of $F_{k, a}$ increases as the trait allele frequency $q_{1}$ increases. Graph II of the figure 15 shows that the power of $F_{4, a}$ and $F_{3, a}$ is almost constant; besides, the power of $F_{2, a}$ increases slowly, and the power of $F_{1, a}$ increases as the marker allele frequency $P_{M_{1}}$ increases. In general, the power of $F_{4, a}$ and $F_{3, a}$ heavily depends on the trait allele frequency $q_{1}$, but not on the marker allele frequency $P_{M_{1}}$.

Assume that the LD is due to historical mutations of $T$ generations ago at QTL $Q$. At the initial generation when the mutation occurred, the LD coefficient is $D_{M_{i} Q}(0)=P\left(M_{i} Q\right)(0)-q_{1} P_{M_{i}}$, where $P\left(M_{i} Q\right)(0)$ is frequency of haplotype $M_{i} Q$. The LD coefficient is reduced by a factor $1-\theta_{M_{i} Q}$ in each subsequent generation. The LD between marker $M_{i}$ and $Q$ is $D_{M_{i} Q}(T)=D_{M_{i} Q}(0)\left(1-\theta_{M_{i} Q}\right)^{T}$ at the current generation. Assume that the marker $M_{1}$ locates at position 0 cM , marker $M_{2}$ locates at position 1 cM , marker $M_{3}$ locates at position 2 cM , and marker $M_{4}$ locates at position 3 cM . Under the assumption of no interference, we may calculate the recombination fraction $\theta_{M_{i} M_{j}}=\left[1-\exp \left(-2 \Omega_{M_{i} M_{j}}\right)\right] / 2$ by Haldane's map function, where $\Omega_{M_{i} M_{j}}$ is map distance between marker $M_{i}$ and marker $M_{j}$. Similarly, the recombination fraction $\theta_{M_{i} Q}$ can be calculated by the distance $\Omega_{M_{i} Q}$ between QTL $Q$ and marker $M_{i}, i=1, \cdots, 4$. Suppose that the QTL $Q$ is located along the horizontal axis, i.e., it moves from 0 cM to 3 cM . Figure 16 shows the power curves of the test statistics $F_{4, a}, F_{4, a d}, F_{3, a}, F_{3, a d}, F_{2, a}$, and $F_{2, a d}$ against the location of QTL $Q$ for a dominant mode of inheritance $(a=d=1)$ and a recessive mode of inheritance $(a=1.0, d=-0.5)$, respectively. The powers of $F_{4, a}$ and $F_{4, a d}$ with 4 markers in the model are generally high across the location of QTL $Q$, since at least one marker is close to the QTL $Q$. The power of $F_{3, a}$ and $F_{3, a d}$ using 3 markers in the model is similar to that of 4 markers, except that QTL $Q$ locates far above from marker $M_{3}$, i.e., $\lambda_{M_{1} Q} \geq 2.3 c M$. The power of $F_{2, a}$ and $F_{2, a d}$ using two markers in the model is
high when the QTL is close to markers $M_{1}$ and $M_{2}$. However, once the QTL is far above from marker $M_{2}$ (i.e., $\lambda_{M_{1} Q} \geq 1.3 c M$ ), the power of $F_{2, a}$ and $F_{2, a d}$ using two markers in the model decreases very quickly. Figure 16 implies that multiple marker LD analysis has high power in fine mapping of QTL. Moreover, the power of test statistics $F_{k, a}$ which only tests additive effect is higher than that of $F_{k, a d}$ which tests both additive and dominant effect through the proposed model. The reason is the number of degrees of freedom of test statistics increases if dominant effect is added to the test statistics. Figure 17 shows the power curves of test statistic $F_{4, a d}$ against position of markers $M_{1}, \cdots, M_{4}$ for different mutation age at a 0.01 significant level. The trait locus $Q$ locates at position 10 cM . The four markers flank the trait locus $Q$; two markers are on each side of the QTL with equal distance to the each other as follows: $M_{2}=5+M_{1} / 2, M_{3}=15-M_{1} / 2, M_{4}=20-M_{1}$. Here $M_{i}$ also denotes the location in cM of marker $M_{i}$. As age of mutation is getting old, the power decreases and the power can be high only when the markers are close to the trait locus.

Figure 18 shows that the required number of trio families or families with both parents and 2 offspring for the test statistics $F_{4, a}, F_{3, a}, F_{2, a}$ and $F_{1, a}$ against heritability $h^{2}$ at a significant level 0.01 and power 0.8. For a favorable case (Graphs I and III), the parameters are given by $q_{1}=P_{M_{i}}=0.5, D_{M_{i} M_{j}}=0.05$ and $D_{M_{i} Q}=0.1$ for $i, j=1, \cdots, 4, i \neq j$. For a less favorable case (Graphs II and IV), the parameters are given by $q_{1}=0.2, P_{M_{i}}=0.8, D_{M_{i} M_{j}}=0.0$ and $D_{M_{i} Q}=0.03$ for $i, j=1, \cdots, 4, i \neq j$. For the favorable case, the required number of families of test statistics $F_{4, a}$ and $F_{3, a}$ is less than 200 and that of $F_{2, a}$ is less than 600 if heritability $h^{2}$ is larger than 0.1. For the less favorable case, the required number of families of test statistics $F_{4, a}$ and $F_{3, a}$ is less than 500 and that of $F_{2, a}$ is less than 700 if heritability $h^{2}$ is larger than 0.1. The required number of families of test statistics $F_{1, a}$ is very large for both favorable and less favorable cases.


Fig. 16. Power of test statistics $F_{4, a}, F_{4, a d}, F_{3, a}, F_{3, a d}, F_{2, a}$, and $F_{2, a d}$ against location of QTL $Q$ at a 0.01 significant level. The parameters are given by $q_{1}=0.5, P_{M_{i}}=0.5, D_{M_{i} Q}(0)=0.15, D_{M_{i} M_{j}}=0.05, i, j=1, \cdots, 4, i \neq j$, $\pi_{12 Q}=0.5, \delta_{12 Q}=0.25$, familial effect variance $\sigma_{H}^{2}=0.10$, heritability $h^{2}=0.15$, and sample size $n=100, m=50, s=30$, mutation age $T=60$ for a dominant mode of inheritance $a=d=1.0$ (Graph I), and a recessive mode of inheritance $a=1.0, d=-0.5$ (Graph II), respectively. Marker $M_{1}$ locates at position 0 cM , marker $M_{2}$ locates at position 1 cM , marker $M_{3}$ locates at position 2 cM , and marker $M_{4}$ locates at position 3 cM . The location of QTL $Q$ is along the horizontal axis, i.e., it moves from 0 cM to 3 cM .


Fig. 17. Power of test statistic $F_{4, a d}$ for mutation age $T=30, T=40, T=50, T=60$, $T=70$ against position of markers $M_{i}, i=1, \cdots, 4$ at a 0.01 significant level. The QTL $Q$ locates at position 10 cM . The four markers flank the trait locus $Q$; two markers are on each side of the QTL with equal distance to the each other as follows: $M_{2}=5+M_{1} / 2, M_{3}=15-M_{1} / 2, M_{4}=20-M_{1}$. $q_{1}=0.5, P_{M_{i}}=0.5, D_{M_{i} Q}(0)=0.15, D_{M_{i} M_{j}}=0.05, i, j=1, \cdots, 4, i \neq j$, heritability $h^{2}=0.15$, familial effect variance $\sigma_{H}^{2}=0.1$, and sample size $n=40, m=30, s=20$ for a dominant mode of inheritance $a=d=1.0$ (Graph I), and a recessive mode of inheritance $a=1.0, d=-0.5$ (Graph II), respectively.


Fig. 18. Sample size of test statistics $F_{1, a}, F_{2, a}, F_{3, a}$, and $F_{4, a}$ against heritability $h^{2}$ at a 0.01 significant level and 0.80 power for a dominant mode of inheritance $a=d=1.0$. For favorable case (Graph I and Graph III), $q_{1}=0.5, P_{M_{i}}=0.5, D_{M_{i} M_{j}}=0.05, D_{M_{i} Q}=0.1, i, j=1,2,3,4, i \neq j ;$ for less favorable case (Graph II and Graph IV), $q_{1}=0.2, P_{M_{i}}=0.8, D_{M_{i} M_{j}}=0.0, D_{M_{i} Q}=0.03, i, j=1,2,3,4, i \neq j$. In addition, the familial effect variance $\sigma_{H}^{2}=0.1$.

### 4.7. Application

The proposed method is applied to the Genetic Analysis Workshop 12 German asthma data (Meyers, Wjst and Ober 2001). The data consist of 97 nuclear families, including 415 persons. Seventy-four families have 2 children, 19 have three children, and 4 have four children. Wjst et al. (1999) perform linkage analysis for total serum IgE by nonparametric statistic of MAPMAKER/SIBS 2.1. Three markers on chromosome 1 are shown to be linked with IGE level, i.e., marker D1S207 at position 118.1 cM , marker D1S221 at position 146.7 cM and marker D1S502 at position 151.2 cM . In Fan and Jung (2003), we analyze the data using sib-ships, and confirm the result of Wjst et al. (1999). By the method proposed in this paper, we analyze the data again. The dominant variance of $\log (\mathrm{IGE})$ is significantly higher than 0 at position 149.85 cM (p-value, 0.00075; compared with the p-value 0.01 in Fan and Jung 2003). On this basis, we collapse alleles 6,8 and 10 as allele $M_{1}$ at marker D1S207, and others as allele $m_{1}$. At marker D1S221, alleles 5, 6 and 7 are collapsed as allele $M_{2}$, and other alleles as allele $m_{2}$. At marker D1S502, we collapse alleles 7,8 , and 12 as allele $M_{3}$, and others as allele $m_{3}$. Then, we find that coefficient $\delta_{2}$ is significantly different from 0 at position 149.85 cM , with a p-value 0.034 by likelihood ratio test (compared with the p-value 0.0475 in Fan and Jung 2003) and a p-value 0.034 by $F$ test (compared with the p-value 0.0484 in Fan and Jung 2003). The estimation is $\hat{\delta}_{2}=0.76$. Hence, we are able to confirm the result of Wjst et al. (1999), and find that marker D1S221 is associated with $\log$ (IGE).

Compared with the results in the previous chapter, the evidence in the above paragraph is stronger since the p-values are smaller. There are two reasons for this. In the method of this chapter, all family members are used with three markers in analysis, while sibships are analyzed with only two markers in the previous chapter.

Hence, the proposed model improves the performance of the methods in the chapter III.

### 4.8. Discussion

Based on multiple bi-allelic markers, variance component models are proposed for high resolution linkage disequilibrium mapping of QTL in the presence of prior linkage evidence. The models are extended by method using two bi-allele markers in analysis, and incorporate genetic-marker information into the models (Fan and Jung 2003; Fan and Xiong 2002, 2003). With analytical derivation, it is shown that linkage disequilibrium measures and genetic effects are incorporated in the mean coefficients. Using the information of sharing IBD of multiple markers, a multi-point interval mapping method is provided to estimate the proportion of allele sharing IBD and probability of sharing 2 allele IBD at a putative QTL for a sib-pair. It is shown that recombination fractions, i.e., linkage information, are contained in variance covariance matrices. Therefore, the proposed methods model both association and linkage in a unified model.

After comparing with the "AbAw" approach, it is found that the method proposed in this chapter is more powerful and advantageous in terms of simulation study and power calculation. By power and sample size comparison, it is shown that models which use more markers may have higher power than models which use less markers. The multiple marker analysis can be more advantageous, and has high power in fine mapping QTL.

Type I error calculations are performed in this chapter. We allow for the very extreme form of population admixture, in which each family is drawn from a different stratum (Abecasis, Cardon, and Cookson 2000). Type I error rates of the proposed
test statistics are calculated to investigate the behaviors of the test statistics under the null distribution. Five test cases including population admixture are considered to investigate the type I error rates, which leads to reasonable result. The likelihood ratio tests are less likely to be influenced by population admixture.

In a QTL mapping study, a strategy may be taken as follows. First, linkage analysis can be carried out using a sparse genetic map. Then, association study can be performed using a dense genetic map for high resolution mapping. The basic idea is to take the advantage of linkage analysis for a prior linkage information. In the meantime, the advantage in high resolution of association study can be taken for fine mapping a genetic trait. It is well known that linkage analysis is robust, i.e., the false positive rates are not high. However, the resolution of linkage analysis can be low. On the other hand, the resolution of association study is high. But, association study is prone to false positives caused by population stratifications. Using the method proposed in this chapter, it is more likely to avoid high false positive rates by performing association study in the presence of prior linkage. The low resolution of a prior linkage analysis can be remedied by the follow-up high resolution association study.

So far, only one trait locus $Q$ is assumed to be located in the chromosome region. Suppose that there are multiple QTL in the region. The regression equation (4.2) can still be used in QTL mapping. Besides, suppose that the trait value is influenced by unlinked trait loci in different regions. Then model (4.1) needs to be generalized to use markers from different regions in analysis (Hoh and Ott 2003). If multiple trait loci are present, other issues such as epistasis need more in depth investigation. For IBD estimation, we follow the method proposed by Fulker et al. (1995) and Alamsy and Blangero (1998). If there is LD between the trait and markers, LD among markers would also be expected, and needs to be incorporated in estimating proportion of
sharing IBD. However, it is not clear how to achieve this. This is a very interesting and important research area for future study. Better estimates of the proportion of allele sharing IBD would lead to a fitted variance covariance structure which is a better approximation of the true variance covariance structure. This would improve the performance of the proposed models.

## CHAPTER V

## CONCLUSION

### 5.1. Summary and Discussion

In a QTL mapping study, one may carry out both linkage analysis and association study. Linkage analysis is based on family data, and is useful in localizing a genetic trait locus in a broad chromosome region. Therefore, linkage analysis can provide suggestive linkage between a putative trait locus and a marker locus based on a sparse marker map. In addition, linkage analysis is robust to the population stratification which heavily affects the results of population-based association study. Association study, on the other hand, is useful in fine gene mapping of genetic trait locus since the allelic association due to LD usually operates over very short genetic distance. Hence, association study can provide high resolution in genetic trait mapping. However, association study is prone to false positive caused by population stratifications. As we develop methods proposed in chapters III and IV, it is more likely to avoid high false positive rates by performing association study in the presence of prior linkage. The low resolution of a prior linkage analysis can be remedied by the follow-up high resolution association study.

In the recent years, there has been great interest in association study of quantitative trait loci (QTL). Allison (1997) proposed various Transmission Disequilibrium (TD)-type tests which accommodate either selected sampling or sampling based on selection of extreme phenotypes among the offspring. George et al. (1999) proposed a TDT in pedigree data by multiple regression. Zhang and Zhao (2001) propose a quantitative similarity-based test to identify association between a bi-allelic marker and a quantitative. Using a bi-allelic marker, Fan and Xiong (2003) proposed mixed
models to perform both linkage analysis in the presence of association and association study in the presence of linkage. For multiple allele marker, only association study in the presence of linkage is conducted by mixed model in the chapter II because the way to reduce the number of parameter is not clear. The association study shows that the method employing a multiple allele has higher power than that using a bi-alleles marker if the marker allele frequencies are evenly distributed.
"AbAw" approach, a combined linkage and association mapping, is developed to decompose association effect into within and between family components (Abecasis et al. 2000, 2001; Cardon 2000; Fulker et al. 1999; Sham et al. 2000). Xiong and Jin (2000) proposed a maximum likelihood based linkage and linkage disequilibrium analysis for genome-wide screens that can be applied to general pedigrees. Wu et al. (2002) made use of mixture models in joint linkage and LD mapping. However, most research limits on using one bi-allelic marker at a time to model the combined study. The methods presented in chapters III and IV propose to use multiple markers in order to model the association and linkage together. Both chapters show that models which use more markers may have higher power than models which use less markers. The multiple marker analysis can be more advantageous, and has high power and better effect in fine mapping QTL.

In association study, population stratification can lead to high false positives (Ewens and Spielman, 1995). Zhao and Xiong (2002) presented unbiased quantitative population association tests to investigate the issue. In the chapter IV, we calculate type I error rate of the proposed test statistics to investigate the behavior of test statistics under the null hypothesis. Then we compare the results with those of "AbAw" in Abecasis et al. (2000) and find that the method proposed in chapter IV is more likely to avoid high false positive rates.

### 5.2. Open Problems

### 5.2.1. Association Study by Mixed Model

In chapter II, we assume that all members of nuclear family are available. With the information of transmitted and non-transmitted alleles from parents, the mixed model is built in order to study association. But there are some situations which parental information is not available with several reasons such as late onset diseases and financial problems. It would bring an interest if the methods proposed in chapter II can be extended to study the data without parental data.

The mixed models in the chapter II do not take interactions into account. There may exist an interaction between genetic effects and environments in the certain situation. Van den Oord and Sneider (2002) proposed a general model to study an interaction of the multiple etiological factors and other genetic effects such as age dependency. It would be interesting if the proposed model can be extended to consider the interaction between genetic effects and environment effects.

### 5.2.2. Association Study by Variance Component Model

Genotyping information is usually given in a genetics study. The methods developed in chapters III and IV can be directly used in analyzing quantitative trait and genotyping data of nuclear families by combining linkage and association information together. One may insist on using haplotype data to map QTL which can be constructed based on genotyping data. We may be interested in comparing our approach with an approach of haplotype data.

The potential problem of the method using multiple markers in chapters III and IV is that degrees of freedom of test statistics can be large as we add the number of markers, and the large numbers of degree of freedom may cause power to decrease.

Moreover, the number of LD measures can be large. The selection of appropriate markers for analysis is one of important problems to be carefully considered. The optimal number of markers needed depends on not only specific trait in a study, but also the LD measures among the QTL and the markers. It would not be a good idea to use many bi-allelic markers in the model. More markers will lead to higher degrees of freedom which cause lower power. Usually, using three or four relevant markers in analysis would be worthwhile, since it may not only have higher power than one or two marker analysis, but also have lower degrees of freedom and number of LD measures than more than four markers.

The other problem is the existence of dominant trait effect. If the dominant effect is present, one may lose power by excluding it from the models, (Fan and Xiong, 2002). However, one may get low power during simultaneous test of additive and dominant effect, if the dominant effect is not significantly present to influence the trait values, due to the increase of degrees of freedom of test statistics.

Only one trait locus $Q$ is assumed to be considered in order to localize it on a chromosome region until now. Suppose that there are multiple quantitative trait loci (QTL) in the region. The regression equation in chapter IV can still be used in QTL mapping. Besides, suppose that the trait value of interest is influenced by unlinked trait loci in different regions. Then model proposed in chapter IV needs to be generalized to use markers from different regions in analysis (Hoh and Ott 2003). If multiple trait loci are present, other issues such as epistasis are needed to be considered. For estimation of proportion of sharing IBD, we follow the method proposed by Fulker et al. (1995) and Alamsy and Blangero (1998). If there is LD between the trait and markers, LD among markers would also be expected, and needs to be incorporated in estimating IBD. However, it is not clear how to achieve them. This is a very interesting and important research area for future study. Better estimated proportion
of sharing IBD would lead to a fitted variance covariance structure which is a better approximation of the true variance covariance structure. This would improve the performance of the proposed models.
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## APPENDIX A

Without loss of generality, assume that $k=2$ and $n=3$ in Figure 1. Let $T M_{1}$ be the abbreviation of the "transmitted marker allele for child 1", and $N M_{1}$ be the abbreviation of the "non-transmitted marker allele for child 1", from the heterozygous mother $M_{i} M_{j}$ in Figure 1. Similarly, we define the notations $T M_{i}, N M_{i}, i=2,3$. Denote $A=\left(T M_{1}=M_{i}, N M_{1}=M_{j}, T M_{2}=M_{i}, N M_{2}=M_{j}\right)$. Let $S_{7 k l}$ be the state where two offspring share two identical trait alleles $Q_{k}$ and $Q_{l}$ by descent, and $Q_{l}$ is from the heterozygous father and $Q_{k}$ is from the mother; $S_{8 k l r}$ be the state where two offspring share one identical trait allele $Q_{k}$ by descent, and the other two alleles $Q_{l}$ and $Q_{r}$ are not identical by descent; and $S_{9 k r l s}$ be the state where two offspring share no identical trait alleles by descent, and two alleles $Q_{l}, Q_{s}$ are from the heterozygous father, and the other two alleles $Q_{k}, Q_{r}$ are from the mother. Then

$$
\begin{aligned}
\Sigma_{i j, i j}= & {\left[\sum_{k} \sum_{l} \mu_{k l}^{2} P\left(A \cap S_{7 k l}\right)+\sum_{k} \sum_{l} \sum_{r} \mu_{k l} \mu_{k r} P\left(A \cap S_{8 k l r}\right)\right.} \\
& \left.+\sum_{k} \sum_{l} \sum_{r} \sum_{s} \mu_{k l} \mu_{r s} P\left(A \cap S_{9 k r l s}\right)\right] /\left(p_{i} p_{j} / 2\right)-\left(\nu-\alpha_{i, j}\right)^{2}+\sigma_{G}^{2} / 2,
\end{aligned}
$$

where

$$
\begin{aligned}
P\left(A \cap S_{7 k l}\right)= & \frac{q_{k}}{2}\left(2 h_{l i} p_{j} \frac{1-\theta}{2} \frac{1-\theta}{2}+2 h_{l j} p_{i} \frac{\theta}{2} \frac{\theta}{2}\right)=q_{k}\left(h_{l i} p_{j}(1-\theta)^{2}+h_{l j} p_{i} \theta^{2}\right) / 4 \\
P\left(A \cap S_{8 k l r}\right)= & \frac{q_{l} q_{r}}{2}\left(2 h_{k i} p_{j} \frac{1-\theta}{2} \frac{1-\theta}{2}+2 h_{k j} p_{i} \frac{\theta}{2} \frac{\theta}{2}\right) \\
& +\frac{q_{k}}{2}\left(h_{l i} h_{r j}+h_{r i} h_{l j}\right) 2 \theta(1-\theta) / 4 \\
= & q_{l} q_{r}\left(h_{k i} p_{j}(1-\theta)^{2}+h_{k j} p_{i} \theta^{2}\right) / 4+q_{k}\left(h_{l i} h_{r j}+h_{r i} h_{l j}\right) \theta(1-\theta) / 4 \\
P\left(A \cap S_{9 k r l s}\right)= & \frac{q_{k} q_{r}}{2}\left(h_{l i} h_{s j}+h_{s i} h_{l j}\right) 2 \theta(1-\theta) / 4=q_{k} q_{r}\left(h_{l i} h_{s j}+h_{s i} h_{l j}\right) \theta(1-\theta) / 4 .
\end{aligned}
$$

Similarly, denote $B=\left(T M_{1}=M_{i}, N M_{1}=M_{j}, T M_{3}=M_{j}, N M_{3}=M_{i}\right)$. We can calculate the conditional covariance of offspring 1 and 3 in Figure 1

$$
\begin{aligned}
\Sigma_{i j, j i}= & \Sigma_{j i, i j}=\operatorname{Cov}\left(y_{1}, y_{3}\right) \\
= & {\left[\sum_{k} \sum_{l} \mu_{k l}^{2} P\left(B \cap S_{7 k l}\right)+\sum_{k} \sum_{l} \sum_{r} \mu_{k l} \mu_{k r} P\left(B \cap S_{8 k l r}\right)\right.} \\
& \left.+\sum_{k} \sum_{l} \sum_{r} \sum_{s} \mu_{k l} \mu_{r s} P\left(B \cap S_{9 k r l s}\right)\right] /\left(p_{i} p_{j} / 2\right) \\
& -\left(\nu-\alpha_{i, j}\right)\left(\nu-\alpha_{j, i}\right)+\sigma_{G}^{2} / 2,
\end{aligned}
$$

where

$$
\begin{aligned}
P\left(B \cap S_{7 k l}\right)= & \frac{q_{k}}{2}\left(2 h_{l i} p_{j}+2 h_{l j} p_{i}\right) \theta(1-\theta) / 4=q_{k}\left(h_{l i} p_{j}+h_{l j} p_{i}\right) \theta(1-\theta) / 4 \\
P\left(B \cap S_{8 k l r}\right)= & \frac{q_{l} q_{r}}{2}\left(2 h_{k i} p_{j}+2 h_{k j} p_{i}\right) \theta(1-\theta) / 4 \\
& +\frac{q_{k}}{2}\left(h_{l i} h_{r j}+h_{r i} h_{l j}\right) \frac{\theta^{2}+(1-\theta)^{2}}{4} \\
= & q_{l} q_{r}\left(h_{k i} p_{j}+h_{k j} p_{i}\right) \theta(1-\theta) / 4 \\
& +q_{k}\left(h_{l i} h_{r j}+h_{r i} h_{l j}\right) \frac{\theta^{2}+(1-\theta)^{2}}{8} \\
P\left(B \cap S_{9 k r l s}\right)= & \frac{q_{k} q_{r}}{2}\left(h_{l i} h_{s j}+h_{s i} h_{l j}\right) \frac{\theta^{2}+(1-\theta)^{2}}{4} \\
= & q_{k} q_{r}\left(h_{l i} h_{s j}+h_{s i} h_{l j}\right) \frac{\theta^{2}+(1-\theta)^{2}}{8} .
\end{aligned}
$$

## APPENDIX B

Assume that the marker locus and the trait locus are in linkage equilibrium, i.e., $h_{r i}=q_{r} p_{i}$ for all $r, i$. Then we have

$$
\begin{aligned}
\alpha_{i, j}= & \sum_{r=1}^{2}\left(\nu+\mu_{r}\right) q_{r}=\nu+\mu=\alpha \\
\sigma_{i, j}^{2}= & \sigma_{e}^{2}+\sigma_{G}^{2}+\sum_{r=1}^{2} \sum_{s=1}^{2}\left(\nu+\mu_{r s}-\alpha\right)^{2} q_{r} q_{s}=\sigma^{2} \\
\Sigma_{i j, i j}= & \sum_{k} \sum_{l} \mu_{k l}^{2} q_{k} q_{l}\left[(1-\theta)^{2}+\theta^{2}\right] / 2+\sum_{k} \sum_{l} \sum_{r} \mu_{k l} \mu_{k r} q_{k} q_{l} q_{r} / 2 \\
& +\sum_{k} \sum_{l} \sum_{r} \sum_{s} \mu_{k l} \mu_{r s} q_{k} q_{r} q_{l} q_{s} \theta(1-\theta)-(\nu-\alpha)^{2}+\sigma_{G}^{2} / 2=\Sigma_{t s} \\
\Sigma_{i j, j i}= & \sum_{k} \sum_{l} \mu_{k l}^{2} q_{k} q_{l}(1-\theta) \theta+\sum_{k} \sum_{l} \sum_{r} \mu_{k l} \mu_{k r} q_{k} q_{l} q_{r} / 2 \\
& +\sum_{k} \sum_{l} \sum_{r} \sum_{s} \mu_{k l} \mu_{r s} q_{k} q_{r} q_{l} q_{s}\left[\theta^{2}+(1-\theta)^{2}\right] / 2-(\nu-\alpha)^{2}+\sigma_{G}^{2} / 2=\Sigma_{t d}
\end{aligned}
$$

Notice that $\alpha, \sigma^{2}, \Sigma_{t s}$ and $\Sigma_{t d}$ do not depend on subscripts $i$ and $j$.

## APPENDIX C

Assume that the recombination fraction $\theta \approx 0$, i.e. there is tight linkage between the trait locus and the marker. Then $P\left(Q_{r} M_{i}, M_{j}\right) \approx h_{r i} p_{j}$. Therefore, we have

$$
\begin{aligned}
\alpha_{i, j} & \approx \sum_{r=1}^{2}\left(\nu+\mu_{r}\right) h_{r i} / p_{i}=\alpha_{i} \\
\sigma_{i, j}^{2} & \approx \sigma_{e}^{2}+\sigma_{G}^{2}+\sum_{r=1}^{2} \sum_{s=1}^{2}\left(\nu+\mu_{r s}-\alpha_{i}\right)^{2} q_{s} h_{r i} / p_{i}=\sigma_{e}^{2}+\sigma_{G}^{2}+\Sigma_{i}^{2}=\sigma_{i}^{2}
\end{aligned}
$$

Note that $\alpha_{i}$ and $\Sigma_{i}^{2}$ only depend on subscript $i$. Besides, the covariances $\Sigma_{i j, i j}$ and $\Sigma_{i j, j i}$ can be approximated by

$$
\begin{aligned}
\Sigma_{i j, i j} \approx & {\left[\sum_{k} \sum_{l} \mu_{k l}^{2} q_{k} h_{l i}+\sum_{k} \sum_{l} \sum_{r} \mu_{k l} \mu_{k r} q_{l} q_{r} h_{k i}\right] /\left(2 p_{i}\right)-\left(\nu-\alpha_{i}\right)^{2}+\sigma_{G}^{2} / 2=\Sigma_{i, i} } \\
\Sigma_{i j, j i} \approx & {\left[\sum_{k} \sum_{l} \sum_{r} \mu_{k l} \mu_{k r} q_{k}\left(h_{l i} h_{r j}+h_{r i} h_{l j}\right)\right.} \\
& \left.+\sum_{k} \sum_{l} \sum_{r} \sum_{s} \mu_{k l} \mu_{r s} q_{k} q_{r}\left(h_{l i} h_{s j}+h_{s i} h_{l j}\right)\right] /\left(4 p_{i} p_{j}\right) \\
& -\left(\nu-\alpha_{i}\right)\left(\nu-\alpha_{j}\right)+\sigma_{G}^{2} / 2=\Sigma_{i, j}=\Sigma_{j, i} .
\end{aligned}
$$

Notice that $\Sigma_{i, i}$ only depends on subscript $i$, but $\Sigma_{i, j}=\Sigma_{j, i}$ depends on both $i$ and $j$.

## APPENDIX D

Let $T H$ denote abbreviation of "transmitted haplotype". Then $P\left(T H=Q_{r} M_{i}\right)$ $=(1-\theta) h_{r i}+\theta q_{r} p_{i}$. Notice that $h_{2 i}-q_{2} p_{i}=-h_{1 i}+q_{1} p_{i}=-\delta_{i}$. Like Appendix A of Fan, Floros and Xiong (2002), one may show that

$$
\begin{aligned}
\beta_{i} & =\mathrm{E}\left[Y \mid T M=M_{i}\right] \\
& =\left[\mathrm{E}\left[Y \mid T H=Q_{1} M_{i}\right] P\left(T H=Q_{1} M_{i}\right)+\mathrm{E}\left[Y \mid T H=Q_{2} M_{i}\right] P\left(T H=Q_{2} M_{i}\right)\right] / p_{i} \\
& =(1-\theta)\left[\left(\nu+\mu_{1}\right) h_{1 i}+\left(\nu+\mu_{2}\right) h_{2 i}\right] / p_{i}+\theta \alpha
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\frac{\beta_{i}-\alpha}{1-\theta} & =\left[\left(\nu+\mu_{1}\right) h_{1 i}+\left(\nu+\mu_{2}\right) h_{2 i}\right] / p_{i}-\left[\left(\nu+\mu_{1}\right) q_{1}+\left(\nu+\mu_{2}\right) q_{2}\right] \\
& =\left(\mu_{1}-\mu_{2}\right) \delta_{i} / p_{i} .
\end{aligned}
$$

To calculate the conditional variance, we first notice the conditional variances

$$
\sigma_{Q k}^{2}=\operatorname{Var}\left(Y \mid T Q=Q_{k}\right)=\sigma_{e}^{2}+\sigma_{G}^{2}+\left(\mu_{k 1}-\mu_{k}\right)^{2} q_{1}+\left(\mu_{k 2}-\mu_{k}\right)^{2} q_{2}, k=1,2 .
$$

The conditional variance

$$
\sigma_{i r}^{2}=\operatorname{Var}\left(Y \mid T M=M_{i}\right)=\sum_{k=1}^{2}\left[\sigma_{Q k}^{2}+\left(\nu+\mu_{k}-\beta_{i}\right)^{2}\right] P\left(T H=Q_{k} M_{i}\right) / p_{i}
$$

For two different alleles $M_{i}$ and $M_{j}, i \neq j$, the conditional covariance

$$
\Sigma_{i, j r}=\operatorname{Cov}\left(Y_{1}, Y_{2} \mid T M_{1}=M_{i}, T M_{2}=M_{j}\right)=\Sigma_{i j, j i}
$$

Let $C_{i}=\left(T M_{1}=M_{i}, T M_{2}=M_{i}\right)$.

The probability of $C_{i}$ is $P\left(C_{i}\right)=\sum_{j \neq i} 2 p_{i} p_{j} \frac{1}{2} \frac{1}{2}+p_{i}^{2} \cdot 1 \cdot 1=p_{i}\left(1+p_{i}\right) / 2$. Let $S_{7 k l}, S_{8 k l r}$ and $S_{9 k r l s}$ be similar notations as those in Appendix A. Then

$$
\begin{aligned}
\Sigma_{i, i r}= & \operatorname{Cov}\left(Y_{1}, Y_{2} \mid T M_{1}=M_{i}, T M_{2}=M_{i}\right) \\
= & {\left[\sum_{k} \sum_{l} \mu_{k l}^{2} P\left(C_{i} \cap S_{7 k l}\right)+\sum_{k} \sum_{l} \sum_{r} \mu_{k l} \mu_{k r} P\left(C_{i} \cap S_{8 k l r}\right)\right.} \\
& \left.+\sum_{k} \sum_{l} \sum_{r} \sum_{s} \mu_{k l} \mu_{r s} P\left(C_{i} \cap S_{9 k r l s}\right)\right] / P\left(C_{i}\right)-\left(\nu-\beta_{i}\right)^{2}+\sigma_{G}^{2} / 2,
\end{aligned}
$$

where

$$
\begin{aligned}
P\left(C_{i} \cap S_{7 k l}\right)= & \frac{q_{k}}{2}\left(2 h_{l i} \frac{1-\theta}{2} \frac{1-\theta}{2}+2 q_{l} p_{i} \frac{\theta}{2} \frac{\theta}{2}+2 h_{l i} p_{i} \frac{1-\theta}{2} \frac{\theta}{2} 2\right) \\
= & q_{k}\left(h_{l i}(1-\theta)^{2}+q_{l} p_{i} \theta^{2}+2 h_{l i} p_{i} \theta(1-\theta)\right) / 4 \\
P\left(C_{i} \cap S_{8 k l r}\right)= & \frac{q_{l} q_{r}}{2}\left[2 h_{k i} \frac{1-\theta}{2} \frac{1-\theta}{2}+2 q_{k} p_{i} \frac{\theta}{2} \frac{\theta}{2}+2 h_{k i} p_{i} \frac{\theta}{2} \frac{1-\theta}{2} 2\right] \\
& +\frac{q_{k}}{2}\left[2 h_{l i} h_{r i} \frac{\theta^{2}+(1-\theta)^{2}}{4}+2 h_{r i} q_{l} \theta(1-\theta) / 4+2 h_{l i} q_{r} \theta(1-\theta) / 4\right] \\
= & q_{l} q_{r}\left[h_{k i}(1-\theta)^{2}+q_{k} p_{i} \theta^{2}+2 h_{k i} p_{i} \theta(1-\theta)\right] / 4 \\
& +q_{k}\left[h_{l i} h_{r i}\left[\theta^{2}+(1-\theta)^{2}\right]+\left(h_{r i} q_{l}+h_{l i} q_{r}\right) \theta(1-\theta)\right] / 4 \\
P\left(C_{i} \cap S_{9 k r l s}\right)= & \frac{q_{k} q_{r}}{2}\left[2 h_{l i} h_{s i} \frac{\theta^{2}+(1-\theta)^{2}}{4}+2 h_{l i} q_{s} \theta(1-\theta) / 4+2 h_{s i} q_{l} \theta(1-\theta) / 4\right] \\
= & q_{k} q_{r}\left[h_{l i} h_{s i}\left[\theta^{2}+(1-\theta)^{2}\right]+\left(h_{l i} q_{s}+h_{s i} q_{l}\right) \theta(1-\theta)\right] / 4 .
\end{aligned}
$$

Assume that the marker $M$ and the trait locus $Q$ are in linkage equilibrium, i.e, $h_{r i}=q_{r} p_{i}$ for $r=1,2, i=1, \cdots, m$. Then $\beta_{i}=\alpha, \sigma_{i r}^{2}=\sigma^{2}, \Sigma_{i, j r}=\Sigma_{t d}$ and

$$
\begin{aligned}
\Sigma_{i, i r}= & \sum_{k} \sum_{l} \mu_{k l}^{2} q_{k} q_{l} \frac{\theta^{2}+(1-\theta)^{2}+2 p_{i} \theta(1-\theta)}{2\left(1+p_{i}\right)}+\sum_{k} \sum_{l} \sum_{r} \mu_{k l} \mu_{k r} q_{k} q_{l} q_{r} / 2 \\
& +\sum_{k} \sum_{l} \sum_{r} \sum_{s} \mu_{k l} \mu_{r s} q_{k} q_{l} q_{r} q_{s} \frac{\left[\theta^{2}+(1-\theta)^{2}\right] p_{i}+2 \theta(1-\theta)}{2\left(1+p_{i}\right)}-\left(\nu-\beta_{i}\right)^{2}+\sigma_{G}^{2} / 2
\end{aligned}
$$

Assume that there is tight linkage between the trait locus and the marker, i.e., $\theta \approx 0$.

Then $\beta_{i} \approx \alpha_{i}, \sigma_{i r}^{2} \approx \sigma_{i}^{2}, \Sigma_{i, j r} \approx \Sigma_{i, j}$ and

$$
\begin{aligned}
\Sigma_{i, i r} \approx & {\left[\sum_{k} \sum_{l} \mu_{k l}^{2} q_{k} h_{l i}+\sum_{k} \sum_{l} \sum_{r} \mu_{k l} \mu_{k r}\left[q_{l} q_{r} h_{k i}+q_{k} h_{l i} h_{r i}\right]\right.} \\
& \left.+\sum_{k} \sum_{l} \sum_{r} \sum_{s} \mu_{k l} \mu_{r s} q_{k} q_{r} h_{l i} h_{s i}\right] /\left[4 P\left(C_{i}\right)\right]-\left(\nu-\alpha_{i}\right)^{2}+\sigma_{G}^{2} / 2 .
\end{aligned}
$$

## APPENDIX E

The $\log$ likelihood function of model (2.5) is $l=-\frac{n}{2} \log (2 \pi)-\frac{1}{2} \sum_{i=1}^{I} \log \left|\Gamma_{i}\right|-$ $\frac{1}{2} \sum_{i=1}^{I}\left(\vec{y}_{i}-X_{i} \gamma\right)^{\tau} \Gamma_{i}^{-1}\left(\vec{y}_{i}-X_{i} \gamma\right)$. Assume that the data consist of both singleton families and sib-pair families. Suppose there are $k_{i}$ singleton offspring who receive allele $M_{i}$ from their heterozygous parents, $k_{i i}(i=1,2, \cdots, m)$ sib pairs in each of them both sibs receive allele $M_{i}$ from their heterozygous parents, and $k_{i j}=k_{j i}, i \neq j$ sib pairs in each of them one sib receives allele $M_{i}$ from his/her heterozygous parent and the other receives allele $M_{j}$ from the same heterozygous parent.

Let us denote $\rho^{\tau}=\left(\rho_{1}=\sigma_{1}^{2}, \rho_{2}=\sigma_{2}^{2}, \cdots, \rho_{m}=\Sigma_{m}, \rho_{m+1}=\Sigma_{1,1}, \cdots, \rho_{2 m}=\right.$ $\left.\Sigma_{m, m}, \rho_{2 m+1}=\Sigma_{1,2}, \cdots, \rho_{3 m-1}=\Sigma_{1, m}, \cdots, \rho_{2 m+m(m-1) / 2}=\Sigma_{m-1, m}\right)$. We may get the following expected second partial derivatives for $i, j, k=1, \cdots, m, i \neq j, i \neq j, j \neq k$

$$
\begin{aligned}
\frac{\partial^{2} l}{\partial \gamma \partial \gamma^{\tau}} & =-X^{\tau} \Gamma^{-1} X, \mathrm{E}\left(\frac{\partial^{2} l}{\partial \gamma \partial \rho^{\tau}}\right)=0, \\
\mathrm{E}\left(\frac{\partial^{2} l}{\partial \rho_{i}^{2}}\right) & =\mathrm{E}\left(\frac{\partial^{2} l}{\partial\left(\sigma_{i}^{2}\right)^{2}}\right)=-\frac{k_{i}}{2\left(\sigma_{i}^{2}\right)^{2}}-\frac{k_{i i}\left[\left(\sigma_{i}^{2}\right)^{2}+\Sigma_{i, i}^{2}\right]}{\left[\left(\sigma_{i}^{2}\right)^{2}-\Sigma_{i, i}^{2}\right]^{2}}-\sum_{j \neq i} \frac{k_{i j}\left(\sigma_{j}^{2}\right)^{2}}{2\left[\sigma_{i}^{2} \sigma_{j}^{2}-\Sigma_{i, j}^{2}\right]^{2}}, \\
\mathrm{E}\left(\frac{\partial^{2} l}{\partial \rho_{m+i}^{2}}\right) & =\mathrm{E}\left(\frac{\partial^{2} l}{\partial \Sigma_{i, i}^{2}}\right)=-\frac{k_{i i}\left[\left(\sigma_{i}^{2}\right)^{2}+\Sigma_{i, i}^{2}\right]}{\left[\left(\sigma_{1}^{2}\right)^{2}-\Sigma_{i, i}^{2}\right]^{2}}, \mathrm{E}\left(\frac{\partial^{2} l}{\partial \Sigma_{i, j}^{2}}\right)=-\frac{k_{i j}\left(\sigma_{i}^{2} \sigma_{j}^{2}+\Sigma_{i, j}^{2}\right)}{\left(\sigma_{i}^{2} \sigma_{j}^{2}-\Sigma_{i, j}^{2}\right)^{2}}, \\
\mathrm{E}\left(\frac{\partial^{2} l}{\partial \rho_{i} \partial \rho_{j}}\right) & =\mathrm{E}\left(\frac{\partial^{2} l}{\partial \sigma_{i}^{2} \partial \sigma_{j}^{2}}\right)=-\frac{k_{i j} \Sigma_{i, j}^{2}}{2\left(\sigma_{i}^{2} \sigma_{j}^{2}-\Sigma_{i, j}^{2}\right)^{2}}, \\
\mathrm{E}\left(\frac{\partial^{2} l}{\partial \rho_{i} \partial \Sigma_{i, i}}\right) & =\mathrm{E}\left(\frac{\partial^{2} l}{\partial \sigma_{i}^{2} \partial \Sigma_{i, i}}\right)=\frac{2 k_{i i} \sigma_{i}^{2} \Sigma_{i, i}}{\left[\left(\sigma_{i}^{2}\right)^{2}-\Sigma_{i, i}^{2}\right]^{2}}, \mathrm{E}\left(\frac{\partial^{2} l}{\partial \rho_{i} \partial \Sigma_{j, j}}\right)=\mathrm{E}\left(\frac{\partial^{2} l}{\partial \sigma_{i}^{2} \partial \Sigma_{j, j}}\right)=0, \\
\mathrm{E}\left(\frac{\partial^{2} l}{\partial \rho_{i} \partial \Sigma_{i, j}}\right) & =\mathrm{E}\left(\frac{\partial^{2} l}{\partial \sigma_{i}^{2} \partial \Sigma_{i, j}}\right)=\frac{k_{i j} \sigma_{j}^{2} \Sigma_{i, j}}{\left(\sigma_{i}^{2} \sigma_{j}^{2}-\Sigma_{i, j}^{2}\right)^{2}}, \mathrm{E}\left(\frac{\partial^{2} l}{\partial \rho_{i} \partial \Sigma_{j, k}}\right)=\mathrm{E}\left(\frac{\partial^{2} l}{\partial \sigma_{i}^{2} \partial \Sigma_{j, k}}\right)=0, \\
\mathrm{E}\left(\frac{\partial^{2} l}{\partial \Sigma_{i, i} \partial \Sigma_{j, j}}\right) & =\mathrm{E}\left(\frac{\partial^{2} l}{\partial \Sigma_{i, i} \partial \Sigma_{j, k}}\right)=\mathrm{E}\left(\frac{\partial^{2} l}{\partial \Sigma_{i, j} \partial \Sigma_{k, l}}\right)=0,(i, j) \neq(k, l) .
\end{aligned}
$$

Assume that $k_{i}, k_{i i}, k_{i j} \longrightarrow \infty, i, j=1, \cdots, m$. To make it simple, assume $k_{m m}=$ $\min \left\{k_{i}, k_{i i}, k_{i j}\right\}$. Then we can show that $-\frac{1}{k_{m m}} \frac{\partial^{2} l}{\partial \gamma \partial \gamma^{\tau}}$ and $-\frac{1}{k_{m m}} \mathrm{E}\left(\frac{\partial^{2} l}{\partial \rho \partial \rho^{\tau}}\right)$ are positive
definite. Now we are in a position to use the method in Miller (1977) and Pinheiro (1994) according to the theory of Weiss $(1971,1973)$. Actually, taking $k_{m m}$ to replace $v_{j}$ we can see that the key condition, i.e., Assumption 3.1.7 of Pinheiro (1994), p28, holds. Then by the same arguments in Pinheiro (1994), Chapter 3, we can show that $\sqrt{k_{m m}} \hat{\gamma}$ converges to normal in distribution. This implies that the test statistic $F_{h e t}$ is asymptotically $F_{m-1, n-m}$ by considering the denominator of $F_{h e t}$ as the estimate of mean squared error, which is independent of the numerator of $F_{\text {het }}$ (Pinheiro 1994, pp28-29; Graybill 1976).

In above discussion, we assume that there are sufficiently large data which include both trio families and sib-pair families. In addition, suppose we have nuclear families with any number children. We can show that $-\frac{1}{k_{m m}} \frac{\partial^{2} l}{\partial \gamma \partial \gamma^{\tau}}$ and $-\frac{1}{k_{m m}} \mathrm{E}\left(\frac{\partial^{2} l}{\partial \rho \partial \rho^{\tau}}\right)$ are positive definite. Then, we can keep on using the method of Pinherio (1994), chapters 2-3, to show that $\sqrt{k_{m m}} \hat{\gamma}$ is asymptotically normal. Hence, the statistic $F_{h e t}$ is asymptotically $F(m-1, n-m)$-distributed.

## APPENDIX F

If $n_{i}=1$ for each family, then there is only one child in each family. Let $k_{i}, i=1,2, \cdots, m$ be the number of offspring who receive allele $M_{i}$ from their heterozygous parents. Let $I_{k}$ be identity $k \times k$ matrix. The design matrix and the variancecovariance matrix can be written as $X=\left(\begin{array}{cccc}1 & 0 & \cdots & 0 \\ \vdots & \vdots & \cdots & \vdots \\ 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \cdots & \vdots \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \cdots & \vdots \\ 0 & 0 & \cdots & 1 \\ \vdots & \vdots & \cdots & \vdots \\ 0 & 0 & \cdots & 1\end{array}\right), \Gamma=\operatorname{diag}\left(\sigma_{1}^{2} I_{k_{1}}, \cdots, \sigma_{m}^{2} I_{k_{m}}\right)$. Then we have $X^{\tau} \Gamma^{-1} X=\operatorname{diag}\left(k_{1} / \sigma_{1}^{2}, k_{2} / \sigma_{2}^{2}, \cdots, k_{m} / \sigma_{m}^{2}\right)$. Using a fact of inverse ma$\operatorname{trix}\left(A+a b^{\tau}\right)^{-1}=A^{-1}-\left(A^{-1} a\right)\left(b^{\tau} A^{-1}\right) /\left(1+b^{\tau} A^{-1} a\right)$, we can calculate

$$
\left.\left.\begin{array}{rl}
\left(H\left[X^{\tau} \Gamma^{-1} X\right]^{-1} H^{\tau}\right)^{-1} & =\left[\left(\begin{array}{ccc}
\sigma_{2}^{2} / k_{2} & \cdots & 0 \\
\vdots & \vdots & \vdots \\
0 & \cdots & \sigma_{m}^{2} / k_{m}
\end{array}\right)+\frac{\sigma_{1}^{2}}{k_{1}}\left(\begin{array}{c}
1 \\
\vdots \\
1
\end{array}\right)(110\right. \\
1
\end{array}\right)\right]^{-1} .
$$

Therefore, the non-centrality parameter $\lambda_{\text {het,singleton }} \approx(H \gamma)^{\tau}\left[H\left(X^{\tau} \Gamma^{-1} X\right)^{-1} H^{\tau}\right]^{-1} H$ $=\sum_{i=2}^{m}\left(\alpha_{1}-\alpha_{i}\right)^{2} k_{i} / \sigma_{i}^{2}-\left[\sum_{i=2}^{m}\left(\alpha_{1}-\alpha_{i}\right) k_{i} / \sigma_{i}^{2}\right]^{2} /\left[\sum_{i=1}^{m} k_{i} / \sigma_{i}^{2}\right]$.

## APPENDIX G

Such as in Appendix F, let us denote the variance-covariance matrix of the $\sum_{i=1}^{m} k_{i}$ singleton offspring by $\Gamma_{1}$, and the related design matrix by $X_{1}$. Now let $\Gamma_{2}$ denote the variance-covariance matrix of the $\sum_{i=1}^{m} k_{i i}$ sib-pairs, in each of them both sibs receive the same allele from their heterozygous parents, and $X_{2}$ the related design matrix. Then the form of $X_{2}$ is similar to $X_{1}$ given in Appendix F with different numbers of rows and $\Gamma_{2}=$
$\operatorname{diag}\left(\left(\begin{array}{cc}\sigma_{1}^{2} & \Sigma_{1,1} \\ \Sigma_{1,1} & \sigma_{1}^{2}\end{array}\right), \cdots,\left(\begin{array}{cc}\sigma_{1}^{2} & \Sigma_{1,1} \\ \Sigma_{1,1} & \sigma_{1}^{2}\end{array}\right), \cdots,\left(\begin{array}{cc}\sigma_{m}^{2} & \Sigma_{m, m} \\ \Sigma_{m, m} & \sigma_{m}^{2}\end{array}\right), \cdots,\left(\begin{array}{cc}\sigma_{m}^{2} & \Sigma_{m, m} \\ \Sigma_{m, m} & \sigma_{m}^{2}\end{array}\right)\right)$.
Let $\Gamma_{3}$ denote the variance-covariance matrix of the $\sum_{i=1}^{m} \sum_{j>i} k_{i j}$ sib pairs, in each of them one sib receives one allele (i.e., $M_{i}, i=1,2, \cdots, m$, respectively) from his/her heterozygous parent and the other receives the other allele (i.e., $M_{j}, j \neq i, j=$ $1,2, \cdots, m$, respectively) from the same heterozygous parent, and $X_{3}$ be the related design matrix. The variance-covariance matrix $\Gamma_{3}$ is
$\operatorname{diag}\left(\left(\begin{array}{cc}\sigma_{1}^{2} & \Sigma_{1,2} \\ \Sigma_{1,2} & \sigma_{2}^{2}\end{array}\right), \cdots,\left(\begin{array}{cc}\sigma_{1}^{2} & \Sigma_{1,2} \\ \Sigma_{1,2} & \sigma_{2}^{2}\end{array}\right), \cdots,\left(\begin{array}{cc}\sigma_{m-1}^{2} & \Sigma_{m-1, m} \\ \Sigma_{m-1, m} & \sigma_{m}^{2}\end{array}\right), \cdots,\left(\begin{array}{cc}\sigma_{m-1}^{2} & \Sigma_{m-1, m} \\ \Sigma_{m-1, m} & \sigma_{m}^{2}\end{array}\right)\right)$.

$$
\text { The related design matrix is } X_{3}=\left(\begin{array}{ccccc}
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \cdots & \vdots & \vdots \\
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \cdots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0 \\
0 & 0 & \cdots & 0 & 1 \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
0 & 0 & \cdots & 1 & 0 \\
0 & 0 & \cdots & 0 & 1
\end{array}\right) \text {. }
$$

of Appendix F, we may obtain that

$$
\begin{aligned}
& X_{1}^{\tau} \Gamma_{1}^{-1} X_{1}=\operatorname{diag}\left(\frac{k_{1}}{\sigma_{1}^{2}}, \frac{k_{2}}{\sigma_{2}^{2}}, \cdots, \frac{k_{m}}{\sigma_{m}^{2}}\right) \\
& X_{2}^{\tau} \Gamma_{2}^{-1} X_{2}=\operatorname{diag}\left(\frac{2 k_{11}}{\sigma_{1}^{2}+\Sigma_{1,1}}, \frac{2 k_{22}}{\sigma_{2}^{2}+\Sigma_{2,2}}, \cdots, \frac{2 k_{m m}}{\sigma_{m}^{2}+\Sigma_{m, m}}\right) .
\end{aligned}
$$

After some calculation, one may obtain that

$$
X_{3}^{\tau} \Gamma_{3}^{-1} X_{3}=\left(\begin{array}{cccc}
\sum_{i \neq 1} \frac{k_{1 i} \sigma_{i}^{2}}{\sigma_{1}^{2} \sigma_{i}^{2}-\Sigma_{1, i}^{2}} & -\frac{k_{12} \Sigma_{1,2}}{\sigma_{1}^{2} \sigma_{2}^{2}-\Sigma_{1,2}^{2}} & \cdots & -\frac{k_{1 m} \Sigma_{1, m}}{\sigma_{1}^{2} \sigma_{m}^{2}-\Sigma_{1, m}^{2}} \\
-\frac{k_{12} \Sigma_{1,2}}{\sigma_{1}^{2} \sigma_{2}^{2}-\Sigma_{1,2}^{2}} & \sum_{i \neq 2} \frac{k_{22} \sigma_{i}^{2}}{\sigma_{2}^{2} \sigma_{i}^{2}-\Sigma_{2, i}^{2}} & \cdots & -\frac{k_{2 m} \Sigma_{2, m}}{\sigma_{2}^{2} \sigma_{m}^{2}-\Sigma_{2, m}^{2}} \\
\vdots & \vdots & \vdots & \vdots \\
-\frac{k_{1 m} \Sigma_{1, m}}{\sigma_{1}^{2} \sigma_{m}^{2}-\Sigma_{1, m}^{2}} & -\frac{k_{2 m} \Sigma_{2, m}}{\sigma_{2}^{2} \sigma_{m}^{2}-\Sigma_{2, m}^{2}} & \cdots & \sum_{i \neq m} \frac{k_{m i} \sigma_{i}^{2}}{\sigma_{m}^{2} \sigma_{i}^{2}-\Sigma_{m, i}^{2}}
\end{array}\right) .
$$

## APPENDIX H

To simplify notations, we omit subscripts $i j$ from $\Delta_{i j Q}, \pi_{i j A}, \pi_{i j B}, \Delta_{i j A}, \Delta_{i j B}$ in the following appendices H , I, and J. Taking the variance-covariance for equation (3.6), we have the following matrix equation to calculate the coefficients
$\operatorname{Cov}\left(\begin{array}{llll}\left(\pi_{A}, \pi_{A}\right) & \left(\pi_{B}, \pi_{A}\right) & \left(\Delta_{A}, \pi_{A}\right) & \left(\Delta_{B}, \pi_{A}\right) \\ \left(\pi_{A}, \pi_{B}\right) & \left(\pi_{B}, \pi_{B}\right) & \left(\Delta_{A}, \pi_{B}\right) & \left(\Delta_{B}, \pi_{B}\right) \\ \left(\pi_{A}, \Delta_{A}\right) & \left(\pi_{B}, \Delta_{A}\right) & \left(\Delta_{A}, \Delta_{A}\right) & \left(\Delta_{B}, \Delta_{A}\right) \\ \left(\pi_{A}, \Delta_{B}\right) & \left(\pi_{B}, \Delta_{B}\right) & \left(\Delta_{A}, \Delta_{B}\right) & \left(\Delta_{B}, \Delta_{B}\right)\end{array}\right)\left(\begin{array}{c}\beta_{A} \\ \beta_{B} \\ r_{A} \\ r_{B}\end{array}\right)=\operatorname{Cov}\left(\begin{array}{c}\left(\Delta_{Q}, \pi_{A}\right) \\ \left(\Delta_{Q}, \pi_{B}\right) \\ \left(\Delta_{Q}, \Delta_{A}\right) \\ \left(\Delta_{Q}, \Delta_{B}\right)\end{array}\right)$
From Elston and Keats (1985) and Almasy and Blangero (1998), we have the following

$$
\begin{aligned}
\operatorname{Cov}\left(\pi_{A}, \pi_{A}\right) & =\operatorname{Cov}\left(\pi_{B}, \pi_{B}\right)=1 / 8, \operatorname{Cov}\left(\pi_{B}, \pi_{A}\right)=\left(1-2 \theta_{A B}\right)^{2} / 8 \\
\operatorname{Cov}\left(\Delta_{A}, \Delta_{A}\right) & =\operatorname{Cov}\left(\Delta_{B}, \Delta_{B}\right)=\frac{3}{16}, \operatorname{Cov}\left(\Delta_{B}, \Delta_{A}\right)=\frac{3}{16} \rho\left(\Delta_{A}, \Delta_{B}\right) \\
\operatorname{Cov}\left(\Delta_{A}, \Delta_{Q}\right) & =\frac{3}{16} \rho\left(\Delta_{A}, \Delta_{Q}\right), \operatorname{Cov}\left(\Delta_{Q}, \Delta_{B}\right)=\frac{3}{16} \rho\left(\Delta_{Q}, \Delta_{B}\right)
\end{aligned}
$$

where $\rho\left(\Delta_{i}, \Delta_{j}\right)=1-\frac{16}{3} \theta_{i j}+\frac{32}{3} \theta_{i j}^{2}-\frac{32}{3} \theta_{i j}^{3}+\frac{16}{3} \theta_{i j}^{4}$. In Appendix I, we will show that $\operatorname{Cov}\left(\Delta_{A}, \pi_{A}\right)=\operatorname{Cov}\left(\Delta_{B}, \pi_{B}\right)=1 / 8, \operatorname{Cov}\left(\Delta_{B}, \pi_{A}\right)=\operatorname{Cov}\left(\Delta_{A}, \pi_{B}\right)=\left(1-2 \theta_{A B}\right)^{2} / 8$, $\operatorname{Cov}\left(\Delta_{Q}, \pi_{A}\right)=\left(1-2 \theta_{A Q}\right)^{2} / 8, \operatorname{Cov}\left(\Delta_{Q}, \pi_{B}\right)=\left(1-2 \theta_{Q B}\right)^{2} / 8$.

Plugging the above results into the equation (H.1), we have a sub-matrix block equation

$$
\left(\begin{array}{ll}
A & A \\
A & B
\end{array}\right)\left(\begin{array}{c}
\beta_{A} \\
\beta_{B} \\
r_{A} \\
r_{B}
\end{array}\right)=\left(\begin{array}{c}
\left(1-2 \theta_{A Q}\right)^{2} \\
\left(1-2 \theta_{Q B}\right)^{2} \\
3 \rho\left(\Delta_{A}, \Delta_{Q}\right) / 2 \\
3 \rho\left(\Delta_{Q}, \Delta_{B}\right) / 2
\end{array}\right),
$$

where

$$
A=\left(\begin{array}{cc}
1 & \left(1-2 \theta_{A B}\right)^{2} \\
\left(1-2 \theta_{A B}\right)^{2} & 1
\end{array}\right), B=\frac{3}{2}\left(\begin{array}{cc}
1 & \rho\left(\Delta_{A}, \Delta_{B}\right) \\
\rho\left(\Delta_{A}, \Delta_{B}\right) & 1
\end{array}\right)
$$

Therefore, we have from Harville (1997)

$$
\begin{aligned}
&\left(\begin{array}{l}
\beta_{A} \\
\beta_{B} \\
r_{A} \\
r_{B}
\end{array}\right)=\left(\begin{array}{ll}
A & A \\
A & B
\end{array}\right)^{-1}\left(\begin{array}{c}
\left(1-2 \theta_{A Q}\right)^{2} \\
\left(1-2 \theta_{Q B}\right)^{2} \\
3 \rho\left(\Delta_{A}, \Delta_{Q}\right) / 2 \\
3 \rho\left(\Delta_{Q}, \Delta_{B}\right) / 2
\end{array}\right) . \\
&=\left(\begin{array}{cc}
A^{-1}+(B-A)^{-1} & -(B-A)^{-1} \\
-(B-A)^{-1} & (B-A)^{-1}
\end{array}\right)\left(\begin{array}{c}
\left(1-2 \theta_{A Q}\right)^{2} \\
\left(1-2 \theta_{Q B}\right)^{2} \\
3 \rho\left(\Delta_{A}, \Delta_{Q}\right) / 2 \\
3 \rho\left(\Delta_{Q}, \Delta_{B}\right) / 2
\end{array}\right) .
\end{aligned}
$$

The equation $3 \rho\left(\Delta_{i}, \Delta_{j}\right) / 2-\left(1-2 \theta_{i j}\right)^{2}=\left(1-8 \theta_{i j}+24 \theta_{i j}^{2}-32 \theta_{i j}^{3}+16 \theta_{i j}^{4}\right) / 2=$ $\left(1-2 \theta_{i j}\right)^{4} / 2$ leads to

$$
\begin{aligned}
\binom{r_{A}}{r_{B}} & =(B-A)^{-1}\binom{3 \rho\left(\Delta_{A}, \Delta_{Q}\right) / 2-\left(1-2 \theta_{A Q}\right)^{2}}{3 \rho\left(\Delta_{Q}, \Delta_{B}\right) / 2-\left(1-2 \theta_{Q B}\right)^{2}} . \\
& =\left(\begin{array}{cc}
\frac{1}{2} & \frac{\left(1-2 \theta_{A B}\right)^{4}}{2} \\
\frac{\left(1-2 \theta_{A B}\right)^{4}}{2} & \frac{1}{2}
\end{array}\right)\binom{\frac{\left(1-2 \theta_{A Q}\right)^{4}}{2}}{\frac{\left(1-2 \theta_{Q B}\right)^{4}}{2}} \\
& =\frac{1}{1-\left(1-2 \theta_{A B}\right)^{8}}\binom{\left(1-2 \theta_{A Q}\right)^{4}-\left(1-2 \theta_{Q B}\right)^{4}\left(1-2 \theta_{A B}\right)^{4}}{\left(1-2 \theta_{Q B}\right)^{4}-\left(1-2 \theta_{A Q}\right)^{4}\left(1-2 \theta_{A B}\right)^{4}} .
\end{aligned}
$$

Moreover, we have

$$
\begin{aligned}
\binom{\beta_{A}}{\beta_{B}} & =A^{-1}\binom{\left(1-2 \theta_{A Q}\right)^{2}}{\left(1-2 \theta_{Q B}\right)^{2}}-(B-A)^{-1}\binom{3 \rho\left(\Delta_{A}, \Delta_{Q}\right) / 2-\left(1-2 \theta_{A Q}\right)^{2}}{3 \rho\left(\Delta_{Q}, \Delta_{B}\right) / 2-\left(1-2 \theta_{Q B}\right)^{2}} . \\
& =\binom{\beta_{\pi A}}{\beta_{\pi B}}-\binom{r_{A}}{r_{B}} .
\end{aligned}
$$

Hence, we have shown the first four coefficients in (3.7) are valid.

## APPENDIX I

Consider a sib-pair with trait values $y_{i}$ and $y_{j}$. First, we have the following equation from Haseman (1970) (also see Amos 1994, equation (5) on p537 or Amos et al. 1989, p437)

$$
\begin{aligned}
\operatorname{Cov}\left(y_{i}, y_{j} \mid \pi_{A}, \Delta_{A}\right)= & \frac{1}{2} \sigma_{G a}^{2}+\frac{1}{4} \sigma_{G d}^{2}+\sigma_{s}^{2}+\left(1-\psi_{A}\right) \sigma_{g}^{2}+\psi_{A}\left(\psi_{A}-1\right) \sigma_{g d}^{2} \\
& +\left[-\left(1-2 \psi_{A}\right) \sigma_{g}^{2}-\left(1-2 \psi_{A}\right)^{2} \sigma_{g d}^{2}\right] \pi_{A}+\left(1-2 \psi_{A}\right)^{2} \sigma_{g d}^{2} \Delta_{A}
\end{aligned}
$$

Comparing the above equation with $\operatorname{Cov}\left(y_{i}, y_{j} \mid \pi_{A}, \Delta_{A}\right)=\pi_{Q} \sigma_{g a}^{2}+\Delta_{Q} \sigma_{g d}^{2}+\frac{1}{2} \sigma_{G a}^{2}+$ $\frac{1}{4} \sigma_{G d}^{2}+\sigma_{s}^{2}$, we find

$$
\begin{equation*}
\Delta_{Q}=\left(1-\psi_{A}\right)^{2}-\left[\left(1-2 \psi_{A}\right)+\left(1-2 \psi_{A}\right)^{2}\right] \pi_{A}+\left(1-2 \psi_{A}\right)^{2} \Delta_{A} . \tag{I.1}
\end{equation*}
$$

Taking covariances on both sides of above equation with $\Delta_{A}$, we get
$\operatorname{Cov}\left(\Delta_{Q}, \Delta_{A}\right)=-\left[\left(1-2 \psi_{A}\right)+\left(1-2 \psi_{A}\right)^{2}\right] \operatorname{Cov}\left(\pi_{A}, \Delta_{A}\right)+\left(1-2 \psi_{A}\right)^{2} \operatorname{Cov}\left(\Delta_{A}, \Delta_{A}\right)$.

Replacing $\operatorname{Cov}\left(\Delta_{Q}, \Delta_{A}\right)=\frac{3}{16} \rho\left(\Delta_{A}, \Delta_{Q}\right)$ and $\operatorname{Cov}\left(\Delta_{A}, \Delta_{A}\right)=\frac{3}{16}$ in the above equation (Almasy and Blangero 1998), we find that $\operatorname{Cov}\left(\Delta_{A}, \pi_{A}\right)=1 / 8$. Then taking covariance of both sides of equation (I.1) with $\pi_{A}$, we find

$$
\begin{aligned}
\operatorname{Cov}\left(\Delta_{Q}, \pi_{A}\right) & =-\left[\left(1-2 \psi_{A}\right)+\left(1-2 \psi_{A}\right)^{2}\right] \operatorname{Var}\left(\pi_{A}\right)+\left(1-2 \psi_{A}\right)^{2} \operatorname{Cov}\left(\Delta_{A}, \pi_{A}\right) \\
& =-\left(1-2 \psi_{A}\right) / 8=\left(1-2 \theta_{A Q}\right)^{2} / 8
\end{aligned}
$$

Similarly, we can show the other equations in (H.2).

## APPENDIX J

To calculate the intercept $\alpha$ in (3.7), we consider the joint distribution of $\pi_{Q}, \pi_{A}$ and $\pi_{B}$ for a sib-pair. Assume that there is no interference for disjoint chromosome regions. Then

$$
\begin{align*}
& P\left(\pi_{i j A}=i_{A}, \pi_{i j Q}=i_{Q}, \pi_{i j B}=i_{B}\right) \\
& =P\left(\pi_{i j A}=i_{A}, \pi_{i j Q}=i_{Q}\right) P\left(\pi_{i j B}=i_{B} \mid \pi_{i j A}=i_{A}, \pi_{i j Q}=i_{Q}\right)  \tag{J.1}\\
& =P\left(\pi_{i j A}=i_{A} \mid \pi_{i j Q}=i_{Q}\right) P\left(\pi_{i j Q}=i_{Q}\right) P\left(\pi_{i j B}=i_{B} \mid \pi_{i j Q}=i_{Q}\right) .
\end{align*}
$$

From Haseman and Elston (1972), Table IV, we construct the joint distribution of $\pi_{i j Q}, \pi_{i j A}$ and $\pi_{i j B}$ by equation (J.1); the results are presented in Table II. Consider a sib-pair with trait values $y_{i}$ and $y_{j}$. Then from Table II we have

$$
\begin{aligned}
& \operatorname{Cov}\left(y_{i}, y_{j} \mid \pi_{A}=0, \pi_{B}=0\right)-\left[\frac{1}{2} \sigma_{G a}^{2}+\frac{1}{4} \sigma_{G d}^{4}+\sigma_{s}^{2}\right] \\
& =\left(\sigma_{g a}^{2}+\sigma_{g d}^{2}\right) P\left(\pi_{Q}=1 \mid \pi_{A}=0, \pi_{B}=0\right)+\frac{\sigma_{g a}^{2}}{2} P\left(\pi_{Q}=1 / 2 \mid \pi_{A}=0, \pi_{B}=0\right) \\
& =\frac{\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)}{\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)} \sigma_{g a}^{2}+\frac{\left(1-\psi_{A}\right)^{2}\left(1-\psi_{B}\right)^{2}}{\left[\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)\right]^{2}} \sigma_{g d}^{2} .
\end{aligned}
$$

Therefore, we have the intercept $\alpha$ in (3.7) since it is the coefficient of $\sigma_{g d}^{2}$ in above equation.

## APPENDIX K

For simplicity, let us assume $\sigma^{2}=1$ and define $K=\frac{\sigma_{G a}^{2}}{2}+\frac{\sigma_{G d}^{2}}{4}+\sigma_{s}^{2}$. From Table II and equation (3.10), we may calculate

$$
\begin{aligned}
C_{22}= & \sigma_{g a}^{2} \frac{\psi_{A} \psi_{B}}{\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)}+\sigma_{g d}^{2} \frac{\psi_{A}^{2} \psi_{B}^{2}}{\left[\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)\right]^{2}}+K \\
C_{21}= & \frac{\sigma_{g a}^{2}}{2}\left[\frac{\psi_{A} \psi_{B}}{\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)}+\frac{\psi_{A}\left(1-\psi_{B}\right)}{\psi_{A}\left(1-\psi_{B}\right)+\left(1-\psi_{A}\right) \psi_{B}}\right] \\
& +\sigma_{g d}^{2} \frac{\psi_{A}^{2} \psi_{B}\left(1-\psi_{B}\right)}{\left[\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)\right]\left[\psi_{A}\left(1-\psi_{B}\right)+\left(1-\psi_{A}\right) \psi_{B}\right]}+K \\
C_{20}= & \sigma_{g a}^{2} \frac{\psi_{A}\left(1-\psi_{B}\right)}{\psi_{A}\left(1-\psi_{B}\right)+\left(1-\psi_{A}\right) \psi_{B}}+\sigma_{g d}^{2} \frac{\psi_{A}^{2}\left(1-\psi_{B}\right)^{2}}{\left[\psi_{A}\left(1-\psi_{B}\right)+\left(1-\psi_{A}\right) \psi_{B}\right]^{2}}+K \\
C_{12}= & \frac{\sigma_{g a}^{2}}{2}\left[\frac{\psi_{A} \psi_{B}}{\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)}+\frac{\left(1-\psi_{A}\right) \psi_{B}}{\psi_{A}\left(1-\psi_{B}\right)+\left(1-\psi_{A}\right) \psi_{B}}\right] \\
& +\sigma_{g d}^{2} \frac{\psi_{A}\left(1-\psi_{A}\right) \psi_{B}^{2}}{\left[\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)\right]\left[\psi_{A}\left(1-\psi_{B}\right)+\left(1-\psi_{A}\right) \psi_{B}\right]}+K \\
C_{11}= & \frac{\sigma_{g a}^{2}}{2}+\sigma_{g d}^{2} \frac{2 \psi_{A}\left(1-\psi_{A}\right) \psi_{B}\left(1-\psi_{B}\right)}{\left[\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)\right]^{2}+\left[\psi_{A}\left(1-\psi_{B}\right)+\left(1-\psi_{A}\right) \psi_{B}\right]^{2}}+K \\
C_{10}= & \frac{\sigma_{g a}^{2}}{2}\left[\frac{\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)}{\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)}+\frac{\psi_{A}\left(1-\psi_{B}\right)}{\psi_{A}\left(1-\psi_{B}\right)+\left(1-\psi_{A}\right) \psi_{B}}\right] \\
& +\sigma_{g d}^{2} \frac{\left.\psi_{A}\right)\left(1-\psi_{B}\right)^{2}}{\left[\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)\right]\left[\psi_{A}\left(1-\psi_{B}\right)+\left(1-\psi_{A}\right) \psi_{B}\right]}+K \\
C_{02}= & \sigma_{g a}^{2} \frac{\left(1-\psi_{A}\right) \psi_{B}}{\psi_{A}\left(1-\psi_{B}\right)+\left(1-\psi_{A}\right) \psi_{B}}+\sigma_{g d}^{2} \frac{\left(1-\psi_{A}\right)^{2} \psi_{B}^{2}}{\left[\psi_{A}\left(1-\psi_{B}\right)+\left(1-\psi_{A}\right) \psi_{B}\right]^{2}}+K \\
C_{01}= & \frac{\sigma_{g a}^{2}}{2}\left[\frac{\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)}{\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)}+\frac{\left(1-\psi_{A}\right) \psi_{B}}{\psi_{A}\left(1-\psi_{B}\right)+\left(1-\psi_{A}\right) \psi_{B}}\right] \\
& +\sigma_{g d}^{2} \frac{\left(1-\psi_{A}\right)^{2} \psi_{B}\left(1-\psi_{B}\right)}{\left[\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)\right]\left[\psi_{A}\left(1-\psi_{B}\right)+\left(1-\psi_{A}\right) \psi_{B}\right]}+K \\
C_{00}= & \sigma_{g a}^{2} \frac{\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)}{\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)}+\sigma_{g d}^{2} \frac{\left(1-\psi_{A}\right)^{2}\left(1-\psi_{B}\right)^{2}}{\left[\psi_{A} \psi_{B}+\left(1-\psi_{A}\right)\left(1-\psi_{B}\right)\right]^{2}}+K .
\end{aligned}
$$

## APPENDIX L

For each $y_{i}$ of the $n$ individuals, $\Sigma_{i}=\sigma^{2}$ and $X_{i}=\left(\begin{array}{lllll}1 & x_{A i} & x_{B i} & z_{A i} & z_{B i}\end{array}\right), i=$ $1,2, \cdots, n$. From formulas in Fan and Xiong (2002), Appendix A, we show that

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} X_{i}^{\tau} \Sigma_{i}^{-1} X_{i}=\frac{1}{n \sigma^{2}} \sum_{i=1}^{n} X_{i}^{\tau} X_{i} \approx \frac{1}{\sigma^{2}} \operatorname{diag}\left(1, V_{A}, V_{D}\right) \tag{L.1}
\end{equation*}
$$

where $V_{A}$ and $V_{D}$ are additive and dominant variance-covariance matrices of (3.3). For each of the $m$ sib-pairs, the variance-covariance matrix $\Sigma_{i}=\sigma^{2}\left(\begin{array}{cc}1 & \rho_{12} \\ \rho_{12} & 1\end{array}\right)$ and the model matrix $X_{i}=\left(\begin{array}{ccccc}1 & x_{A 1}^{(i)} & x_{B 1}^{(i)} & z_{A 1}^{(i)} & z_{B 1}^{(i)} \\ 1 & x_{A 2}^{(i)} & x_{B 2}^{(i)} & z_{A 2}^{(i)} & z_{B 2}^{(i)}\end{array}\right)=\binom{X_{i 1}}{X_{i 2}}, i=n+1,2, \cdots, n+m$. Notice $\Sigma_{i}^{-1}=\left[\sigma^{-2} /\left(1-\rho_{12}^{2}\right)\right]\left(\begin{array}{cc}1 & -\rho_{12} \\ -\rho_{12} & 1\end{array}\right)$. From Fan and Xiong (2003), Appendix C, we have $\mathrm{E}\left[X_{i 1}^{\tau} X_{i 2}\right]=\mathrm{E}\left[X_{i 2}^{\tau} X_{i 1}\right]=\operatorname{diag}\left(1, V_{A} / 2, V_{D} / 4\right)$. By above formulas and the formulas in Fan and Xiong (2002), Appendix A, we have the following

$$
\begin{equation*}
\frac{1}{m} \sum_{i=n+1}^{n+m} X_{i}^{\tau} \Sigma_{i}^{-1} X_{i} \approx \frac{2}{\left(1-\rho_{12}^{2}\right) \sigma^{2}}\left[\operatorname{diag}\left(1, V_{A}, V_{D}\right)-\rho_{12} \operatorname{diag}\left(1, V_{A} / 2, V_{D} / 4\right)\right] \tag{L.2}
\end{equation*}
$$

For each of the $k$ tri-sibships, the variance-covariance matrix $\Sigma_{i}=\sigma^{2}\left(\begin{array}{ccc}1 & \rho_{12} & \rho_{13} \\ \rho_{12} & 1 & \rho_{23} \\ \rho_{13} & \rho_{23} & 1\end{array}\right)$
and the model matrix $X_{i}=\left(\begin{array}{ccccc}1 & x_{A 1}^{(i)} & x_{B 1}^{(i)} & z_{A 1}^{(i)} & z_{B 1}^{(i)} \\ 1 & x_{A 2}^{(i)} & x_{B 2}^{(i)} & z_{A 2}^{(i)} & z_{B 2}^{(i)} \\ 1 & x_{A 3}^{(i)} & x_{B 3}^{(i)} & z_{A 3}^{(i)} & z_{B 3}^{(i)}\end{array}\right)=\left(\begin{array}{c}X_{i 1} \\ X_{i 2} \\ X_{i 3}\end{array}\right), i=n+m+$
$1,2, \cdots, n+m+k$. Notice $\Sigma_{i}^{-1}=\left[\sigma^{-2} / C_{3}\right]\left(\begin{array}{ccc}1-\rho_{23}^{2} & \rho_{13} \rho_{23}-\rho_{12} & \rho_{12} \rho_{23}-\rho_{13} \\ \rho_{13} \rho_{23}-\rho_{12} & 1-\rho_{13}^{2} & \rho_{12} \rho_{13}-\rho_{23} \\ \rho_{12} \rho_{23}-\rho_{13} & \rho_{12} \rho_{13}-\rho_{23} & 1-\rho_{12}^{2}\end{array}\right)$,
where $C_{3}=1-\rho_{12}^{2}-\rho_{13}^{2}-\rho_{23}^{2}+2 \rho_{12} \rho_{13} \rho_{23}$. From Fan and Xiong (2003), Appendix C,
we have $\mathrm{E}\left[X_{i j}^{\tau} X_{i k}\right]=\mathrm{E}\left[X_{i k}^{\tau} X_{i j}\right]=\operatorname{diag}\left(1, V_{A} / 2, V_{D} / 4\right), j, k=1,2,3, j \neq k$. Denote $C_{31}=3-\rho_{12}^{2}-\rho_{13}^{2}-\rho_{23}^{2}$, and $C_{32}=2\left[\rho_{12} \rho_{13}+\rho_{12} \rho_{23}+\rho_{13} \rho_{23}-\rho_{12}-\rho_{13}-\rho_{23}\right]$. By the above formulas, constants, and the formulas in Fan and Xiong (2002), Appendix A, we have

$$
\begin{equation*}
\frac{1}{k} \sum_{i=n+m+1}^{n+m+k} X_{i}^{\tau} \Sigma_{i}^{-1} X_{i} \approx \frac{1}{C_{3} \sigma^{2}}\left[C_{31} \operatorname{diag}\left(1, V_{A}, V_{D}\right)+C_{32} \operatorname{diag}\left(1, V_{A} / 2, V_{D} / 4\right)\right] \tag{L.3}
\end{equation*}
$$

Combine the $n$ individuals, $m$ sib-pairs, and $k$ tri-sibships. Denote

$$
\begin{align*}
& a_{1}=n+2 m\left(1-\rho_{12}^{2}\right)^{-1}\left(1-\rho_{12}\right)+k\left[C_{31}+C_{32}\right] / C_{3}, \\
& a_{2}=n+2 m\left(1-\rho_{12}^{2}\right)^{-1}\left(1-\rho_{12} / 2\right)+k\left[C_{31}+C_{32} / 2\right] / C_{3},  \tag{L.4}\\
& a_{3}=n+2 m\left(1-\rho_{12}^{2}\right)^{-1}\left(1-\rho_{12} / 4\right)+k\left[C_{31}+C_{32} / 4\right] / C_{3} .
\end{align*}
$$

Then equations (P.1), (P.3) and (L.3) lead to equation (3.8).

## APPENDIX M

Taking variance-covariance among $x_{i j}, z_{i j}, y_{i}$ of regression (4.2) leads to the following variance-covariance equations

$$
\operatorname{COV}\left(\begin{array}{ccccccc}
\left(x_{i 1}, x_{i 1}\right) & \left(x_{i 2}, x_{i 1}\right) & \cdots & \left(x_{i k}, x_{i 1}\right) & \left(z_{i 1}, x_{i 1}\right) & \cdots & \left(z_{i k}, x_{i 1}\right)  \tag{M.1}\\
\left(x_{i 1}, x_{i 2}\right) & \left(x_{i 2}, x_{i 2}\right) & \cdots & \left(x_{i k}, x_{i 2}\right) & \left(z_{i 1}, x_{i 2}\right) & \cdots & \left(z_{i k}, x_{i 2}\right) \\
\vdots & \vdots & \cdots & \vdots & \vdots & \cdots & \vdots \\
\left(x_{i 1}, z_{i k}\right) & \left(x_{i 2}, z_{i k}\right) & \cdots & \left(x_{i k}, z_{i k}\right) & \left(z_{i 1}, z_{i k}\right) & \cdots & \left(z_{i k}, z_{i k}\right)
\end{array}\right)\left(\begin{array}{c}
\alpha_{1} \\
\alpha_{2} \\
\vdots \\
\alpha_{k} \\
\delta_{1} \\
\vdots \\
\delta_{k}
\end{array}\right)=\operatorname{Cov}\left(\begin{array}{c}
\left(y_{i}, x_{i 1}\right) \\
\left(y_{i}, x_{i 2}\right) \\
\vdots \\
\left(y_{i}, x_{i k}\right) \\
\left(y_{i}, z_{i 1}\right) \\
\vdots \\
\left(y_{i}, z_{i k}\right)
\end{array}\right)
$$

In a similar way as Appendix A, Fan and Xiong (2002), the following expectations, variance and covariances can be derived accordingly: $E x_{i j}=0, E z_{i j}=0$, $E\left(x_{i j}^{2}\right)=\operatorname{Cov}\left(x_{i j}, x_{i j}\right)=2 P_{M_{j}} P_{m_{j}}, E\left(z_{i j}^{2}\right)=\operatorname{Cov}\left(z_{i j}, z_{i j}\right)=P_{M_{j}}^{2} P_{m_{j}}^{2}, E\left(x_{i j} x_{i l}\right)=$ $\operatorname{Cov}\left(x_{i j}, x_{i l}\right)=2 D_{M_{j} M_{l}}, E\left(z_{i j} z_{i l}\right)=\operatorname{Cov}\left(z_{i j}, z_{i l}\right)=D_{M_{j} M_{l}}^{2}, E\left(x_{i j} z_{i l}\right)=\operatorname{Cov}\left(x_{i j}, z_{i l}\right)=$ $0, \operatorname{Cov}\left(y_{i}, x_{i j}\right)=E\left(y_{i} x_{i j}\right)=2 D_{M_{j} Q} \alpha_{Q}, \operatorname{Cov}\left(y_{i}, z_{i j}\right)=E\left(y_{i} z_{i j}\right)=D_{M_{j} Q}^{2} \delta_{Q}$ for $j, l=1, \cdots, k, j \neq l$. Plugging the above quantities into (M.1) gives

$$
\left(\begin{array}{ccccccc}
2 P_{M_{1}} P_{m_{1}} & 2 D_{M_{1} M_{2}} & \cdots & 2 D_{M_{1} M_{k}} & 0 & \cdots & 0 \\
\vdots & \vdots & \cdots & \vdots & \vdots & \cdots & \vdots \\
2 D_{M_{1} M_{k}} & 2 D_{M_{2} M_{k}} & \cdots & 2 P_{M_{k}} P_{m_{k}} & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & P_{M_{1}}^{2} P_{m_{1}}^{2} & \cdots & D_{M_{1} M_{k}}^{2} \\
\vdots & \vdots & \cdots & \vdots & \vdots & \cdots & \vdots \\
0 & 0 & \cdots & 0 & D_{M_{1} M_{k}}^{2} & \cdots & P_{M_{k}}^{2} P_{m_{k}}^{2}
\end{array}\right)\left(\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{k} \\
\delta_{1} \\
\vdots \\
\delta_{k}
\end{array}\right)=\left(\begin{array}{c}
2 D_{M_{1} Q} \alpha_{Q} \\
\vdots \\
2 D_{M_{k} Q^{2}} \alpha_{Q} \\
D_{M_{1} Q}^{2} \delta_{Q} \\
\vdots \\
D_{M_{k} Q}^{2} \delta_{Q}
\end{array}\right)
$$

Therefore, the coefficients of (4.3) are being derived.

## APPENDIX N

To simplify notations, we omit subscripts $i j$ from $\pi_{i j Q}, \pi_{i j M_{1}}, \cdots, \pi_{i j M_{k}}, \Delta_{i j M_{1}}, \cdots, \Delta_{i j M_{k}}$ in the appendices B and C. Taking variance-covariance among $\pi_{Q}, \pi_{M_{j}}, y_{i}$ of equation (4.4) leads to
$\operatorname{Cov}\left(\begin{array}{cccc}\left(\pi_{M_{1}}, \pi_{M_{1}}\right) & \left(\pi_{M_{1}}, \pi_{M_{2}}\right) & \cdots & \left(\pi_{M_{1}}, \pi_{M_{k}}\right) \\ \left(\pi_{M_{1}}, \pi_{M_{2}}\right) & \left(\pi_{M_{2}}, \pi_{M_{2}}\right) & \cdots & \left(\pi_{M_{2}}, \pi_{M_{k}}\right) \\ \vdots & \vdots & \vdots & \vdots \\ \left(\pi_{M_{1}}, \pi_{M_{k}}\right) & \left(\pi_{M_{2}}, \pi_{M_{k}}\right) & \cdots & \left(\pi_{M_{k}}, \pi_{M_{k}}\right)\end{array}\right)\left(\begin{array}{c}\beta_{\pi M_{1}} \\ \beta_{\pi M_{2}} \\ \vdots \\ \beta_{\pi M_{k}}\end{array}\right)=\operatorname{Cov}\left(\begin{array}{c}\left(\pi_{Q}, \pi_{M_{1}}\right) \\ \left(\pi_{Q}, \pi_{M_{2}}\right) \\ \vdots \\ \left(\pi_{Q}, \pi_{M_{k}}\right)\end{array}\right)$
From Elston and Keats (1985) and Almasy and Blangero (1998), we have the following

$$
\begin{aligned}
\operatorname{Cov}\left(\pi_{M_{i}}, \pi_{M_{i}}\right) & =1 / 8, i=1, \cdots, k, \\
\operatorname{Cov}\left(\pi_{M_{i}}, \pi_{M_{j}}\right) & =\left(1-2 \theta_{M_{i} M_{j}}\right)^{2} / 8, i \neq j=1, \cdots, k, \\
\operatorname{Cov}\left(\pi_{Q}, \pi_{M_{i}}\right) & =\left(1-2 \theta_{M_{i} Q}\right)^{2} / 8, i=1, \cdots, k
\end{aligned}
$$

Plugging above quantities into equation(N.1) gives

$$
\frac{1}{8}\left(\begin{array}{cccc}
1 & \left(1-2 \theta_{M_{1} M_{2}}\right)^{2} & \cdots & \left(1-2 \theta_{M_{1} M_{k}}\right)^{2} \\
\left(1-2 \theta_{M_{1} M_{2}}\right)^{2} & 1 & \cdots & \left(1-2 \theta_{M_{2} M_{k}}\right)^{2} \\
\vdots & \vdots & \vdots & \vdots \\
\left(1-2 \theta_{M_{1} M_{k}}\right)^{2} & \left(1-2 \theta_{M_{2} M_{k}}\right)^{2} & \cdots & 1
\end{array}\right)\left(\begin{array}{c}
\beta_{\pi M_{1}} \\
\beta_{\pi M_{2}} \\
\vdots \\
\beta_{\pi M_{k}}
\end{array}\right)=\frac{1}{8}\left(\begin{array}{c}
\left(1-2 \theta_{M_{1} Q}\right)^{2} \\
\left(1-2 \theta_{M_{2} Q}\right)^{2} \\
\vdots \\
\left(1-2 \theta_{M_{k} Q}\right)^{2}
\end{array}\right)
$$

which leads to

$$
\left(\begin{array}{c}
\beta_{\pi M_{1}} \\
\beta_{\pi M_{2}} \\
\vdots \\
\beta_{\pi M_{k}}
\end{array}\right)=\left(\begin{array}{cccc}
1 & \left(1-2 \theta_{M_{1} M_{2}}\right)^{2} & \cdots & \left(1-2 \theta_{M_{1} M_{k}}\right)^{2} \\
\left(1-2 \theta_{M_{1} M_{2}}\right)^{2} & 1 & \cdots & \left(1-2 \theta_{M_{2} M_{k}}\right)^{2} \\
\vdots & \vdots & \vdots & \vdots \\
\left(1-2 \theta_{M_{1} M_{k}}\right)^{2} & \left(1-2 \theta_{M_{2} M_{k}}\right)^{2} & \cdots & 1
\end{array}\right)^{-1}\left(\begin{array}{c}
\left(1-2 \theta_{M_{1} Q} Q\right)^{2} \\
\left(1-2 \theta_{M_{2} Q}\right)^{2} \\
\vdots \\
\left(1-2 \theta_{M_{k} Q} Q\right)^{2}
\end{array}\right) .
$$

## APPENDIX O

Taking variance-covariance among $\Delta_{Q}, \pi_{M_{j}}, \Delta_{M_{l}}$ of equation (4.5) leads to

$$
\begin{align*}
& \operatorname{Cov}\left(\begin{array}{cccccc}
\left(\pi_{M_{1}}, \pi_{M_{1}}\right) & \cdots & \left(\pi_{M_{k}}, \pi_{M_{1}}\right) & \left(\Delta_{M_{1}}, \pi_{M_{1}}\right) & \cdots & \left(\Delta_{M_{k}}, \pi_{M_{1}}\right) \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\left(\pi_{M_{1}}, \pi_{M_{k}}\right) & \cdots & \left(\pi_{M_{k}}, \pi_{M_{k}}\right) & \left(\Delta_{M_{1}}, \pi_{M_{k}}\right) & \cdots & \left(\Delta_{M_{k}}, \pi_{M_{k}}\right) \\
\left(\pi_{M_{1}}, \Delta_{M_{1}}\right) & \cdots & \left(\pi_{M_{k}}, \Delta_{M_{1}}\right) & \left(\Delta_{M_{1}}, \Delta_{M_{1}}\right) & \cdots & \left(\Delta_{M_{k}}, \Delta_{M_{1}}\right) \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\left(\pi_{M_{1}}, \Delta_{M_{k}}\right) & \cdots & \left(\pi_{M_{k}}, \Delta_{M_{k}}\right) & \left(\Delta_{M_{1}}, \Delta_{M_{k}}\right) & \cdots & \left(\Delta_{M_{k}}, \Delta_{M_{k}}\right)
\end{array}\right)\left(\begin{array}{c}
\beta_{M_{1}} \\
\vdots \\
\beta_{M_{k}} \\
r_{M_{1}} \\
\vdots \\
r_{M_{k}}
\end{array}\right) \\
& =\operatorname{Cov}\left(\begin{array}{c}
\left(\Delta_{Q}, \pi_{M_{1}}\right) \\
\vdots \\
\left(\Delta_{Q}, \pi_{M_{k}}\right) \\
\left(\Delta_{Q}, \Delta_{M_{1}}\right) \\
\vdots \\
\left(\Delta_{Q}, \Delta_{M_{k}}\right)
\end{array}\right) . \tag{O.1}
\end{align*}
$$

As in Appendix N, the following covariances are from Elston and Keats (1985), Almasy and Blangero (1998) and Fan and Jung (2003)

$$
\begin{aligned}
\operatorname{Cov}\left(\Delta_{M_{i}}, \pi_{M_{i}}\right) & =1 / 8, i=1, \cdots, k \\
\operatorname{Cov}\left(\Delta_{M_{i}}, \pi_{M_{j}}\right) & =\operatorname{Cov}\left(\Delta_{M_{j}}, \pi_{M_{i}}\right)=\left(1-2 \theta_{M_{i} M_{j}}\right)^{2} / 8, i, j=1, \cdots, k, i \neq j \\
\operatorname{Cov}\left(\Delta_{M_{i}}, \Delta_{M_{i}}\right) & =\frac{3}{16}, i=1, \cdots, k \\
\operatorname{Cov}\left(\Delta_{M_{i}}, \Delta_{M_{j}}\right) & =\frac{3}{16} \rho\left(\Delta_{M_{i}}, \Delta_{M_{j}}\right), i, j=1, \cdots, k, i \neq j \\
\operatorname{Cov}\left(\Delta_{Q}, \pi_{M_{i}}\right) & =\left(1-2 \theta_{M_{i} Q}\right)^{2} / 8, i=1, \cdots, k \\
\operatorname{Cov}\left(\Delta_{Q}, \Delta_{M_{i}}\right) & =\frac{3}{16} \rho\left(\Delta_{Q}, \Delta_{M_{i}}\right), i=1, \cdots, k,
\end{aligned}
$$

where $\rho\left(\Delta_{1}, \Delta_{2}\right)=1-\frac{16}{3} \theta_{i j}+\frac{32}{3} \theta_{i j}^{2}-\frac{32}{3} \theta_{i j}^{3}+\frac{16}{3} \theta_{i j}^{4}$. Plugging the above results into the equation (O.1), we have a sub-matrix block equation

$$
\left(\begin{array}{cc}
A & A \\
A & B
\end{array}\right)\left(\begin{array}{c}
\beta_{M_{1}} \\
\vdots \\
\beta_{M_{k}} \\
r_{M_{1}} \\
\vdots \\
r_{M_{k}}
\end{array}\right)=\left(\begin{array}{c}
\left(1-2 \theta_{M_{1} Q}\right)^{2} \\
\vdots \\
\left(1-2 \theta_{M_{k} Q}\right)^{2} \\
3 \rho\left(\Delta_{M_{i}}, \Delta_{Q}\right) / 2 \\
\vdots \\
3 \rho\left(\Delta_{M_{k}}, \Delta_{Q}\right) / 2
\end{array}\right)
$$

where

$$
\begin{aligned}
A & =\left(\begin{array}{cccc}
1 & \left(1-2 \theta_{M_{1} M_{2}}\right)^{2} & \cdots & \left(1-2 \theta_{M_{1} M_{k}}\right)^{2} \\
\left(1-2 \theta_{M_{1} M_{2}}\right)^{2} & 1 & \cdots & \left(1-2 \theta_{M_{2} M_{k}}\right)^{2} \\
\vdots & \vdots & \vdots & \vdots \\
\left(1-2 \theta_{M_{1} M_{k}}\right)^{2} & \left(1-2 \theta_{M_{2} M_{k}}\right)^{2} & \cdots & 1
\end{array}\right), \\
B & =\frac{3}{2}\left(\begin{array}{cccc}
1 & \rho\left(\Delta_{M_{1}}, \Delta_{M_{2}}\right) & \cdots & \rho\left(\Delta_{M_{1}}, \Delta_{M_{k}}\right) \\
\rho\left(\Delta_{M_{1}}, \Delta_{M_{2}}\right) & 1 & \cdots & \rho\left(\Delta_{M_{2},}, \Delta_{M_{k}}\right) \\
\vdots & \vdots & \vdots & \vdots \\
\rho\left(\Delta_{M_{1}}, \Delta_{M_{k}}\right) & \rho\left(\Delta_{M_{2}}, \Delta_{M_{k}}\right) & \cdots & 1
\end{array}\right) .
\end{aligned}
$$

Therefore, we have from Harville (1997) that

$$
\left(\begin{array}{c}
\beta_{M_{1}} \\
\vdots \\
\beta_{M_{k}} \\
r_{M_{1}} \\
\vdots \\
r_{M_{k}}
\end{array}\right)=\left(\begin{array}{cc}
A & A \\
A & B
\end{array}\right)^{-1}\left(\begin{array}{c}
\left(1-2 \theta_{M_{1} Q}\right)^{2} \\
\vdots \\
\left(1-2 \theta_{M_{k} Q}\right)^{2} \\
3 \rho\left(\Delta_{M_{i}}, \Delta_{Q}\right) / 2 \\
\vdots \\
3 \rho\left(\Delta_{M_{k}}, \Delta_{Q}\right) / 2
\end{array}\right)
$$

$$
=\left(\begin{array}{cc}
A^{-1}+(B-A)^{-1} & -(B-A)^{-1} \\
-(B-A)^{-1} & (B-A)^{-1}
\end{array}\right)\left(\begin{array}{c}
\left(1-2 \theta_{M_{1} Q}\right)^{2} \\
\vdots \\
\left(1-2 \theta_{M_{k} Q}\right)^{2} \\
3 \rho\left(\Delta_{M_{i}}, \Delta_{Q}\right) / 2 \\
\vdots \\
3 \rho\left(\Delta_{M_{k}}, \Delta_{Q}\right) / 2
\end{array}\right) .
$$

The equation $3 \rho\left(\Delta_{i}, \Delta_{j}\right) / 2-\left(1-2 \theta_{i j}\right)^{2}=\left(1-8 \theta_{i j}+24 \theta_{i j}^{2}-32 \theta_{i j}^{3}+16 \theta_{i j}^{4}\right) / 2=$ $\left(1-2 \theta_{i j}\right)^{4} / 2$ leads to

$$
\begin{aligned}
\left(\begin{array}{c}
r_{M_{1}} \\
r_{M_{2}} \\
\vdots \\
r_{M_{k}}
\end{array}\right) & =(B-A)^{-1}\left(\begin{array}{c}
3 \rho\left(\Delta_{M_{1}}, \Delta_{Q}\right) / 2-\left(1-2 \theta_{M_{1} Q}\right)^{2} \\
3 \rho\left(\Delta_{M_{2}}, \Delta_{Q}\right) / 2-\left(1-2 \theta_{M_{2} Q}\right)^{2} \\
\vdots \\
3 \rho\left(\Delta_{M_{k}}, \Delta_{Q}\right) / 2-\left(1-2 \theta_{M_{k} Q}\right)^{2}
\end{array}\right) \\
& =\left(\begin{array}{cccc}
1 & \left(1-2 \theta_{M_{1} M_{2}}\right)^{4} & \cdots & \left(1-2 \theta_{M_{1} M_{k}}\right)^{4} \\
\left(1-2 \theta_{M_{1} M_{2}}\right)^{4} & 1 & \cdots & \left(1-2 \theta_{M_{2} M_{k}}\right)^{4} \\
\vdots & \vdots & \vdots & \vdots \\
\left(1-2 \theta_{M_{1} M_{k}}\right)^{4} & \left(1-2 \theta_{M_{2} M_{k}}\right)^{4} \\
1 & \ldots & 1
\end{array}\right)\left(\begin{array}{c}
\left(1-2 \theta_{M_{1} Q}\right)^{4} \\
\left(1-2 \theta_{M_{2} Q}\right)^{4} \\
\vdots \\
\left(1-2 \theta_{M_{k} Q}\right)^{4}
\end{array}\right)
\end{aligned} .
$$

Moreover, we have

$$
\begin{aligned}
\left(\begin{array}{c}
\beta_{M_{1}} \\
\beta_{M_{2}} \\
\vdots \\
\beta_{M_{k}}
\end{array}\right) & =A^{-1}\left(\begin{array}{c}
\left(1-2 \theta_{M_{1} Q}\right)^{2} \\
\left(1-2 \theta_{M_{2} Q}\right)^{2} \\
\vdots \\
\left(1-2 \theta_{M_{k} Q}\right)^{2}
\end{array}\right)-(B-A)^{-1}\left(\begin{array}{c}
3 \rho\left(\Delta_{M_{1}}, \Delta_{Q}\right) / 2-\left(1-2 \theta_{M_{1} Q}\right)^{2} \\
3 \rho\left(\Delta_{M_{2}}, \Delta_{Q}\right) / 2-\left(1-2 \theta_{M_{2} Q}\right)^{2} \\
\vdots \\
3 \rho\left(\Delta_{M_{k}}, \Delta_{Q}\right) / 2-\left(1-2 \theta_{M_{k} Q}\right)^{2}
\end{array}\right) \\
& =\left(\begin{array}{c}
\beta_{\pi M_{1}} \\
\beta_{\pi M_{2}} \\
\vdots \\
\beta_{\pi M_{k}}
\end{array}\right)-\left(\begin{array}{c}
r_{M_{1}} \\
r_{M_{2}} \\
\vdots \\
r_{M_{k}}
\end{array}\right) .
\end{aligned}
$$

## APPENDIX P

To derive $a_{1}, a_{2}, a_{3}$ in approximation (4.6), we assume three sub-samples of a population: $n$ individuals, $m$ trio families each has both parents and a single child, and $s$ nuclear families each has both parents and two offspring.
(a) For each $y_{i}$ of the $n$ individuals, $\Sigma_{i}=\sigma^{2}$ and $X_{i}=\left(1, x_{i 1}, \cdots, x_{i k}, z_{i 1}, \cdots, z_{i k}\right), i=$ $1, \cdots, n$. When the sample size $n$ of individuals is large, the large number law leads to

$$
\begin{aligned}
\frac{1}{n} X^{t} X & =\frac{1}{n} \sum_{i=1}^{n}\left(\begin{array}{cccccccc}
n & x_{i 1} & x_{i 2} & \cdots & x_{i k} & z_{i 1} & \cdots & z_{i k} \\
x_{i 1} & x_{i 1}^{2} & x_{i 2} x_{i 1} & \cdots & x_{i k} x_{i 1} & z_{i 1} x_{i 1} & \cdots & z_{i k} x_{i 1} \\
x_{i 2} & x_{i 1} x_{i 2} & x_{i 2}^{2} & \cdots & x_{i k} x_{i 2} & z_{i 1} x_{i 2} & \cdots & z_{i k} x_{i 2} \\
\vdots & \vdots & \vdots & \cdots & \vdots & \vdots & \cdots & \vdots \\
z_{i k} & x_{i 1} z_{i k} & x_{i 2} z_{i k} & \cdots & x_{i k} z_{i k} & z_{i 1} z_{i k} & \cdots & z_{i k}^{2}
\end{array}\right) \\
& \approx\left(\begin{array}{cccccccc}
1 & E x_{i 1} & E x_{i 2} & \cdots & E x_{i k} & E z_{i 1} & \cdots & E z_{i k} \\
E x_{i 1} & E x_{i 1}^{2} & E x_{i 2} x_{i 1} & \cdots & E x_{i k} x_{i 1} & E z_{i 1} x_{i 1} & \cdots & E z_{i k} x_{i 1} \\
E x_{i 2} & E x_{i 1} x_{i 2} & E x_{i 2}^{2} & \cdots & E x_{i k} x_{i 2} & E z_{i 1} x_{i 2} & \cdots & E z_{i k} x_{i 2} \\
\vdots & \vdots & \vdots & \cdots & \vdots & \vdots & \cdots & \vdots \\
E z_{i k} & E x_{i 1} z_{i k} & E x_{i 2} z_{i k} & \cdots & E x_{i k} z_{i k} & E z_{i 1} z_{i k} & \cdots & E z_{i k}^{2}
\end{array}\right) \\
& \left.=\operatorname{diag(1,V_{A},V_{D}).} \begin{array}{lllllll} 
& &
\end{array}\right]
\end{aligned}
$$

Therefore, we have the following approximation

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} X_{i}^{\tau} \Sigma_{i}^{-1} X_{i}=\frac{1}{n \sigma^{2}} \sum_{i=1}^{n} X_{i}^{\tau} X_{i} \approx \frac{1}{\sigma^{2}} \operatorname{diag}\left(1, V_{A}, V_{D}\right), \tag{P.1}
\end{equation*}
$$

where $V_{A}$ and $V_{D}$ are additive and dominant variance-covariance matrices defined by (??).
(b) For $i$-th trio family, let $\left(y_{f i}, y_{m i}, y_{i 1}\right)^{\tau}$ be the trait values, and $X_{i}=\left(X_{f i}, X_{m i}, X_{i 1}\right)^{\tau}$ be the related model matrix, $i=n+1, \cdots, n+m$. In the same way as Appendix A of Fan and Xiong (2003), the covariance matrix between parents and their offspring can be shown to be

$$
\mathrm{E} X_{f i}^{\tau} X_{i 1}=\mathrm{E} X_{m i}^{\tau} X_{i 1}=\left(\begin{array}{cc}
V_{A} / 2 & O_{k}  \tag{P.2}\\
O_{k} & O_{k}
\end{array}\right)
$$

where $O_{k}$ is zero $k \times k$ matrix. For each of the $m$ trio families, the variancecovariance matrix $\Sigma_{i}=\sigma^{2}\left(\begin{array}{ccc}1 & 0 & \rho_{0} \\ 0 & 1 & \rho_{0} \\ \rho_{0} & \rho_{0} & 1\end{array}\right)$. The inverse matrix of $\Sigma_{i}$ is $\Sigma_{i}^{-1}=$ $\frac{1}{\left(1-2 \rho_{0}^{2}\right) \sigma^{2}}\left(\begin{array}{ccc}1-\rho_{0}^{2} & \rho_{0}^{2} & -\rho_{0} \\ \rho_{0}^{2} & 1-\rho_{0}^{2} & -\rho_{0} \\ -\rho_{0} & -\rho_{0} & 1\end{array}\right)$. By above formulae, we can show the following $\frac{1}{m} \sum_{i=n+1}^{n+m} X_{i}^{\tau} \Sigma_{i}^{-1} X_{i} \approx \frac{2}{\left(1-2 \rho_{0}^{2}\right) \sigma^{2}}\left(\begin{array}{ccc}3-4 \rho_{0} & 0 & 0 \\ 0 & \left(3-2 \rho_{0}-2 \rho_{0}^{2}\right) V_{A} & 0 \\ 0 & 0 & \left(3-2 \rho_{0}^{2}\right) V_{D}\end{array}\right)(\mathrm{P}$
(c) For the $i$-th family which composes of both parents and two offspring, let $\left(y_{f i}, y_{m i}, y_{i 1}, y_{i 2}\right)^{\tau}$ be the trait values, and $X_{i}=\left(X_{f i}, X_{m i}, X_{i 1}, X_{i 2}\right)^{\tau}$ be the related model matrix, $i=n+m+1, \cdots, n+m+s$. In the same way as Appendix C of Fan and Xiong (2003), it can be shown that

$$
\mathrm{E} X_{i 1}^{\tau} X_{i 2}=\left(\begin{array}{cc}
V_{A} / 2 & O_{k}  \tag{P.4}\\
O_{k} & V_{D} / 4
\end{array}\right)
$$

For each of the $s$ families, the inverse variance-covariance matrix

$$
\Sigma_{i}^{-1}=\frac{1}{\sigma^{2}}\left(\begin{array}{cccc}
1+2 \rho_{0} C & 2 \rho_{0} C & -C & -C  \tag{P.5}\\
2 \rho_{0} C & 1+2 \rho_{0} C & -C & -C \\
-C & -C & \frac{C\left(1-2 \rho_{0}^{2}\right)}{\rho_{0}\left(1-\rho_{12}\right)} & -\frac{C\left(\rho_{1} 2-2 \rho_{0}^{2}\right)}{\rho_{0}\left(1-\rho_{12}\right)} \\
-C & -C & -\frac{C\left(\rho_{1} 2-2 \rho_{0}^{2}\right)}{\rho_{0}\left(1-\rho_{12}\right)} & \frac{C\left(1-2 \rho_{0}^{2}\right)}{\rho_{0}\left(1-\rho_{12}\right)}
\end{array}\right)
$$

where $C=\rho_{0}\left(1-\rho_{12}\right) /\left[\left(1-2 \rho_{0}^{2}\right)^{2}-\left(\rho_{12}-2 \rho_{0}^{2}\right)^{2}\right]$. Using (P.2), (P.4) and (P.5), we can show

$$
\begin{equation*}
\frac{1}{s} \sum_{i=n+m+1}^{n+m+s} X_{i}^{\tau} \Sigma_{i}^{-1} X_{i} \approx \operatorname{diag}\left(d_{11}, d_{22} V_{A}, d_{44} V_{D}\right) \tag{P.6}
\end{equation*}
$$

where the constants are given by $d_{11}=2\left[1+4 C \rho_{0}-4 C+C / \rho_{0}\right], d_{22}=2+4 C\left(\rho_{0}-1\right)+$ $C\left(2-\rho_{12}-2 \rho_{0}^{2}\right) /\left[\rho_{0}\left(1-\rho_{12}\right)\right], d_{44}=2\left(1+2 C \rho_{0}\right)+C\left[4\left(1-2 \rho_{0}^{2}\right)-\left(\rho_{12}-2 \rho_{0}^{2}\right)\right] /\left[2 \rho_{0}\left(1-\rho_{12}\right)\right]$. Combining the $n$ individuals, $m$ trio families, and $s$ families with two offspring, the equations (P.1), (P.3) and (P.6) lead to $\sum_{i=1}^{n+m+s} X_{i}^{\tau} \Sigma_{i}^{-1} X_{i} \approx \operatorname{diag}\left(a_{1}, a_{2} V_{A}, a_{3} V_{D}\right) / \sigma^{2}$, where

$$
\begin{align*}
& a_{1}=n+m\left(1-2 \rho_{0}^{2}\right)^{-1}\left(3-4 \rho_{0}\right)+s d_{11}, \\
& a_{2}=n+m\left(1-2 \rho_{0}^{2}\right)^{-1}\left(3-2 \rho_{0}-2 \rho_{0}^{2}\right)+s d_{22},  \tag{P.7}\\
& a_{3}=n+m\left(1-2 \rho_{0}^{2}\right)^{-1}\left(3-2 \rho_{0}^{2}\right)+s d_{44} .
\end{align*}
$$

## APPENDIX Q

Using (P.2) and (P.4), we can show approximation (4.7). The constants $b_{1}$ and $b_{2}$ are given by

$$
\begin{align*}
& b_{1}=\sum_{j=1}^{l+2} \gamma_{j j}+\left(\gamma_{13}+\cdots+\gamma_{1, l+2}\right)+\left(\gamma_{23}+\cdots+\gamma_{2, l+2}\right)+\sum_{h=3}^{l+2} \sum_{j=h+1}^{l+2} \gamma_{h j}, \\
& b_{2}=\sum_{j=1}^{l+2} \gamma_{j j}+\sum_{h=3}^{l+2} \sum_{j=h+1}^{l+2} \gamma_{h j} / 2 . \tag{Q.1}
\end{align*}
$$
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