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“ Do not you see that the heavens and the Earth were
meshed together then We ripped them apart?
And then We made of water everything living.”
[Quran 21.30]

“And We sent down from the sky water (rain) in measure,
and We gave it lodging in the earth, and verily,
We are Able to take it away.”
[Quran 23:18]
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Abstract

Waters from various sources meet at the interface between streams and ground-
water. Due to their different origins, these waters often have contrasting chemical
signatures and therefore mixing of water at the interface may lead to significant
changes in both surface and subsurface water quality. The riparian zone adjacent
to the stream serves as transition region between groundwater and stream water,
where complex water and solute mixing and transport processes occur. Predicting
the direction and the magnitude of solute exchanges and the extent of transfor-
mations within the riparian zone is challenging due to the varying hydrologic and
chemical conditions as well as heterogeneous morphological features which result
in complex, three-dimensional flow patterns.

The direction of water flow and solute transport in the riparian zone typically varies
over time as a result of fluctuating stream water and groundwater levels. Particu-
larly, increasing groundwater levels can mobilize solutes from the unsaturated zone
which can be subsequently transported into the stream. Such complex, spatially
and temporally varying processes are hard to capture with field observations alone
and therefore modeling approaches are required to predict the system behavior as
well as to understand the role of individual factors.

In this thesis, we investigate the inter-connectivity of streams and adjacent riparian
zones in the context of water and solute exchanges both laterally for bank storage
and longitudinally for hyporheic flow through meander bends. Using numerical
modeling, the transient effect of stream flow events on solute transport and trans-
formation within the initially unsaturated part of stream banks and meander bends
have been simulated using a systematic set of hydrological, chemical and morpho-
logical scenarios.

A two dimensional variably saturated media groundwater modeling set up was
used to explore solute dynamics during bank flows. We simulated exchanges be-
tween stream and adjacent riparian zone driven by stream stage fluctuations dur-
ing stream discharge events. To elucidate the effect of magnitude and duration of
discharge events, we developed a number of single discharge event scenarios with
systematically varying peak heights and event duration. The dominant solute layer
was represented by applying high solute concentration in upper unsaturated ripar-
ian zone profile. Simulated results show that bank flows generated by high stream
flow events can trigger solute mobilization in near stream riparian soils and sub-
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sequently export significant amounts of solutes into the stream. The timing and
amount of solute export is linked to the shape of the discharge event. Higher peaks
and increased duration significantly enhance solute export, however, peak height is
found to be the dominant control for overall lateral mass export. The mobilized so-
lutes are transported towards the stream in two stages (1) by return flow of stream
water that was stored in the riparian zone during the event and (2) by vertical move-
ment to the groundwater under gravity drainage from the unsaturated parts of the
riparian zone, which lasts for significantly longer time (> 400 days) resulting in a
theoretically long tailing of bank outflows and solute mass outfluxes. Our bank
flow simulations demonstrate that strong stream discharge events are likely to mo-
bilize and export significant quantity of solutes from near stream riparian zones
into the stream. Furthermore, the impact of short-term stream discharge variations
on solute exchange may sustain for long times after the flow event.

Meanders are prominent morphological features of stream systems which exhibit
unique hydrodynamics. The water surface elevation difference across the inner
bank of a meander induces lateral hyporheic exchange flow through the intra-
meander region, leading to solute transport and reactions within intra-meander re-
gion. We examine the impact of different meander geometries on the intra-meander
hyporheic flow field and solute mobilization under both steady-state and transient
flow conditions. In order to explore the impact of meander morphology on intra-
meander flow, a number of theoretical meander shape scenarios, representing var-
ious meander evolution stages, ranging from a typical initial to advanced stage
(near cut off ) meander were developed. Three dimensional steady-state numerical
groundwater flow simulations including the unsaturated zone were performed for
the intra-meander region for all meander scenarios. The meandering stream was
implemented in the model by adjusting the top layers of the modeling domain to
the streambed elevation. Residence times for the intra-meander region were com-
puted by advective particle tracking across the inner bank of meander. Selected
steady state cases were extended to transient flow simulations to evaluate the im-
pact of stream discharge events on the temporal behavior of the water exchange and
solute transport in the intra-meander region. Transient hydraulic heads obtained
from the surface water model were applied as transient head boundary conditions
to the streambed cells of the groundwater model. Similar to the bank storage case, a
high concentration of solute (carbon source) representing the dominant solute layer
in the riparian profile was added in the unsaturated zone to evaluate the effect of
stream flow event on mobilization and transport from the unsaturated part of intra-
meander region. Additionally, potential chemical reactions of aerobic respiration
by the entry of oxygen rich surface water into subsurface as well denitrification due
to stream and groundwater borne nitrates were also simulated. The results indicate
that intra-meander mean residence times ranging from 18 to 61 days are influenced
by meander geometry, as well as the size of the intra-meander area. We found that,
intra-meander hydraulic gradient is the major control of RTs. In general, larger
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intra-meander areas lead to longer flow paths and higher mean intra-meander resi-
dence times (MRTs), whereas increased meander sinuosity results in shorter MRTs.
The vertical extent of hyporheic flow paths generally decreases with increasing sin-
uosity. Transient modeling of hyporheic flow through meanders reveals that large
stream flow events mobilize solutes from the unsaturated portion of intra-meander
region leading to consequent transport into the stream via hyporheic flow. Advec-
tive solute transport dominates during the flow event; however significant amount
of carbon is also consumed by aerobic respiration and denitrification. These re-
actions continue after the flow events depending upon the availability of carbon
source. The thesis demonstrates that bank flows and intra-meander hyporheic ex-
change flows trigger solute mobilization from the dominant solute source layers in
the RZ. Stream flow events driven water table fluctuations in the stream bank and
in the intra-meander region transport substantial amount of solutes from the un-
saturated RZ into the stream and therefore have significant potential to alter stream
water quality.
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Zusammenfassung

An der Schnittstelle zwischen Grund- und Oberflächenwasser vermischen sich
Wässer aus verschiedenen Quellen. Aufgrund ihrer unterschiedlichen Herkunft
weisen diese oft gegensätzliche chemische Signaturen auf, so dass der Aus-
tausch zwischen Grund- und Oberflächenwasser zu erheblichen Veränderungen
der Wasserqualität beider Wasserkörper führen kann. Die Uferzone ist der
Übergangsbereich zwischen Grund- und Oberflächenwasser, indem die Mischungs-
und Transportprozesse vorwiegend ablaufen. Aufgrund der unterschiedlichen
hydrologischen und chemischen Bedingungen sowie der heterogenen morpho-
logischen Merkmale, die zu komplexen, dreidimensionalen Strömungsmustern
führen, ist die Vorhersage der Richtung und der Stärke des Austauschs von Wasser
und gelösten Stoffen in der Uferzone schwierig. Die Richtung des Wasserflusses
und damit des Stofftransports in der Uferzone variiert typischerweise auch mit
der Zeit aufgrund schwankender Fluss- und Grundwasserstände. Insbesondere
steigende Grundwasserspiegel können gelöste Stoffe aus der ungesättigten Zone
mobilisieren, die anschließend in Richtung Fluss transportiert werden können.
Solche räumlich und zeitlich variierenden Prozesse sind allein mit Feldbeob-
achtungen schwer zu erfassen, daher bieten sich Modellierungsansätze an, um
das Systemverhalten vorherzusagen und die Rolle der einzelnen Faktoren zu
verstehen. In dieser Arbeit untersuchen wir den Wasser- und Stoffaustausch
sowohl lateral als Interkonnektivität zwischen Fluss und Uferzone als auch
longitudinal entlang von Mäanderbiegungen. Mittels numerischer Modellierung
wurden transiente Effekte von Abflussereignissen auf Transport und Reaktion
von gelösten Stoffen einschließlich des ursprünglich ungesättigten Teils von
Uferzone und Mäanderbiegungen für verschiedene hydrologische, chemische
und morphologische Szenarien untersucht. Für die Modellierung der Uferzone
wurde ein zweidimensionales, variabel gesättigtes Grundwassermodell verwendet,
um die Dynamik der gelösten Stoffe zu untersuchen. Der simulierte Wasser-
und Stoffaustausch zwischen Fluss und der angrenzenden Uferzone wird durch
Schwankungen der Wasserstände während der Abflussereignisse angetrieben. Um
die Auswirkungen von Höhe und Dauer der Abflussereignisse systematisch zu
untersuchen, wurden eine Reihe von Einzelereignisszenarien mit systematisch
unterschiedlichen Spitzenhöhen und -dauer verwendet. Um die Mobilisierung von
gelösten Stoffen aus dem Uferbereich im Modell abzubilden, wurde eine Schicht
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mit hoher Konzentration in der ungesättigten Zone implementiert. Die Ergebnisse
zeigen, dass Ereignisse mit hohem Durchfluss eine Mobilisierung von gelösten
Stoffen in der Uferzone bewirken, die anschließend bei fallenden Wasserständen
und umgekehrten hydraulischen Gradienten in den Fluss transportiert werden.
Der Zeitpunkt und die Menge des Exports von gelösten Stoffen hängt von der Form
des Abflussereignisses ab. Höhere Abflussspitzen und eine längere Dauer erhöhen
den Export von gelösten Stoffen erheblich, jedoch ist die Höhe der Abflussspitze die
Hauptkontrollgröße für den gesamten lateralen Massenexport. Die mobilisierten
gelösten Stoffe werden in zwei Phasen in Richtung Fluss transportiert, (1) durch
den Rückfluss von Flusswasser, das während des Ereignisses in der Uferzone
gespeichert wurde, und (2) durch vertikale, ungesättigte Strömung. Die Effekte
des Abflussereignisses dauern in der 2. Phase teilweise länger als 400 Tage an. Es
kommt zu einer langfristigen Verlagerung von gelösten Stoffe aus der Uferzone in
den Fluss, ausgelöst durch kurzzeitige Abflussereignisse. Mäander sind häufig vor-
kommende morphologische Strukturen von Flusssystemen. Der Höhenunterschied
der Wasseroberfläche entlang des Gleithangs eines Mäanders induziert einen
lateralen hyporheischen Austauschfluss durch die Intramäanderregion. In dieser
Arbeit wurden die Auswirkungen verschiedener Mäandergeometrien auf das
hyporheische Strömungsfeld und den Intramäander-Stofftransport sowohl unter
stationären als auch unter transienten Strömungsbedingungen untersucht. Um den
Einfluss der Mäandermorphologie auf die Intramäanderströmung systematisch
zu quantifizieren, wurden eine Reihe von theoretischen Mäanderform-Szenarien
entwickelt, die verschiedene Entwicklungsstadien der Mäander repräsentieren.
Diese reichen von einem typischen Anfangs- bis zu einem fortgeschrittenen
Stadium (near cut off). Zunächst wurden stationäre dreidimensionale Grundwas-
sermodelle einschließlich der ungesättigten Zone verwendet. Der mäandrierende
Fluss wurde im Modell implementiert, indem die oberen Schichten der Modell-
domäne an die Höhe des Bachbettes angepasst wurden. Die Verweilzeiten für
die Intramäanderregion wurden durch Partikeltracking ermittelt. Ausgewählte
stationäre Fälle wurden dann auf transiente Strömungssimulationen erweitert, um
den Einfluss von Abflussereignissen auf das zeitliche Verhalten des Wasseraustau-
sches und des Stofftransports in der Intramäanderregion zu untersuchen. In den
transienten Modellläufen wurde die obere Druckrandbedingung des Grundwas-
sermodells aus den Wasserständen eines Oberflächenwassermodells abgeleitet und
iterativ auf das Grundwassermodell übertragen. Ähnlich wie Modell der Uferzone
wurde in der ungesättigten Zone eine hohe Konzentration (gelöster organischer
Kohlenstoff) implementiert, um den Einfluss eines Abflussereignisses auf die Mo-
bilisierung und den Transport aus dem ungesättigten Teil der Intramäanderregion
zu bewerten. Zusätzlich wurden die Effekte auf aerobe Respiration durch den
Eintrag von sauerstoffreichem Oberflächenwasser in den Untergrund sowie auf
die Denitrifikation durch fluss- und grundwasserbürtiges Nitrat simuliert. Die
Ergebnisse deuten darauf hin, dass die mittleren Intramäander-Verweilzeiten
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(MRTs) im Bereich von 18 bis 61 Tagen von der Mäandergeometrie sowie der
Größe der Intramäanderfläche beeinflusst werden, wobei der hydraulische Gra-
dient innerhalb des Mäanders die wichtigste Kontrollgröße der Verweilzeiten ist.
Im Allgemeinen führen größere Intramäanderflächen zu längeren Fließwegen und
höheren mittleren Intramäander-Verweilzeiten, während eine erhöhte Mäander-
Sinuosität zu kürzeren MRTs führt. Die vertikale Ausdehnung hyporheischer
Fließwege nimmt im Allgemeinen mit zunehmender Sinusförmigkeit ab. Die tran-
siente Modellierung der hyporheischen Strömung durch Mäander zeigt, dass große
Abflussereignisse gelöste Stoffe aus dem ungesättigten Teil der Intramäanderregion
mobilisieren, was zu einem Transport aus der Intramäanderregion in den Fluss
führt. Während des Abflussereignisses dominiert der advektive Transport. Jedoch
wird auch durch erhöhte aerobe Respiration und Denitrifikation eine beträchtliche
Menge an Kohlenstoff verbraucht. Diese Reaktionen setzen sich nach den Abflus-
sereignissen in Abhängigkeit von der Verfügbarkeit der Kohlenstoffquelle fort. Die
Arbeit zeigt, dass Abflussereignisse die Mobilisierung von gelösten Stoffen aus der
ungesättigten Zone bewirken können. Abflussereignisse führen zu Schwankungen
des Grundwasserspiegels in der Uferzone und im Intramäanderbereich. Dadurch
werden gelöste Stoffe aus der ungesättigten Zone mobilisiert und beim Abklingen
des Abflussereignisses in Richtung Fluss transportiert. und so die Wasserqualität
beeinflusst werden kann.
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Chapter 1

General Introduction

1.1. Background and Motivation

The resources of fresh water on the earth can be broadly divided into two cate-
gories, a) surface water which includes all surface water bodies in liquid form such
as rivers, lakes etc. as well as in solid form e.g. ice at poles and other snow covered
areas, b) the water stored in the subsurface as soil water and groundwater. The
largest portion of fresh water (around 68 %) exists in the forms of ice caps and
glaciers e.g. at the poles and therefore is not readily accessible as a water resource.
The total available surface water comprised of rivers, lakes and other isolated
surface water bodies is estimated to 1.2 % whereas groundwater resources are
estimated to 30 % of the total fresh water, making it almost 25 times bigger than
all fresh surface water bodies combined (Gleick, 1993). A large portion of domestic
and agricultural water needs are fulfilled by groundwater extraction across the
world. Hence, the water beneath the surface is perhaps the most important fresh
water resource.

Most surface water (SW) bodies are hydraulically connected with adjacent ground-
water (GW) bodies. Surface bodies exchange water to groundwater bodies through
their beds and banks. In fact, a large portion of water in perennial streams
originates from the seepage from groundwater storage. Conversely, surface bodies
also serve as recharge source of groundwater bodies in many geological settings
(e.g., Winter, 1998). Hence, changes in one resource are translated into other
resource and vice versa. Besides the natural exchanges between surface and
groundwater bodies, human activities also influence the interactions between
surface and groundwater bodies. For example, excessive withdrawal from surface
bodies results in water influx from surrounding riparian zone towards stream.
Similarly, excessive pumping of groundwater near streams will induce increased
flow from the stream to the surrounding riparian zone (e.g., Döll, 2009).

Perhaps the most important aspect of GW-SW exchange is its roles in altering
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water quality for both GW and SW. Since GW-SW exchanges continuously occur in
nature, solute contamination in one source can potentially lead to the contamina-
tion in other source due to transformation and exchange of solutes (Winter, 1998).
In most cases, SW and GW have completely different chemical compositions, thus
exchange across GW-SW interface often has profound influence on chemistry of
both surface water bodies and groundwater (Boulton et al., 1998). Natural and
man made stresses on one or both components of fresh water can alter the extent
and direction of water and associated contaminant fluxes across GW-SW interface
(e.g., Bencala, 1993; Valett et al., 1997).

Contamination sources of the fresh water may be categorized as following:

1. Natural causes: A major portion of run off generated from precipitation trav-
els through the subsurface before reaching the stream. Depending upon the
composition of soils around the surface and subsurface flow paths of run off,
a variety of dissolved and undissolved species such as organic carbon (OC)
and nitrogen species etc. are transported with the water flow to surface wa-
ter bodies (Wood, 1977). Nitrate concentrations in the streams in agricultural
catchments are found to be positively related to the discharge events (Krause,
2005). Similarly increase in stream DOC loads has been observed with flow
events e.g. (Laudon et al., 2004; Inamdar and Mitchell, 2006). Catchment
characteristics such as land cover i.e type of vegetation (e.g., Reddy et al.,
1999), land use (Pratt and Chang, 2012), topography (e.g., Sliva and Williams,
2001), climate (e.g., Hanrahan et al., 2003), soil properties (Franklin et al.,
2013) in combination with the hydrology (e.g., Hrachowitz et al., 2016) etc.
strongly influence the amount of nutrient loads and suspended solid in the
stream.

2. Anthropogenic activities: Besides natural causes, human activities such as
industrial and municipal wastes as well as the use of fertilizers in agricul-
ture are sources of a variety of pollutants into both surface and subsurface
waters. Intensive and persistent use of agricultural fertilizers has become
a major source of contaminants into surface and subsurface water (Suarez
and Puertas, 2005). Excess nitrogen and phosphorous are accumulated in
the soils from where they are transported to surface and groundwater caus-
ing eutrophication of surface waters (Carpenter et al., 1998). The species
like ammonia are leached down to groundwater through various sources of
recharge such as precipitation and irrigation (e.g., Hallberg, 1989; Galloway
et al., 2004) etc. In cases where groundwater discharges to the surface water,
it serves as a contamination source to the surface water. Since, the velocities
of groundwater are considerably lower than that of surface water, groundwa-
ter borne solutes serve as long term contamination source for surface water.
Moreover, sewage and industrial waters also release various type of harm-
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ful chemicals including carbon, sulphur and nitrogen compounds as well as
hazardous substances such as heavy metals into surface and subsurface water
bodies (e.g., Pye and Patrick, 1983). Similarly extraction and use of fossil fuel
is also linked to increased quantities of variety of contaminants to the fresh
water resource ranging from DOC and nitrate loads to hazardous metals (e.g.,
Seitzinger et al., 2002).

Hence, understanding the processes involved in river scale GW-SW interactions
is crucial for integrated water resource management as well as for preservation
and management of groundwater dependent ecosystems and riparian habitat (e.g.,
Krause et al., 2009). The increasing demand of fresh water as a result of changes
in hydrologic cycle associated with regional/global climate change (Barnett et al.,
2005; Cisneros et al., 2014) as well as due to over exploitation of these resources
by human activities, (e.g., Wang and Qin, 2017) is leading to the disturbance of
GW-SW exchange balance. Especially, GW-SW interactions are the focus of the
current hydrological research (e.g., Fleckenstein et al., 2010; Boano et al., 2014) due
to their practical implications on fresh water chemistry such as adverse effects on
stream ecology and drinking water reservoirs (Bencala, 1993). Nitrogen (N ) release
into the surface and groundwater bodies activities has been identified as one of
the major water quality problem in agricultural catchments (e.g., Grizzetti et al.,
2011). Similarly, in the recent past, a persistent trend of increased concentrations
of dissolved organic carbon (DOC) has been observed in the European and North
American streams (Rinke et al., 2013; Camino Serrano et al., 2016). In a field
study of northern Sweden catchments, Laudon and Buffam (2007) showed that
even a smaller change in the DOC concentration during the spring floods could
impact acid sensitive aquatic biota in stream network. Both nitrogen (N ) and
DOC serve as an energy source for aquatic life (e.g., Berman and Bronk, 2003),
leading to eutrophication. Furthermore, stream DOC has been also known for
its role in nutrient transport (Schlesinger and Bernhardt, 2013), controlling the
metal loads e.g. mercury (Mierle and Ingram, 1991) etc. One of the most critical
concern of increased fluxes of nitrogen (N ) and DOC in the stream is the rise in
the cost of drinking water treatment (Ulrich et al., 2006; Grizzetti et al., 2011;
Ledesma et al., 2012; Rinke et al., 2013). When treated with conventional methods
like chlorination practices, drinking water with elevated DOC concentration can
produce harmful by-products including infamous trihalomethane (THM) (USEPA,
2002).

In context of above mentioned scenario, a better understanding of transformation
and exchange of organic matter and nutrients at GW-SW interface i.e. mixing zone
between streams and groundwater is required for efficient management of stream
water quality as well as for broader aspects of clean environment (Lintern et al.,
2018). However, the temporal and spatial patterns of water and chemical exchange
across the stream-groundwater interface are still poorly understood (Boano et al.,
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2014). The role of hydrological and chemical conditions across GW-SW interface,
impact of morphological setting as well as identification of flow paths patterns and
their residence times are the main focus of current GW-SW exchange research and
will be addressed also in this thesis.

1.2. Hydrology and Riparian Zones

Riparian zones are land strips surrounding the river which serve as a transition
zone between terrestrial and aquatic environment. On a broader scale, we can
assume riparian zone as the interface between the terrestrial and aquatic environ-
ment. Although riparian zones are a small portion of the total watershed area, they
play crucial role in the riverine ecosystem and are known to have disproportionate
influence on aquatic environment due to their unique hydrological and chemical
functions (e.g., Hill, 2000; Naiman et al., 2010). For example, unique riparian
zone environment support vegetation which regulates stream temperatures (e.g.,
Barling and Moore, 1994) as well as reduces run off velocities and entraps sedi-
ments (e.g., Tabacchi et al., 2000). In addition to that, riparian zones also entrap
variety of nutrients carried by run off from upland and therefore also serve as
nutrient filter (Karr and Schlosser, 1978). As a result, a variety of nutrients such as
carbon, nitrogen and phosphorous species are accumulated in the riparian zones,
providing a major source of energy for aquatic life. A combination of climatic
conditions and availability of life supporting nutrients makes the riparian zones
a suitable place for high metabolic activity and extended plant growth (Swanson
et al., 1982).

Being at the junction of aquatic and terrestrial environment, the complex riparian
processes vary both in space and time and are influenced by a variety of factors
including temperature, variability in soil moisture, presence and type of biota, type
and concentration of chemical species and difference in solute concentration in
various sources of water (Hedin et al., 1998; Vidon and Hill, 2004a) etc. However,
primary control for riparian functionality is the dynamic hydrologic conditions of
the riparian zone because pathways of water through riparian zone are strongly
influenced by the hydrological conditions (Vidon and Hill, 2004b) such as fluctu-
ations of riparian water table due to complex exchange processes between surface
and groundwater (Bencala and Walters, 1983; Harvey and Bencala, 1993; Boulton
et al., 1998). Therefore in order to understand the processes at riparian zone, we
first need to understand riparian zone hydrology.

The riparian hydrology is strongly influenced by its connectivity to the stream
and upland (Brinson, 1993; Baker et al., 2001; Laudon et al., 2004). For example,
Hill (2000) showed that the size of upland aquifer is an important control of the
magnitude of subsurface flow and nutrient inputs to the riparian zone. Moreover
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the riparian water table is also influenced by the size and seasonal changes in the
upland hydrology (e.g., Hill and Devito, 1997). Similarly, Vidon and Hill (2004b)
found that the upland topography and riparian sediment lithology influence
riparian groundwater flow patterns. In the hydraulically connected stream and
groundwater systems, the hydraulic gradient at the interface controls magnitude
and direction of exchange (Duval and Hill, 2006). In addition to that, the type of
sediments at the interface determines the connectivity between SW and GW and
therefore controls the extent of exchanges. If the streambed is composed of imper-
vious material e.g. rock, the exchange will be limited. In contrast, presence of sand
at the streambed will insure high exchange of water and chemicals (Packman and
Salehin, 2003). Hence, interactions of surface water bodies i.e. streams, lakes, and
wetlands with surrounding groundwater are defined by their mutual positions,
geologic characteristics of the area as well as their climatic settings (Winter, 1999).

Dissolved organic carbon (DOC) and nitrogen (N) species are important nutrients
which are accumulated in the riparian zone e.g. during run off from upland and en-
trapment of nutrients from shallow subsurface flow. The riparian vegetation takes
up significant amount of nitrogen (e.g., Lowrance et al., 1984; Kaushal and Lewis,
2005, etc.) and carbon (e.g., Tank et al., 2010) that otherwise would discharge to
stream. On the other hand, accumulation process results in abundance of these
nutrients in the riparian zone. The portion of nutrients that is taken by the the
riparian species such as plants, is also reintroduced to the riparian soils e.g. by
decomposition of biomass (Webster et al., 1999). The potential of accumulation of
organic matter is further enhanced by the high nitrogen availability which supports
high productivity (Jansson et al., 2007). These nutrient stored within the riparian
zone can undergo transformations through continuous interactions of stream and
groundwater and therefore these zones are seen as areas of large geochemical re-
action potential and can also serve as nutrient source to stream water (e.g., Bishop
et al., 1994) under dynamic water table conditions.

1.2.1. Transport Processes driven by Fluctuation in Riparian Water
Table Depth

As a result of continuous accumulation of nutrients, upper horizons of soil profile
of riparian zones are often enriched with nutrients such as organic matter (Parkin,
1987; Hill, 2000). Under normal flow riparian water table is usually below this
nutrient rich zone. However, a rise in water table in riparian zone may result in
the infiltration of water into the nutrients rich soils, resulting in mobilization and
transport of nutrients (e.g., Bishop et al., 1994; Vidon and Hill, 2004b; Boutt and
Fleming, 2009). The chemical composition of riparian zone is mainly controlled by
both stream and upland sub-surface flow.
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1.2.1.1. Upland Control

A rise in water table due to the increased subsurface flow from upland (e.g. in case
of precipitation event etc.) could lead to the water infiltration into the unsaturated
zone. The infiltration into the nutrient rich layers may result in mobilization and
consequent transport of solutes into the stream. Many studies have suggested that
during precipitation events, subsurface flow paths passing through nutrient rich
layers of riparian zone significantly increase nutrient loads into the stream. In a
meta-study of forested watersheds, Raymond and Saiers (2010) concluded that 86
% of total annual DOC load was exported during precipitation events, and major
portion (about 57 %) of it was transported in larger precipitation events. Similarly,
Yoon and Raymond (2012) found that about 40 % of annual export of DOC from
Esopus Creek was released to the stream within 5 days of Hurricane Irne. Moreover,
DOC dynamics in peat lands are also been found to be strongly controlled by site
hydrology, especially by the water table depth (Blodau and Moore, 2003).

1.2.1.2. Stream Control

Besides the ambient groundwater discharge, stream stage fluctuations e.g. in case of
stream flow event can also lead to the mobilization of organic matter in the riparian
zone. For example, stream water is temporarily stored in stream banks or riparian
zones during storm events. These bank flows have potential to exchange solutes
between stream and and adjacent riparian zone (Vidon and Hill, 2004a; McCallum
et al., 2010; Welch et al., 2015, etc.).

1.2.2. Biochemical Transformations within the Riparian Zone

In addition to the water table driven nutrient transport, stream-riparian exchange
also creates a conducive environment for important biogeochemical activity of
microorganisms which may biogeochemically transform the species and even may
permanently remove them (Battin et al., 2003). One of the major reasons for high
interest of researchers in riparian zone (RZ) dynamics is the unique biogeochemi-
cal environment of RZ and its significant effect on surface and groundwater quality.

Chemical composition of stream water is significantly different than groundwater.
For example, surface waters are typically enriched in dissolved oxygen (DO),
whereas groundwater possesses little to no amount of DO (Robertson et al., 2010).
On the other hand, riparian water is enriched in nutrients such as carbon and
nitrogen species (Valett et al., 1994; Jones Jr et al., 1995). Mixing of surface and
groundwater at RZ leads to interactions between stream and groundwater borne
solutes (Boulton et al., 1998). Entry of DO rich surface water into the riparian
zone triggers microbial heterotrophic respiration in presence organic matter. In
addition to that, DO also facilitates nitrification, a process where aerobic bacteria
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transform subsurface ammonia into soluble form of (NO−3 ) in presence of oxygen
(O) and in the meanwhile consume DOC as their energy source (Bencala, 2000).
The process of nitrification is very important for the removal of N because trans-
formation of insoluble nitrogen to the soluble form (NO−3 ), provides opportunity
of denitrification under suitable conditions. Since, riparian zones generally have
shallow groundwater table, which create anoxic conditions limiting degradation
processes like aerobic respiration and therefore reducing consumption of organic
matter (e.g., Munch and Ottow, 1983). At this stage, anaerobic conditions favour
denitrification, a process of reducing NO−3 into gaseous N (Hedin et al., 1998).
However, for anaerobic denitrification, availability of soluble carbon is a limiting
factor as often at higher depths there is low soluble carbon content. Limited
availability of carbon means low energy for anaerobic organism and therefore little
denitrification potential (Burt et al., 1999). For example Hill (2000) found that
most of NO−3 removal occurred where groundwater was enriched with organic
matter. Similarly, Correll et al. (1997) found that in a soil with low organic
matter, limited denitrification occurred. Hence, for denitrifcation, shallow water
table conditions are necessary, which ensure energy source (carbon matter) for
denitrifying bacteria. The reactions involved in the decomposition of organic
carbon by consumption of oxygen (O) and nitrogen (N ) are given below.

CH2O + O2 −−−→ CO2 + H2O (Aerobic respiration)

2NH4
+ + 3O2 −−−→ 2NO2

– + 4H+ + 2H2O (Nitrification step-1)

2NO2
– + O2 −−−→ 2NO3

– (Nitrification step-2)

5CH2O + 4NO3
– + 4H+ −−−→ 5CO2 + 2N2 + 7H2O (Denitrification)

The complex biogechemical processes in RZ are controlled by various combina-
tion of diverse factors including temporal and spatial variability of riparian soil
moisture (McClain et al., 2003), redox potentials (Vidon et al., 2010), temperature
(Hedin et al., 1998), spatail and temporal variations in the riparian hydrology (Hill,
2000; Vidon and Hill, 2004b), flow rates and residence times (Trauth et al., 2014;
Trauth and Fleckenstein, 2017) as well as chemical compositions of riparian zone.
The role of riparian zone for regulating and transporting nutrient is well known,
however the relative importance of individual factors on reactive efficiency e.g. role
of dynamic flow conditions, are not clear. A detailed look into the mechanism of
water mixing and their effects on regulating nutrients in the near stream-riparian
zone is required for better management of stream water quality.
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1.3. Types and Scales of Stream-Riparian Exchange

The scales of stream-riparian exchange vary in both space and time. Depending
upon the topographical and hydrological features as well as climatic conditions
and their specific functions, these interactions may range from small scale vertical
exchanges across the streambed to the large scale lateral exchanges such as sinu-
osity driven exchange and bank storage processes. Besides, the characterization
of stream connection with surrounding riparian environment also varies depend-
ing upon the prospective of investigator and the specific study goals (Boano et al.,
2014). The functions of these exchange processes also differ on the basis their scales
and deriving factors. Commonly known river scale GW-SW exchange processes are
illustrated in the Figure 1.1.

Figure 1.1: River scale groundwater-surface water interactions and hyporheic flow.

1.3.1. Hyporheic Exchange

The exchange of surface water with the surrounding sediments in defined flow
paths that return back to surface water is termed as the hyporheic flow (Harvey
et al., 1996; Winter, 1998). The subsurface area beneath the streambed and around
the banks penetrated by these flow paths is called hyporheic zone. This continuous
forth and back exchange from and to the stream is a key difference of hyporheic ex-
change flow (HEF) from normal groundwater flow which is often one way flow on
a much larger scale e.g. groundwater originated by recharge during a precipitation
event, travels to discharge into a gaining stream. Similarly, it is also possible for
groundwater to move away from the stream depending upon hydrologic and cli-
matic conditions (Figure 1.1), whereas the hyporheic exchange flow is strictly the
flow which originates from the stream and after spending sometimes in the sedi-
ments returns back to stream. Hyporheic exchange is the primary mechanism by
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which oxygen rich surface water interacts with the streambed sediments (e.g., El-
liott and Brooks, 1997). The hyporheic exchange may range from very small scale
i.e. a few centimeters around the bed in vertical extent to the hundreds of meters in
lateral extent e.g. through meander bends. The hydraulic forces of stream in com-
bination with the morphological features, define the type and extent of hyporheic
flow (Boano et al., 2014).

1.3.1.1. Small Scale Vertical HEF

The most commonly known hyporheic flow paths are vertical exchanges across
the streambed. Pressure variations caused by small topographical features e.g.
bedforms and other obstacles along the bed induce hyporheic flow across the
streambed. At such as small scale hydrodynamically driven forces are more
dominant e.g. in submerged bedforms changes in stream velocity define the
energy head at the streambed. The Figure 1.2 shows simulated results of hyporheic
flow paths (black) induced by small bedforms (Stonedahl et al., 2010). The head
distribution at the streambed is influenced by the temporal variations of stream
flow properties. This type of hyporheic exchanges are usually both smaller in
terms of extent (usually in centimeters), shallow in depth as well as shorter in
terms of residence times.

Figure 1.2: Simulation results of bedforms induced hyporheic flow paths (black)
(Stonedahl et al., 2010).

1.3.1.2. Large Scale Lateral HEF

In addition to the small scale vertical hyporheic flow induced by submerged bed
features, lateral hyporheic exchanges on medium and larger scale also occur within
stream reaches. The topographical features of river induce hydraulic differences
across in-stream structures, e.g. across the in-stream gravel bars and meander
bends. The HEF across larger morphological features is usually driven by hydro-
static head difference which causes the flow to enter the bed at locations of higher
water surface (usually upstream side of structure) and exit at the lower water sur-
face level (Boano et al., 2006). For example, in case of intra-meander flow, the flow
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paths leave from upstream bank of meander bed and, passing through subsurface
intra-meander region, exit at downstream bank of the meander ( Figure 1.3). This
type of hyporheic exchanges are characterized by the larger spatial extent and very
long residence times and therefore have important implications for biochemical
transformations. Furthermore, flow paths are predominately longer in lateral ex-
tent as compared with the vertical extent. Such lateral exchanges have been found
to occur throughout the stream network (e.g., Kiel and Cardenas, 2014), thus water
reaching the outlet has been laterally circulated multiple times through riparian
zone around streambed, where it undergoes biogeochemical transformations.

Figure 1.3: Conceptual representation of quasi-horizontal water exchange at scale of
meander wavelength. The brown colored part represents unsaturated part of intra-
meander zone.

1.3.2. Bank Storage

Besides the above mentioned vertical and horizontal scale HEF, other kind of
connections between streams and surrounding riparian zones also exist, e.g. tem-
porary storage of stream water into bank soils during high stream stage. During
stream discharge events, a rise in stream stage leads to the movement of stream
water into surrounding unsaturated riparian area perpendicular to the stream flow
direction, where this water is stored for some times and discharges back to the river
after the flow event. This temporary storage of stream water in the surrounding
riparian zone is termed as the bank storage (BS).

The exchange processes during bank flows are not included in hyporheic flow
types because of their contrasting driving mechanism. Hyporheic exchange flow
(HEF) is caused due to hydrostatic head difference induced by the topographical
features of the stream and therefore occurs under all conditions and throughout
the length of rivers (Buffington and Tonina, 2009). The changing hydrologic
conditions such as flow event may further influence the exchange by altering the
extent of exchange and cycling of nutrients. On the other hand, bank storage (BS)
is exclusively associated with flow events which result in temporary reversal of
gradient at GW-SW interface.
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Even though HEF and BS are two separate processes in terms of their driving
mechanism, they have similar implications for solute mobilization, transport and
transformations (e.g., Shuai et al., 2017). Similar to the HEF, BS enables delivery of
surface water nutrients and oxygen into subsurface, in presence of oxygen, these
nutrients interact with groundwater borne nutrients resulting in their retention,
cycling and transformation (Gu et al., 2012). Although bank storage (BS) is a well
known classical phenomenon (Cooper and Rorabaugh, 1963; Pinder and Sauer,
1971), relatively small number of studies have explored its potential for solute
transport and resulting influence on ground and surface water quality. A few
studies have focused on the influence of BS on solute transport processes and have
indicated that river fluctuations increase physical connectivity and biogeochemical
transformation between rivers and RZ (e.g., Sawyer et al., 2014; Musial et al., 2016;
Stegen et al., 2016; Shuai et al., 2017). Gu et al. (2012) simulated the effect of
BS on nutrient transport during stream flow events and found that near stream
RZ are biogeochmically active during bank flows. Shuai et al. (2017) simulated
the influence of dam induced BS on the fate of stream borne nitrogen. They
found that near stream RZ, where oxygen rich surface water penetrates, facilitates
nitrification whereas the deeper anoxic RZ promotes denitirifcation. They also
found that nitrates removal is positively related to stream stage fluctuations and
sediment hydraulic conductivity.

Due to their similar potential of biogeochmical activity, i.e. nutrient cycling, reten-
tion and transformation, and their implications on both stream and groundwater
quality, the line between hyporheic exchange flow (HEF) and classical bank storage
phenomenon is becoming blurred with the advancement of the research (Boano
et al., 2014). In recent studies, the term BS and HEF have been alternatively used
(e.g., Shuai et al., 2017) while others have merged the large scale HEF and BS (e.g.,
Gomez-Velez et al., 2017).

1.4. Methods for Estimation of GW-SW Exchanges

1.4.1. Field Methods

The spatial and temporal extent of GW-SW interactions and their implications
is hard to quantify due to the complexity of mechanisms involved. The main
controls of water flux across the interface include hydraulic head gradient at the
interface (e.g., Welch et al., 2015; Mahmood et al., 2019) and sediment hydraulic
conductivity (e.g., Salehin et al., 2004). Biogeochemical transformations within
the riparian zone depend on the chemical composition of both surface and
groundwater, temperature, flow paths of water entering and exiting the riparian
zone and the contact time (residence time) between the stream borne and riparian
borne solutes. An accurate description of underlying mechanism is pre-requisite
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in order to estimate the water exchange as well as the solute transport and reactions.

Various direct and indirect methods for estimation of the exchange fluxes and as-
sociated biochemical activity have been developed over the years. The choice of
method is dictated by the spatial extent of the exchange as well as the specific re-
search question (e.g., Kalbus et al., 2006). A short overview of the commonly used
methods and their limitations is discussed in the following.

1.4.1.1. Direct Measurement of Water Flux

The direct measurement of water flux is the most suitable for measuring GW-SW
exchange at point scale. Hydrometric measurements e.g. by installation of seepage
meters (Lee, 1977) at streambed help in the identification of groundwater recharge
or discharge zones. These techniques provide the direction of exchange as well
as the rate of exchange at a specific location of streambed. In the most simplified
form, a seepage meter consists of a bottomless cylinder connected to a deflated
plastic bag via a vent. The cylinder is submerged into the sediments to collect up-
welling groundwater in the bag. The seepage flux can be calculated by measuring
the volume of collected water, cross sectional area of cylinder and the duration of
collection. For estimation of SW flux into groundwater, a known volume is filled
in the plastic bag and infiltration rate is estimated by measuring the volume loss.

However, their applicability is limited, e.g. in streams, water flow can affect the
hydraulic head in the bag, leading to over or underestimation of the flux. Higher
flow velocities can destabilize the streambed due to scour and therefore can in-
fluence the hydraulic head and seepage flow (Brunner et al., 2017). To overcome
these issues, many modification and improvement have been made over the years.
For example, Kelly and Murdoch (2003) proposed installation of piezometers with
seepage meter in order to measure vertical hydraulic conductivity and head gradi-
ent for the better estimation of seepage flux. Similarly many other automated ver-
sions of seepage meter have been developed such as heat pulse meter (Taniguchi
and Fukuo, 1993), which utilizes the travel time of heat pulse, the ultrasonic meter
(Paulsen et al., 2001) based on the travel time of ultrasonic signal and electromag-
netic meter (Rosenberry and Morin, 2004) that measures flow velocity by detecting
voltage induced by the water passing through a magnetic field. The direct measure-
ment methods are simple, inexpensive and do not require additional information
such as sediment hydraulic conductivity, however, they are mostly suitable for still
waters such as lakes or flowing water with very small velocities. In addition to that
application of these methods is limited for the estimation of vertical exchange at
small scales and in very shallow surface bodies. As the exchange fluxes are highly
dynamic over space and time, a very fine resolution of measurement points is re-
quired to predict reasonably accurate exchange direction and rates (Stonedahl et al.,
2013).
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1.4.1.2. Tracer Based Methods

Alternatively tracer based techniques are widely used for the estimation of flux
exchanges and are found more reliable at larger scale (e.g., Cook, 2013; Kalbus
et al., 2006). Some of the widely used tracer techniques are presented in following.

1. Heat as a tracer: Stream temperatures strongly vary in time on daily and
seasonal basis whereas the groundwater temperature remains stable through-
out the season, hence this phenomenon of difference in temperature can be
utilized to quantify the water fluxes across the GW-SW interface. For ex-
ample, relatively stable sediment temperatures have been observed in gain-
ing reaches due to influx of ground water into the streambed, whereas losing
reaches usually exhibit highly variable sediment temperature (Winter, 1998).
Heat transport in the subsurface can be described by the heat transport equa-
tion (Domenico et al., 1998). Temperature is a robust and easily measurable
parameter, therefore are suitable for long term monitoring. Hence, tempera-
ture based methods have been widely used as the measure of flux exchanges
across GW-SW interface (e.g., Constantz, 1998; Constantz et al., 2001; Becker
et al., 2004; Schmidt et al., 2007; Constantz, 2008; Krause et al., 2011; Munz
and Schmidt, 2017). However, due to heat retardation in sediments, this
method has been found to underestimate the exchange rates (e.g., Engelhardt
et al., 2011). Similarly under low flow velocities, the results have been found
unreliable (Rau et al., 2014). High resolution temperature logging are re-
quired for estimation of low fluxes.

2. Environmental chemical tracers: Another commonly used method to dis-
tinguish the various sources of streamflow is the use of environmental trac-
ers. Both surface water and groundwater contain different quantities of natu-
rally existing stable isotopes such as O18 and Deuterium. These isotopes are
conservative (i.e. non-reactive) in nature, therefore are easy to evaluate (En-
gelhardt et al., 2011). The difference between chemical signature of stream
and surrounding riparian water exchanges is widely used to differentiate var-
ious sources of water (e.g., Harvey and Bencala, 1993; McCallum et al., 2010;
Fowler and Scarsbrook, 2002, etc.). Some of the commonly used tracer include
electrical conductivity (EC) (Vogt et al., 2010), background chemical concen-
trations such as stable isotopes of deuterium, O18 (Kendall, 1998), chloroflu-
orocarbons (CFCs) (Cook et al., 2003) etc. Similarly non-stable (radioactive)
isotopes are also used to predict travel times and chemical activities within
hyporheic zone e.g. isotopes of Radon (e.g., Cook et al., 2003; Wu et al., 2004)
and Radium (Kraemer, 2005). With the advancement of technology auto-
mated sampling techniques have been developed enabling continuous sam-
pling of river stage, EC, pH, temperature, DO and DOC etc. for longer time
periods. However, environmental tracers have their drawbacks, for example,
it is often impossible to trace the contribution from individual location due

13



Chapter 1. General Introduction

to widespread injection locations of environmental tracers (Leibundgut et al.,
2011). For reliable results, the environmental tracers require a very precise as-
sessment of sources and sinks of the tracer in the targeted area, which could be
very challenging as often different sources have similar concentrations (e.g.,
Burnett et al., 2006).

3. Artificial Tracers: Besides the naturally existing environmental tracers, sub-
stances are intentionally injected in the hydrological systems in planned ex-
periments. The artificial tracers are used to identify the flow paths, flow di-
rection, residence times and containment transport in subsurface flow. Un-
like the environmental tracers, artificial tracers are injected at specific points,
therefore they are useful in detecting individual sources of flow. On the other
hand, artificial tracers are scale limited both temporally and spatially. Ar-
tificial tracers include fluorescent tracers e.g. Uranine, Pyranine (Einsiedl,
2005) etc., salt tracers such as Sodium/Potassium chloride (Lange et al., 1998),
radioactive tracer e.g. Tritium, Bromide-82 (Bolin, 1959; Leibundgut et al.,
2011) etc. and trace particulate such as bacteria and viruses (Harvey, 1997)
etc.

Although a variety of methods have been developed for estimating the GW-SW ex-
change processes, they all have inherent uncertainties (Brunner et al., 2017; Kalbus
et al., 2006; Engelhardt et al., 2011; Leibundgut et al., 2011) due to the spatial
and temporal diversity in the exchange processes. For example, Engelhardt et al.
(2011) compared various tracer methods to quantify the GW-SW exchange within
riparian zone and concluded that relying on temperature and hydraulic data alone
will result in inaccurate representation of GW-SW exchange dynamics. Further-
more, available techniques are not suitable to distinguish between groundwater
discharge to stream and hyporheic flow (e.g., Kalbus et al., 2006). For reliable re-
sults, researchers often emphasize the combination of various tracers along with
observation data (e.g., Kalbus et al., 2006; Engelhardt et al., 2011; Leibundgut et al.,
2011). In addition to the coupling of multiscale sampling and monitoring methods,
the use the numerical modeling is increasing for improving our understanding of
the water and solute exchange mechanism (Derx et al., 2010; Cardenas, 2010; Fleck-
enstein et al., 2010).

1.4.2. Modeling Methods

With increasing awareness of the importance of GW-SW interactions, methods for
quantification of exchange fluxes have been improved over the time. In addition
to field methods, modeling techniques have been developed to better understand
the exchange processes and their implications. It is not always possible to fully
understand the complex exchange processes through field measurements alone.
For example hyporehic flow paths and their travel times are important variables
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in context of biogechemical implications of hyporheic zone (Boano et al., 2014).
The hyporheic flow paths may range from the centimeters to the tens of meters and
corresponding residence times may range from minutes to ten of years, making it
hard to fully capture the spatial and temporal extent of HEF. Therefore modeling
approaches are used in combination of observed field data to better represent ex-
change processes associated to nearly all morphological scales (Boano et al., 2014).

1.4.2.1. Transient Storage Models

The modeling of exchange across GW-SW started as early as 1960’s after Cooper
and Rorabaugh (1963) developed an analytical method to estimate bank storage.
However these models were initially limited to the bank flows, as the concept of
hyporheic exchange was not realized at that time. The earliest concept of model-
ing hyporeheic exchange was introduced by Bencala and Walters (1983) when they
proposed a transient storage model (TSM) of solute transport. The TSM is based on
the 1 D advection and dispersion model that assumes a transient storage zone con-
nected with stream, where solute is temporarily stored and released back to stream
after some time. This simple lumped representation of transient storage and its
modified versions have been widely used to predict mass transport (Bencala and
Walters, 1983; Runkel, 1998), hydrological functioning (Harvey et al., 1996), nu-
trient cycling (Edwardson et al., 2003) and ecological processes (Mulholland et al.,
1997) within the hyporheic zone. In TSM, the parameters which cannot be directly
measured, are obtained through inverse modeling, i.e., calibration of field tracer
experiments. The TSM approach oversimplifies the complex environment where
many diverse processes occur e.g. in TSM the surface and subsurface storage zones
are represented as a single transient storage. Surface storage zone have different
conditions than the subsurface zone and therefore have different biogeochemical
functions. As a result, models based on the concept of transient storage although
show excellent fit to the observed tracer data, often fail to capture key informa-
tion e.g. relative importance of surface and subsurface storage (Neilson et al., 2010;
Bencala et al., 2011). Therefore these models are not suitable for predicting role of
individual drivers and the representation of small scale processes.

1.4.2.2. Physically Based Models

An alternate modeling framework is physically based models. The physical based
models use the physical principle of mass and momentum balance to link forces
acting on surface and subsurface flow. A number of physically based models
have developed in the past two decades to understand the exchange processes at
different morphological scales (e.g., Zolezzi and Seminara, 2001; Harvey et al.,
1996; Elliott and Brooks, 1997; Cardenas and Wilson, 2007; Tonina and Buffington,
2011; Marzadri et al., 2012; Boano et al., 2006; Stonedahl et al., 2010; Han and
Endreny, 2014; Konsoer et al., 2016, etc.).

15



Chapter 1. General Introduction

A physical based model proposed by Elliott and Brooks (1997) to analyze the
pressure induced small scale hyporheic exchange induced by bedforms is regarded
as first physical based hydrodynamic model of hyporheic exchange. Small scale,
dune and ripple shaped bedforms are the first exchange processes which were
predicted by the physical based model due to relatively simple geometry which
can be represented as quasi 2D geometry (Elliott and Brooks, 1997; Cardenas and
Wilson, 2007).

After successful application of the physical based model on small scale bedforms
i.e. dunes, relatively larger morphological features such as bar induced bedforms
were modeled. Unlike dunes, the larger bedforms cannot be fully represented as a
2D problem, instead a three dimensional approach is required, adding complexi-
ties to the physical model. As a result fewer models are available to predict large
scale bedform induced exchanges. For example Boano et al. (2010) and Marzadri
et al. (2010) proposed physically based models to better understand the exchange
induced by large bedforms. Similarly attempts have been made to model lateral
exchange induced by large stream features (e.g., Boano et al., 2006; Cardenas,
2009; Gomez et al., 2012; Trauth et al., 2015; Gomez-Velez et al., 2017).

Physical based modeling approach requires detailed hydrological and morpholog-
ical data. If the data is available, these models are useful for predicting flow and
exchange patterns of water and solute as well as their residence times, however,
their applicability to real field settings is often hindered by the scarcity of data
required. Another useful application of the physical based model is their use as ex-
plorative tools where processes are simulated in controlled scenario settings (Boano
et al., 2006; Cardenas, 2009; Fleckenstein et al., 2010; Trauth et al., 2015; Trauth
and Fleckenstein, 2017). The role of individual parameters is hard to distangle in
the field as well as in the lumped modeling approaches. This kind of explorative
modeling enables the identification of the role of individual parameters in a pro-
cess.

1.5. Research Gaps and Need

The interactions between streams and connected riparian zones occur at variety
of scales ranging from small scale vertical exchanges across streambed to large
scale lateral exchanges through meander bends and stream banks. However, early
HEF research focus remained largely limited to small scale vertical fluxes across
streambed. Harvey and Bencala (1993) simulated hyporheic exchange flow paths
through streambed using numerical modeling backed by the field data. Elliott and
Brooks (1997) proposed a physically based model to analyze the pressure induced
small scale hyporheic exchange induced by bedforms. Since then, the influence of
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various factors on the magnitude of hydrodynamically driven hyporheic flow at
streambed have been extensively investigated such as sediment permeability and
bed shear stress (e.g., O’Connor et al., 2012), wavelength of roughness features
(e.g., Cardenas and Wilson, 2007), vertical and horizontal hydraulic conductivity
(Rosenberry and Pitlick, 2009), residence times (e.g., Stonedahl et al., 2010),
influence of flow conditions such as steps/hydraulic jumps (e.g., Hassan et al.,
2015). Furthermore, many studies have also investigated the influence of small
scale vertical exchanges on chemical transformations. For example, Brunke and
Gonser (1997) explored how stream borne solutes are transformed during bedform
induced hyporheic exchange. Hence, HEF processes through streambed are well
known.

More recently, the HEF research focus was shifted to medium and large scale
morphological features induced exchange such as pool and riffle (Tonina and
Buffington, 2007), gravel bars (Cardenas, 2010) and meander bends (Boano et al.,
2006; Cardenas, 2008). The solute transformations under steady flow conditions
during hyporheic exchange flow has also been modelled for pool riffle morphology
(Marzadri et al., 2012; Trauth et al., 2013, 2014) and as well as sinuosity driven
hyporheic exchange through meander bends (e.g., Boano et al., 2010; Gomez et al.,
2012, etc.)

Most of the available large scale HEF studies assume steady state flow, whereas,
steady flow conditions are rare in natural systems. Assumption of steady state
flow may lead to reasonably accurate results for vertical HEF through small scale
submerged bed features as previous studies indicate that bedform driven ex-
changes are larger in magnitude under steady state conditions resulting in higher
chemical transformation efficiency (e.g., Gomez-Velez et al., 2015; Stonedahl et al.,
2013). However, for lateral stream-riparian exchanges such as meander bends
and bank storage, the relation of surface water level and groundwater level at
the stream-riparian interface cannot be ignored because changes in stream water
level e.g. due to a stream discharge event, may alter hydraulic head gradients
in near stream-riparian zone, influencing direction, magnitude and timing of
exchange (e.g., Vidon and Hill, 2004a; Duval and Hill, 2006, etc.). Furthermore,
in case of partially submerged features such as meander bends, changes in stream
water level add further complexity to stream-riparian exchange processes because
hydraulic head gradient is not only influenced by morphological feature (Boano
et al., 2006; Cardenas, 2008) alone, but additionally due to the changes in degree
of submergence with changes in stream water level. Furthermore, dynamic stream
flow conditions can potentially mobilize and transport solutes from initially
unsaturated near stream-riparian zones.

Recent attempts on modeling the effect of dynamic stream flow conditions on hy-
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porheic exchange flow (e.g., Schmadel et al., 2016; Ward et al., 2017) in absence of
morphological controls, show that dynamic stream conditions can increase length
and residence times of hyporheic flow paths. Trauth and Fleckenstein (2017)
showed that discharge event increased reactive efficiency of a partially submerged
gravel bar induced HEF. They have simulated reaction possibilities among stream
and groundwater borne species in saturated zone but did not account for solute
source initially residing within unsaturated part of the feature. Gomez-Velez et al.
(2017) have recently attempted to evaluate impact of stream discharge on sinuosity
and bank storage driven exchanges using a two dimensional model. In their study,
using a two dimensional modeling concept of Cardenas (2009), they found that
stream discharge events have long term influence on residence times of sinuosity
driven exchange. However, they did not simulate the influence of flow event on
mobilization and transport of solute within the intra-meander zone. These studies
indicate that the dynamic flow conditions on solute can have significant impact on
mobilization and transport of solutes in large scale partially submerged features
like meander bends and therefore cannot be ignored.

A number of bank flow studies have evaluated the importance of stream stage
variation on the exchange between stream and adjacent riparian soils. However,
these studies are more focused towards the water exchanges only (e.g., Burt et al.,
2002; Chen and Chen, 2003; Doble et al., 2012; Schmadel et al., 2016; Ward
et al., 2017, etc.). A few studies have also explored the biological implications
of stream discharge event such as dam oscillation induced solute injection to
the aquifer (Boutt and Fleming, 2009) and effect of stream discharge event on
the denitrification in the near stream riparian zone (Gu et al., 2012). However,
these studies are limited to the solute transport from stream to the riparian zone
during high flow, whereas the effect of bank flows on riparian solute dynamics and
subsequent transport back to the stream have not been investigated.

Overall, most of the available studies of stream-riparian exchange are focused on
the exchanges through submerged features such as streambed under steady flow
assumption. A few studies dealing the event driven exchange processes in partially
submerged features, do not address stream flow event induced transformation and
transport within the initially non-submerged unsaturated zone. Another limitation
of existing work is that most of the physical modeling studies treat hyporheic
exchange as a 2D problem. While small scale vertical exchanges or bank flows can
be correctly predicted through 2D models, the more complex large scale hyporheic
exchanges such as through meander bends require 3D model conceptualization for
better representation of HEF and transport processes (Boano et al., 2014).

Hence, there is a knowledge gap in understanding the role of dynamic stream flow
conditions on solute mobilization and transport at bank storage and meander scale
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lateral exchange processes. Especially, the role of stream discharge events on hori-
zontal transport of solute from riparian zone during bank and intra-meander flow
has not been fully explored yet. It is not known how bank flows influence the so-
lute residing in the initially unsaturated riparian zone during stream flow events
and what is the relative importance of event peak and duration for solute mobi-
lization and transport? Furthermore, the role of meander geometry in combination
with changing stream water level on intra-meander HEF and solute transport is ob-
scure. For example, it is unclear whether intra-meander hyporheic flow enhances
nutrient load such as DOC into the stream by transporting nutrients from the ini-
tially non-submerged nutrient rich layers of riparian zone or conversely acts as a
sink by depositing stream borne solute into the riparian zone? Moreover, during
the flow event, stream and groundwater borne solutes may come into contact with
nutrient rich layers of initially unsaturated riparian zone, providing an opportu-
nity of chemical transformation of nutrients, that may have long term effects on
both stream and groundwater (Kiel and Cardenas, 2014; Trauth et al., 2015).
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1.6. Objectives of the Research

In this thesis, lateral exchanges during bank flows and sinuosity driven hyporheic
flow through meander bends have been explored using numerical approaches.
Particular focus has been put on the role of stream discharge events on the mobi-
lization and transport of riparian solute residing initially in the non-submerged
portion of the riparian soils. Since hydrological and morphological variability can
be difficult to study in a systematic way from field studies, a simulation approach
is adopted. In the first part, an explorative modeling framework was developed,
where controlled hydrological scenarios have been applied to explore influence
of bank flows on solute mobilization and transport in near stream-riparian zone.
In the second part, intra-meander flow has been simulated for varying meander
sinuosity scenarios in order to develop a predictive understanding of the factors
that control hyporheic flow patterns. Furthermore, influence of dynamic flow con-
ditions on intra-meander solute transformations and transport are also evaluated.

The following specific objectives have been developed on the basis of research gaps
identified in the previous section.

1. Developing a generic modeling framework for the simulation of flow and re-
sulting solute transport at bank and meander scale lateral exchanges with
focus on solute dynamics within the unsaturated riparian zone.

2. Evaluation of the role of stream stage fluctuations on the flow and transport
processes in the near stream-riparian zones during bank flows with a particu-
lar focus on the relative importance of event peak and duration on mobiliza-
tion and potential transport of riparian solute towards stream.

3. Evaluation of the role of meander sinuosity on intra-meander hyporheic ex-
change flow and residence times.

4. Evaluation of the role of stream flow events and meander sinuosity on conser-
vative solute export from variably saturated intra-meander zone.

5. Evaluating the chemical transformation of stream and groundwater-borne
solutes and of solutes residing in the initially unsaturated portion of intra-
meander zone during a stream flow event.

20



1.7. Thesis Outline

1.7. Thesis Outline

• In chapter 1, the general introduction of the GW-SW exchange processes,
mechanism and drivers of these exchange processes as well as approaches
to estimate GW-SW exchange are briefly discussed. Furthermore, after iden-
tifying the research gaps, the objectives of the study have been stated.

• Chapter 2, is based on an individual manuscript published in the journal
“Groundwater” under the title Modeling the Impact of Stream Discharge
Events on Riparian Solute Dynamics. In this chapter, the role of stream dis-
charge event on solute dynamics within the unsaturated riparian zone are
analyzed by developing systematic stream discharge scenarios of varying du-
ration and peaks.

• In chapter 3, meander driven hyporheic exchange is investigated by devel-
oping a coupled groundwater and surface water model. The meander shape
scenarios representing the various evolutionary stages are developed and the
intra-meander flow is simulated. The role of meander sinuosity on intra-
meander residence times under steady state conditions are explored. Further-
more, the influence of discharge events on conservative transport of intra-
meander solute are also investigated. In addition to that, biogeochemical
transformations during intra-meander flow are evaluated by simulating reac-
tions between stream and groundwater borne species as well as solutes laying
within non-submerged portion of the intra-meander region.

• In chapter 4, the outcomes of the research, general conclusions and their po-
tential implication are discussed.
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Chapter 2

Flow and Transport Dynamics during
Bank Flows

An article with equivalent content has been published as: Mahmood, M. N., C. Schmidt,
J. H. Fleckenstein, and N. Trauth. Modeling the impact of stream discharge events
on riparian solute dynamics.Groundwater.

Abstract:
The biogeochemical composition of stream water and the surrounding riparian
water is mainly defined by the exchange of water and solutes between the stream
and the riparian zone. Short-term fluctuations in near stream hydraulic head
gradients (e.g., during stream flow events) can significantly influence the extent
and rate of exchange processes. In this study, we simulate exchanges between
streams and their riparian zone driven by stream stage fluctuations during single
stream discharge events of varying peak height and duration. Simulated results
show that strong stream flow events can trigger solute mobilization in riparian
soils and subsequent export to the stream. The timing and amount of solute
export is linked to the shape of the discharge event. Higher peaks and increased
durations significantly enhance solute export, however, peak height is found to be
the dominant control for overall mass export. Mobilized solutes are transported to
the stream in two stages (1) by return flow of stream water that was stored in the
riparian zone during the event and (2) by vertical movement to the groundwater
under gravity drainage from the unsaturated parts of the riparian zone, which lasts
for significantly longer time (> 400 days) resulting in long tailing of bank outflows
and solute mass outfluxes. We conclude that strong stream discharge events can
mobilize and transport solutes from near stream riparian soils into the stream. The
impact of short term stream discharge variations on solute exchange may last for
long times after the flow event.

Keywords: riparian zone, solute mobilization, solute exchange, stream discharge
variations, hydraulic gradient, bank flows
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2.1. Introduction

Water fluxes in riparian zones often vary strongly in time and space, altering solute
transport across the river-groundwater interface. Fluctuations in the direction and
magnitude of hydraulic gradients between the stream and the connected ground-
water lead to complex water exchange patterns enhancing mixing of groundwater
and stream water (Vidon and Hill, 2004a; Boutt and Fleming, 2009; Welch et al.,
2015). These hydraulic gradients are induced by morphological features at various
scales such as river bed dunes (Cardenas and Wilson, 2007), gravel bars (e.g.,
Trauth et al., 2015) and meander bends (e.g., Boano et al., 2006).

Besides flow driven by morphological features, transient stream stage variations
drive varying hydraulic head gradients which in turn control water and matter
exchanges between streams and riparian zones (Cooper and Rorabaugh, 1963;
Sandén et al., 1997; Rassam et al., 2006). Stream stage fluctuations can occur
at different time scales caused by dam regulation (Gerecht et al., 2011; Sawyer
et al., 2014), rain events (McCallum et al., 2010; Vidon et al., 2017) and seasonal
variations (Bartsch et al., 2014). These variations in stream stage induce the
well-studied bank storage effect where water is temporarily stored in the riparian
zone during high stream stage and subsequently released back to the stream
when stream stage recedes to pre-event conditions (Squillace et al., 1993; Chen
and Chen, 2003; McCallum et al., 2010; Doble et al., 2012; Grabs et al., 2012;
McCallum and Shanafield, 2016). Along with the infiltration of river water into
the riparian zone, river water constituents are transported into the riparian aquifer
(Boutt and Fleming, 2009; Sawyer et al., 2014), where they potentially undergo
transformations (Gu et al., 2012; Diem et al., 2013). For instance, riparian zones are
known to be capable of removing elevated nutrient concentrations, like nitrogen
species (Hill, 1996). In contrast, riparian zones can act as net source of solutes for
the receiving streams such as for organic carbon or nitrate carried by groundwater
(Bishop et al., 1994; Inamdar et al., 2004; Pellerin et al., 2012).

Hornberger et al. (1994) proposed that DOC flushing from the unsaturated
riparian soils to the stream occurs during high flow events. Wondzell and Swanson
(1996) demonstrated in a field study that flood events facilitated nitrogen fluxes
from riparian zones to the stream. Sawyer et al. (2014) observed increase in solute
concentration in both riparian water and stream during a strong stream discharge
event.

The changes in stream stage induce variations in near stream water table and
therefore in the vertical extent of unsaturated zone. Consequently, the solutes
stored in the unsaturated zone (e.g., nitrogen species and organic carbon) are
tapped by the rise in groundwater level (Creed et al., 1996; Biron et al., 1999; Hill,
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2000) leading to their dissolution and mobilization as well as potential transport
into the groundwater and adjacent stream (Creed and Band, 1998). As a result, the
increased solute concentration leads to a changing hydrochemical system which
may fuel biogeochemical processes e.g., an increased denitrification activity, which
has strong implications on the status of the entire aquatic ecosystem (Simmons
et al., 1992; Burt et al., 2002; Hefting et al., 2004; Gift et al., 2010).

Despite such an important interplay between transient stream conditions and
the availability of solutes in riparian zone, only a few studies have systematically
investigated the implications of stream stage variation on solute dynamics in
variable saturated riparian zone. Boutt and Fleming (2009) found that diurnal
stream stage oscillations caused by dam regulations, enhance mass transport into
the banks compared to the base flow conditions. McCallum et al. (2010) focused
on the influence of bank inflows on the chemical base flow separation method.
They found that bank flows during stream discharge events significantly alter
the chemical signature of groundwater discharge which in turn leads to incorrect
estimation of baseflow. Gu et al. (2012) found that biogeochemical activity in the
near stream riparian zone is enhanced by the bank storage process. However, the
impact of different types of stream stage variations on riparian solute export to the
stream has not yet been explored.

This paper aims at evaluating the effect of stream stage variations on the mobiliza-
tion of solutes residing in the unsaturated part of the riparian zone and resultant
solute mass export to the stream. We use a generic setup with a conservative solute
initially stored in the unsaturated part of the riparian zone as we focus on the
hydraulic effects of solute dynamics in the riparian zone. The processes are eluci-
dated by means of numerical simulations of flow and conservative solute transport
scenarios. The effects are evaluated by investigating the time scales of bank inflow;
outflow and the resulting solute mass outfluxes into the stream during and after
stream flow events. To differentiate the influence of magnitude and timing of
stream stage on exchange processes, the flow scenarios were systematically varied
in terms of peak streamflow height and event duration.
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2.2. Methods

2.2.1. Concept and Modeling Setup

In natural systems, riparian bank storage processes are controlled by various fac-
tors like changing hydraulic gradients, heterogeneity of the subsurface sediments,
groundwater recharge and evapotranspiration (Vidon and Hill, 2004b; Duval and
Hill, 2006; Grabs et al., 2012) . Accounting for all existing factors in a model would
lead to a very complex setup and model parameterization, where the role of a
single factor is difficult to identify. Therefore, in our modeling setup only the effect
of changing stream stages is considered, whereas all other parameters were kept
constant for the range of the scenarios. By using such kind of a simplified model,
we can evaluate the effect of stream stage fluctuations on solute mobilization in the
riparian zone. The simplification of the natural processes allows us to investigate
the sensitivity of solute mobilization to discharge events. This type of “explorative
numerical modeling” has been very common recently (Cardenas and Wilson, 2007;
McCallum et al., 2010; Frei et al., 2012; Trauth et al., 2014) because it enables the
evaluation of individual effects of multiple factors of a process, which are hard to
disentangle otherwise in the field and fully representative modeling studies.

The conceptual model consists of three major components: (1) a variably saturated
riparian zone (unconfined aquifer) which is hydraulically connected to (2) a
gaining stream, and (3) a layer of a conservative solute residing in the upper,
unsaturated part of the riparian zone.

The domain geometry is similar to the one described for the analytical solution
of bank storage flow by Cooper and Rorabaugh (1963). The domain extends 50
m in horizontal (x) and 1.26 m in vertical (z) direction (Figure 2.1). The domain
length was selected after performing test-simulations considering various domain
lengths for stream stage event scenario of the highest peak height and the longest
duration. Based on these model runs, we found that at distance of more than 50
m from the stream the effect of stream stage variations on groundwater level was
negligible. Increasing the length of the model domain would not affect the overall
results, but would increase computational effort. The model geometry is a generic
representation of a typical riparian zone observable at river corridors of third
to fourth order streams in humid regions (perennial rivers) (Bishop et al., 1990;
Castelle et al., 1994; Mayer et al., 2005).

The main enhancement compared to previous studies, is the addition of an
unsaturated zone containing a solute layer, which has been observed during many
riparian zone field studies (Bishop et al., 1990, 1994; Wondzell and Swanson,
1996; Grabs et al., 2012; Gassen et al., 2017). During groundwater level rise
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induced by stream flow events, the high solute concentrations can be mobilized
and consequently, solutes can be potentially exported to the stream (Bishop et al.,
1994). These observations are represented in our model concept by implementing
a 0.66 m thick and 30 m long (66% of total domain length) layer of a conservative
solute source of uniform concentration in the unsaturated zone ranging from z =
0.6 m to z = 1.26 m and x= 0 to x= 33 m.

The solute layer was not extended over the entire length of the domain in order to
observe the movement of solute within the bank as well as to avoid loss of solute
mass across the left boundary. In all scenarios, bank overflows were not considered
(h ≤ 1.26 m). The porous medium was assumed to be homogenous and isotropic,
whereas dispersivity in horizontal direction was assumed to be one order of mag-
nitude higher than in the vertical direction. Hydraulic properties of the porous
medium represent sand (see Table 2.1).

2.2.2. Numerical Model

Flow and transport simulations for the variably saturated media were performed
with the multicomponent reactive transport modeling code MIN3P. It solves
the Richards equation for water flow simulation and the advection-dispersion
equation for solute transport. The van Genuchten-Mualem approach is utilized
for the estimation of the unsaturated hydraulic conductivity (Mualem, 1976;
Van Genuchten, 1980) whereas tortuosity is calculated by Millington Formula
(Millington, 1959). The MIN3P code has been used for simulating a variety of
problems in contaminant transport and stream-groundwater interaction studies
(Mayer et al., 2002; Trauth et al., 2014, 2015; Trauth and Fleckenstein, 2017).
Although MIN3P is fully capable of simulating reactive transport, in this study we
are focusing on non-reactive solute transport because the objective of this study is
to investigate how conservative solute transport is affected by changing hydraulic
conditions.

For the simulation of base flow conditions, a constant head boundary condition
(Dirichlet boundary) representing ambient groundwater level of 0.3 m was as-
signed at the land side of the riparian zone (left boundary) whereas a constant
head of 0.26 m was assigned at the interface between the stream and the riparian
zone (right boundary) to obtain the gaining conditions (groundwater is feeding
the stream) under base flow. For simulation of stream flow events, a time varying
head boundary was applied at the stream-riparian interface (along z direction)
that enables a simulation of changes in hydraulic head caused by the stream stage
fluctuations. The head at inflow boundary (stream end) was varied between base
flow condition (ho = 0.26 m) and the peak stage height (h), to represent the stream
flow event. No flow boundaries were assigned at top and bottom of the model
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domain. A uniform grid size of 0.04 m was used both along z (perpendicular
to stream section) and x direction in all simulation runs. Third kind boundary
conditions were applied for solute exchange at inflow and outflow boundaries,
enabling the transport of solutes in both directions. A relatively high solute
concentration of 100 mg/L was initially assigned to the solute source layer. In the
rest of the model domain, initial concentration was set to zero. Similarly nearly
zero solute mass flux was assigned to both groundwater (left) and stream water
(right) boundaries, leaving the solute source layer as the only source of solute
concentration.

A long simulation time of 1000 days was selected to account for expected long
tailing of solute breakthrough curves. In the transient scenarios, flow events were
introduced after 41.6 days (1,000 h) of simulation time when the outflux of water
and solute from the riparian zone had reached a constant value.

Figure 2.1: Cross sectional view of the model setup (not to scale). Filled area repre-
sents the extent of the solute layer. The stream is represented by the time varying head
(TVH) boundary (from z = 0.26 to 1.22 m) at the right boundary. At the left boundary of
the domain, a fixed head boundary is assigned, representing the ambient groundwater
level (z = 0.3 m) at the outer bound of the riparian zone. The dots represent observa-
tion points referred to in the subsequent figures where changes in groundwater head
(black dots) and detailed solute mobilization process in unsaturated zone (blue dot)
are observed.

2.2.3. Stream Discharge Events

Stream stage fluctuations during flow events were represented by applying a
stream hydrograph at the right boundary (stream-aquifer interface) of the model
(Figure 2.1). The flow event is characterized by (1) the peak of the hydrograph
representing the maximum stream stage, (2) the time length of the hydrograph
corresponding to the duration of the event. These two parameters determine the
magnitude, height and the timing of water entering into the riparian zone.
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Parameter Unit Value

Hydraulic Conductivity (Ksx = Ksy = Ksz) ms−1 10−03

Specific Storage m−1 10−04

Effective porosity (n) − 0.3
Residual saturation (θr ) − 10−02

Van Genuchten -n − 3.5
Van Genuchten -α m−1 8.5
longitudinal dispersivity m 10−02

Transversal vertical dispersivity m 10−04

Table 2.1: Hydrologic Properties of the Porous Medium.

A typical single peak hydrograph derived from a real flow event of a third order
stream was adjusted to a set of flow scenarios where variants of changing maxi-
mum peak and event duration were applied. Discharge for each hypothetical event
scenario is calculated by the rating curve equation:

Q(t) = (G(t)− a)b (2.1)

where ‘G’ is the stream stage and ‘a’ is the gauge reading against zero discharge
while ‘b’ is the rating curve constant. In our hypothetical case a = 0 and b = 0.11.
A total of 160 input hydrograph scenarios were developed, organized in a matrix
of combinations of 16 peak heights and 10 event durations. Peak heights ranging
between 0.06 to 0.96 m above base flow level were equally spaced at 0.06 m inter-
val. Similarly event durations were also equally spaced at 10 h intervals between
10 to 100 h. Table 2.1A and Figure 2.1A represent the combination and shape of
discharge scenarios simulated in this study.

2.2.4. Model Results Evaluation

The influence of stream stage variation on riparian solutes is evaluated in terms of
mass balance of solutes and the temporal behavior of solute outfluxes with respect
to stream discharge. Assuming that all of the solute outflux (J) from the riparian
zone is entering the stream, the total solute mass outflux (Jtot) from riparian zone
caused by the stream stage fluctuations over the entire simulation period (τ) can be
estimated as:

Jtot =
∫ τ

0
J(t)dt (2.2)

Addition of solute mass into the stream results in increased stream concentration.
Considering the initial solute concentration in the stream is zero, the resulting
stream concentration of the solute in the stream water (Cstr) can be calculated as:

Cstr(t) =
J(t)
Q(t)

(2.3)
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Where J(M/T ) is the solute outflux into the stream, from the unit cross sectional
area of the domain perpendicular to the river. Q(L3/T ) is the stream discharge
and Cstr. (M/L3) is the solute concentration in the stream at time (t). Solute mass
export was evaluated in terms of peak height and duration of the corresponding
flow event.
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2.3. Results and Discussion

2.3.1. Response of Water and Solute Exchange To Stream Discharge
Events

2.3.1.1. Water Exchange Time Scales

The time scales of water infiltration and exfiltration to and from the riparian zone
induced by a stream flow event are presented in Figure 2.2. In our model setup the
100 h stream event starts at 41.66 days (1000 h) of the simulation in order to ac-
count for the effect of initial conditions (Figure 2.2a). The flow event reaches peak
flow height above base flow level at about 9 h, then slowly recedes, terminating at
about 100 h (at 45.83 days) after the beginning of the flow event. Groundwater
hydraulic heads (Figure 2.2b) respond to the stream discharge variation with delay
depending upon the distance from stream-riparian interface (black dots in Figures
2.1, 2.3 indicate the location of observation points). The effect of the stream stage
fluctuation is most pronounced in the near stream riparian zone. This effect is the
result of the spatial and temporal variation of the hydraulic gradients in the do-
main (Figure 2.2c). Prior to the event, the stream is slightly gaining (positive i) due
to lower stream stage compared to the ambient groundwater head. With the begin-
ning of the flow event, the direction of the hydraulic gradient is changing towards
losing conditions, indicating that stream water flows into the riparian zone (nega-
tive i). The shift in the near stream hydraulic gradient i5 is earlier and higher than
the respective changes in the hydraulic gradient over the entire modeling domain
(i50). In turn, the change in the hydraulic head difference between the stream and
the near stream groundwater during the flow event controls the timing and magni-
tude of Qin and Qout (Figure 2.2d). The time of peak Qin coincides with the time of
the strongest negative value of i5. After the peak of the event, both i5 and Qin start
declining towards pre-event value. The i5 switches to positive on the falling limb
of the stream flow event, causing a reversal in the direction of the exchange flow,
marking the termination of net Qin and the beginning of a net Qout. In contrast, the
negative value of i50 slowly declines reaching the pre-event value at the end of flow
event. The peak value for positive i5 is only 0.23 times that of the peak negative
i5, however a positive i5 is maintained for more than 6-times the duration of the
negative hydraulic gradient forcing substantially lower Qout rates for long duration
compared with Qin. The peak Qout in this case is 16 % of peak Qin. After the end
of flow event a rapid decline in Qout is observed which is driven by decrease in i5.
During Qin the total water saturation within the domain increases, reaching the
peak value of 1.6 times higher at the end of Qin than its pre-event value (Figure
2.2e). Qout starts before the end of the event at the falling limb, which leads to an
overall decline in saturation within the domain. At the end of the flow event about
60 % of Qin is already released back to the stream. After 12 days (T= 53 hrs), Qout
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rate as well as saturation drop to very small values, however they do not reach their
pre-event values. After a quick initial release of the bulk of the stored water, a rel-
atively small amount remains in the riparian zone which is released subsequently
over a long period of time due to slow unsaturated zone drainage. Even after 50
days of the start of the flow event, still 2 % of Qin is present in the unsaturated
riparian zone (Figure 2.3A), resulting in a slightly higher saturation (0.2 %) than
the pre-event value. These higher and shorter Qin, lower but longer Qout and long
tailing of Qout are consistent with other bank flow studies (McCallum et al., 2010;
Doble et al., 2012; McCallum and Shanafield, 2016).

2.3.1.2. Stream Water Solute Concentration

Figure 2.2f represents theoretical changes in stream water solute concentrations
(Cstr) derived from solute mass outflux simulations (J) (see section 2.2.4). Stream
water is assumed to be free of solute concentration prior to the event, therefore
change in solute concentration in the stream is solely caused by the solute mass
exported with Qout from the riparian zone to the stream. The onset of Cstr is ap-
proximately 15 h later than the start of Qout. The delayed response of J from the
riparian zone is due to the fact that Qin initially mobilizes and transports solutes
from the near stream riparian zone deeper into the domain, therefore the last part
of Qin does not come into contact with riparian solute. When Qout starts, newly in-
filtrated water with no solute concentrations drains out of the domain during first
few hours. This lag between the starting times of Qout and J depends on the dura-
tion of the flow event. Cstr increases until the end of the flow event, even though
Qout is discharged at a nearly constant rate. This is because of the fact that mobiliza-
tion of riparian solute increases with time, therefore the later part of Qout carries
more solute mass. At the end of the flow event, the turning point in near stream hy-
draulic gradient results in decreased Qout as well as corresponding J . That is why
the peak concentration is observed exactly at the end of flow event (Figure 2.2f).
Similar to Qout, the pre-event conditions for Cstr are not reached long after the flow
event.
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Figure 2.2: Time scales of water and solute fluxes during a bank flow event of 0.96 m
peak height above base flow and duration of 100 h.(a) stream discharge normalized to
the base flow (Q/Qb), (b) stage and groundwater heads at 5, 10 and 20 m distance from
stream boundary (black dots in Figure 2.1), (c) hydraulic gradient at stream-riparian in-
terface, i50 is the hydraulic gradient between the stream stage and the ambient ground-
water head at the left boundary, while i5 is the local gradient between the stream stage
and the groundwater head at a distance of 5 m from stream (dotted blue line represents
the hydraulic gradient in absence of the flow event), (d) water fluxes into (Qin) and out
(Qout) of the riparian zone, (e) change in saturation during the flow event, (f) Concen-
tration (Cstr) in stream water. The red dotted vertical lines across the figures show the
relative position of fluxes at these time steps.

.
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2.3.2. Solute Mobilization within the Riparian Zone

During the flow event, infiltrating stream water results in an increase in water sat-
uration in the upper riparian zone leading to mobilization of riparian solutes. In
Figure 2.3 this solute mass within the riparian zone is shown at various time steps
of the simulation period during and after the flow event. The actual mass of solute
in each cell is calculated in terms of water content:

M = V .C.Sw.n (2.4)

where M is the actual mass of solute, C is the concentration at the point, Sw is the
water content in the mesh cell, V is the volume of the cell and n is the effective
porosity of the aquifer.

At pre-event conditions (T < 1000 h) more solute mass is concentrated in lower
part of the solute layer. The zone above water level is variably saturated. We
applied a uniform solute concentration throughout the layer, resulting in a higher
solute mass in the areas of higher water content (lower part). During the rising
limb until the peak of the event (1006 and 1012 h) the water levels in the near
stream zone rise to a maximum level while in the more distant domain it remains
nearly unaffected. Water inflow into the unsaturated zone during Qin creates
strong horizontal as well as vertical water flow component in near stream riparian
zone. This results in complete flushing of the solute source layer from the near
stream zone where the unsaturated zone is filled with recently entered stream
water. Solutes from the near stream area are mobilized and transported away from
the bank both vertically upward by a capillary rise effect as well as horizontally
away from the stream. The highest solute mass is observable directly in areas
where saturation is high (dark red area around the 100 % saturation line), while
there is also visible increase in solute mass in areas between 5 (blue dashed line in
Figure 2.3) and 100 % saturation.

To illustrate the effect of Qin on riparian solute mobilization, we observe the water
and solute mass changes in a near stream cell located within the unsaturated zone
at x = 5 m and y = 0.9 m (indicated by the blue dot in Figure 2.3). The change
in saturation (Sw), solute concentration (C), solute mass (M) and vertical velocity
(Vz) within the cell are shown in Figure 2.4. Clearly at the time, when the Sw
within the cell starts increasing (Figure 2.4 a) by vertical water flow (indicated
by Vz in Figure 2.4 d ), concentration C (Figure 2.4 b) decreases but solute mass
M (Figure 2.4 c) increases within the cell at the same time, indicating that addi-
tional solute mass is received from the cell below by upward movement of water
(positive Vz in Figure 2.4 d). The solute mass keeps increasing in the cell until
the cell reaches nearly full saturation. At this stage water flow starts transporting
mass to neighboring cell which is evident from declining mass in Figure 2.4 c)
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until water within the cell is completely replaced by river water of zero solute
concentration. The observed vertical water flow can be explained by capillary rise
effect on commencement of Qin. Similar behavior of flow and solute movement in
variably saturated zone was observed by Silliman et al. (2002) in a laboratory study.

The mobilization of solute within the domain shown in Figure 2.3 is largely driven
by above mentioned effect of saturation. After the peak of the event, during the
falling limb (Figure 2.3; T = 1030 to 1050 h), the curved shape of the groundwater
level indicates the movement of water into both directions (into the stream and
towards the distant riparian zone), i.e., the groundwater level (saturation) in the
distant domain is still rising (around x = 20 m ) leading to additional mobilization
of solutes in the distant domain. At the same time, the groundwater level is
declining in the near-stream zone due to the increasing Qout towards the stream.

During the falling limb, the decrease in groundwater level in the entire domain, re-
sults in a vertical downward movement of the solute mass. The higher solute mass
(dark red area at T = 1012 to T = 1100 h) is moving downwards with the lower-
ing of the 100 % saturation line indicating solute movement from the unsaturated
zone to the saturated zone. At the same time solute is also moving horizontally in
the unsaturated zone towards the stream with Qout. The near stream area of the
domain (x < 3 m) is free of solutes at (T = 1030,1050h), therefore, no solute export
occurs in the beginning of Qout. The solute carrying water reaches the stream 15
h later at T = 1080 h (Figure 2.3) indicated by increased Cstr . This explains the lag
between starting time of Qout and Cstr .
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Figure 2.3: Solute mass (M[mol]) in the part of riparian zone at various time steps. The
solid and dotted blue lines show the 100 % (water level) and 5 % water saturation re-
spectively. The black dots indicate the locations of the observation points for ground-
water heads, while the blue dot shows the location for which a detailed description of
the solute mobilization process in unsaturated zone follows in the next section.

At the end of the event (T = 1100 h), groundwater levels adjacent to the stream
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Figure 2.4: Water saturation (a), solute concentration (b), solute mass (c) and vertical
velocity component (d) at one individual cell at location x = 5 m and y = 0.9 m (indicated
by the blue dot in Figure 2.3.

have returned to pre-event level while in the distant riparian zone (x > 10 m)
heads are still high indicating that a part of Qin still remains in the domain. At
this stage, a large portion of Qout is already discharged to the stream and solute
concentration Cstr is at the maximum value (Figure 2.2f) meanwhile lowering of
water table resulted in the movement of solute mass from unsaturated part to the
groundwater, from where it is transported to the stream. This is visible at time
1200 h, when the groundwater level is almost back to the pre-event conditions and
an increased solute mass is observed in groundwater. This increase in solute mass
in the groundwater is the result of the gravity driven vertical drainage from the
unsaturated zone.

At 3000 h, we would expect the groundwater to be free from solute; however solute
mass is visible even after 9000 h indicating that vertical solute movement from the
unsaturated to the saturated parts of the domain continues very long after the end
of the flow event. This is due to the slow drainage of Qout from the unsaturated
zone as explained in the previous section (see section 2.3.1.1 “water exchange time
scales”) and is consistent with previous studies (e.g., McCallum and Shanafield,
2016). This explains the long tailing of stream concentration Cstr in Figure 2.2f.

The general trends explained above, hold for all simulated scenarios. Flushing of
solute mass from near stream riparian zone, longer time periods of Qout and Cstr
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were observed in all cases.

2.3.3. Influence of Peak Height and Event Duration on Solute Mass
Export towards the Stream

In the following sections, we evaluate the effects of changes in peak height and
event duration on cumulative solute export from riparian zone.

Since the cumulative mass export keeps increasing over time long after the flow
event, we chose to constrain the output time to 4000 h (166 days) after the begin-
ning of the flow event, the time when water outflow rate falls back to the pre-event
flow rate for all of the simulated scenarios, i.e. when steady state flow conditions
are reached again.
The solute export to the stream is a function of both event peak height and event
duration (Figure 2.5a). The lines in Figure 2.5b represent the solute export for
varying peaks but equal duration, e.g., a 10 h duration line means the solute export
for varying peak discharge scenario for equal 10 h duration. Similarly in Figure 2.5c
each peak line represents the export for varying duration with equal peak heights.

Figure 2.5: Total solute mass exported into stream in 4000 h (166 days) as a fraction of to-
tal solute mass in the domain at pre-event conditions, (a) combined effect of event peak
height and duration, (b) effect of event peak height, and (c) effect of event duration.

For events with peak heights of less than 0.3 m where the infiltrated water does
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not reach the solute layer, the exported mass remains low and is independent of
the actual event peak height (Figure 2.5b). An increase in the event peak height
causes a groundwater level rise into the solute source layer, which results in an
increased solute mass mobilization and consequent export. Therefore variations
in event peak height have a pronounced effect on solute export. For instance, the
solute export on the 100 hrs duration line (Figure 2.5b), is increased from 6 %
for the minimum peak reaching the solute layer (0.36 m) to 33 % for the highest
peak (0.96 m). Hence for an increment of 0.6 m in peak height, solute export is
increased by 5.5 times.

The solute mass export is also positively related to the event duration. However,
each line of equal peak height tends to converge to an upper value of mass export
with increasing event duration (Figure 2.5c). This is due to the reason that longer
durations push the mobilized solute away from stream (along x dir.), decreasing
the availability of solute to be exported with initial high Qout flow rates. It means,
although solute mass export increases with increasing event duration, it has lower
impact on solute export compared to the peak height. For instance, given the
minimum peak height touching the solute layer (0.36 m), solute mass export is
0.14 % of the initial solute mass in the riparian zone for the shortest duration (10
h) while for the longest duration (100 h) of the same peak height, 0.33 % mass is
exported. Hence, by an increase of 90 h event duration for the same peak height,
mass export is increased by 2.35 times.

The mass export analysis suggests that events with higher peak height result in
increased mobilization and therefore increased solute export while longer dura-
tions tend to delay the timing of bank outflow causing retardation in solute export.
Therefore, frequent, short term stream fluctuations will be more efficient than flow
event of longer duration with lower peaks in mobilization and consequent export
of solute into the stream. Boutt and Fleming (2009) also demonstrated that the
frequent stream fluctuations transport solute mass from the stream to the aquifer
under zero net water flux by enhancing mixing process inside the aquifer. Gu et al.
(2012) found that strong stream events significantly influence the chemistry of both
surface water and groundwater by enhancing mixing and reaction efficiency in the
near stream zone. They also observed that time frames of chemical activity within
riparian zone are much longer than the hydraulic exchange time scales, which is in
line with our observations (Figure 2.3A).

2.3.4. Effects of Event Hydrograph Shape on Stream Water Solute
Concentration

Since solute export starts with the onset of Qout, (bank outflow) a time delay
between the peak in stream discharge and peak concentration of stream water was
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expected. Figure 2.6 depicts the stream discharge and concentration change during
the stream flow event. Generally, stream concentrations start increasing during the
falling limb of the flow event, reaching a maximum value near the end of the flow
event. The fixed time of peak concentration at the end of discharge event for all of
simulated scenarios is due to the decline in Qout as shown in Figure 2.6e, which is
caused by the turning point in the positive hydraulic gradient i5 in the near stream
zone (Figure 2.6d). An increase in the duration of the flow causes a damping
effect on the concentration peak in the stream water (Figure 2.6a-c). However, tail
concentrations are elevated with increasing duration indicating a retardation effect
of event duration on stream concentration as explained in the previous sections.
The time difference between the peak discharge (Qmax) and peak concentration
(Cstr−max) is increasing with increasing event duration. The increasing time lag and
damping of concentration peak is related to the longer Qin duration which initially
pushes the mobilized solute mass horizontally away from the stream as well as
delays the starting time of Qout and corresponding J .

In contrast, an increase in the event peak height results in a significant increase
in the peak stream concentration (Figure 2.6d-f). Higher concentration peaks for
higher inflow are due to the water saturation of an increasing portion of the solute
source and thus a more efficient mobilization. Therefore, higher peaks release
more solute without delaying the solute release from the riparian zone. However,
this does not hold for event peaks where the solute source layer is not tapped
into by the rising groundwater levels. In such cases no direct solute mobilization
is possible and the solute export is mainly caused by diffusion and gravitational
solute movement through the unsaturated zone resulting in delayed concentration
peaks.

The time lag between Qmax and Cstr−max is constant for scenarios of varying peaks
and fixed duration, provided the peak height is high enough to reach the solute
layer (2.2A-c), while it is linearly increasing with event duration for scenarios of
constant peak height (2.2A-d). This is due to two reasons: a) longer durations
induce longer Qin resulting in later starting times for Qout and b) longer Qin pushes
the solute mass further away from the near stream zone. As a result, the part of Qin

which entered the riparian zone after the solute has been pushed away from the
near stream zone may drain back to the stream without having been in significant
contact with the solute, causing a significant time lag between the starting times of
Qout and J .

Overall, higher and shorter events result in higher and earlier release of solute and
increased total solute mass export resulting in higher and earlier peak Cstr−max

whereas increase in duration results in retardation in release of solute mass
resulting in delayed and damped peak Cstr .
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Our results are mainly in line with the concentration-discharge relations found in
field studies. Especially, the significant lag between peak discharge and solute peak
in stream water has been also observed by many field studies (e.g., Hangen et al.,
2001; Inamdar et al., 2004; Pellerin et al., 2012; Welch et al., 2015). In line with
our modeling results, they concluded that the rise in groundwater table mobilizes
DOC but with a delayed maximum groundwater level compared to the maximum
stream stage, leading to delayed solute concentration peak in stream water. Mei
et al. (2014) concluded that the time lag is mainly controlled by event duration
and hydraulic connectivity between groundwater and stream. Xie et al. (2016) also
observed time lag increase with increasing event duration. These studies have sug-
gested that bank inflows have significant effects on the chemical conditions of both
stream water and groundwater. In this context, our results give detailed insights
into the process of the solute mobilization and export to the stream.

Figure 2.6: Stream discharge Q/Qb[−] versus solute concentration in stream Cstr [mol/m3]
for (a-c) increasing discharge event duration (30, 60, and 90 h, respectively) for a fixed
maximum peak height (0.96 m) (d-f) increasing maximum peak height (0.18, 0.54, 0.96
m) above base flow level respectively) for a fixed event duration (100 h).

2.3.5. Model Limitations and Future Studies

Our modeling setup represents a simplified riparian zone with reduced process
complexity as we exclusively study the effect of stream discharge scenarios on
solute mobilization and transport processes e.g., in our model the riparian aquifer
is homogeneous and isotropic in both effective porosity and hydraulic conductivity,
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similar to the study of McCallum et al. (2010). Therefore, we did not account for
any highly conductive zones although they may facilitate fast preferential flow and
transport that potentially exists in riparian aquifers (Beven and Germann, 1982).
In turn, layers of lower permeability may reduce the zone of water exchange and
solute removal (Chen and Chen, 2003). However, since sediment properties will
hardly change during short term stream discharge events the comparative metrics
derived in our study are likely the same as for the heterogeneous case.

In this study recharge by precipitation was not simulated, although it is potentially
an important process for water and solute mobilization (Nielsen et al., 1986; Xie
et al., 2016). Recharge can mobilize solutes during infiltration and also contributes
to the rise of the water table. However to test the additional effect of recharge, we
simulated a scenario with a constant recharge of 2 mm at the top surface during
the entire period of the flow event and compared the total solute export with the
scenario without additional recharge. We found that the overall solute export is
enhanced by factor 5.6 after 300 h when a major portion of Qout has been released
to the stream and by factor 5.9 after 5000 h when Qout reaches the pre-event
level. This clearly indicates that the addition of vertical recharge will significantly
increase the overall amount of solute export. However, for a thorough analysis of
the effect of groundwater recharge future modeling scenarios should consider rain
events with realistic timing and amount of water per time.

Furthermore, in our study solute transport is purely conservative, although in nat-
ural aquifers, sorption and reaction may alter solute export to the stream. Incorpo-
rating reactions into future modeling scenarios would highlight the effect of solute
mobilization on spatial extent and efficiency of solute turn-over.
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2.4. Summary and Conclusions

Infiltration and exfiltration of water into and out of the riparian soils during
stream flow events may lead to solute exchange between streams and their con-
nected riparian zones. In this study, we have investigated the effect of stream
discharge events on solute mobilization in riparian zones and the subsequent
export of solutes to the stream. The dynamics of riparian solute mobilization
and transport were simulated for stream discharge scenarios of varying peak
height and durations. Our results show that the magnitude and timing of bank
inflow, outflow and therefore solute mass outflux from the riparian zone into the
stream is controlled by the shape of the discharge event (i.e. event peak height
and duration). The initially unsaturated conditions in parts of the riparian soils
allow higher inflow rates in significantly shorter times than the subsequent bank
outflows. The bank outflows typically start during the falling limb of the stream
flow event, when the local hydraulic gradient reverses back to gaining conditions.
A significant fraction of the infiltrated water was discharged back to the stream
until the end of the flow event; however a small fraction of outflow stayed in the
bank, and was discharged back to the stream over a longer period of time after the
flow event. Upon infiltration of stream water, the water level in the riparian zone
rises resulting in the mobilization of solutes residing in the previously unsaturated
zone. The export of mobilized solutes into the stream occurs in two stages. In
the first stage, the bulk of the mobilized solute is transported by the direct bank
outflow from the riparian zone resulting in peak concentration at the end of
flow event. Bank outflow driven export lasts for a relatively short period of up
to 12 days, while during the second stage solute mass from zones of increased
saturation moves vertically downward to the saturated zone under the influence
of gravity. This drainage process from the unsaturated zone is very slow and is
responsible for the long tailing of stream concentration (> 400 days) after the event.

Both event peak height and event duration enhance solute mass export. However,
in comparison to the event duration, peak height plays a dominant role for the
total solute mass exported. The timing of change in stream concentration is
directly linked to the timing of the bank outflows which in turn depends on the
hydraulic gradients near the stream. The time lag between peak discharge and
peak concentration increases with event duration as longer durations delay the
reversal of the local hydraulic gradients from negative (losing) to positive (gaining).

Our findings are consistent with previous studies (e.g., Boutt and Fleming, 2009;
Gu et al., 2012; Mei et al., 2014; Sawyer et al., 2014). It also supports the idea that
the export of the riparian solutes during bank outflows is dominantly controlled
by the fluctuations in near stream hydraulic gradients (Welch et al., 2015). Another
important finding is that presence of unsaturated zone can lead to long term solute
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export into the stream after the flow event. For a field based evaluation of the
effects of stream flow events on river solute loads, measurement windows have
to be long enough to capture the delayed response caused by solute mobilization
from the unsaturated soil zone. The prolonged stays of stream water in the riparian
zone provide opportunity for long term reactions and therefore have important
implications for both stream and groundwater quality.
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Appendix 2

Figure 2.1A: Selected discharge scenarios of varied peak height and duration used in
simulations (shortened list). Tick marks on x and y axes indicate duration of events [h]
and peak height [m] respectively.
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Figure 2.2A: Effects of event hydrograph shape on stream water solute concentration [a,
b]: Peak concentration in stream (Cstr ) with increasing peak discharge and duration [c,
d]: Time lag in starting time of bank outflow (Qout) and stream concentration (Cstr ) .
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Figure 2.3A: Fraction of bank inflow water remaining in the riparian zone (green line),
corresponding solute export (orange line) out of the riparian zone (top) and change in
saturation within the riparian zone during and after the flow event (bottom).The verti-
cal line indicate starting time of bank outflow, end time of flow event and time when
major part of the outflow has discharged back to the stream respectively.
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Chapter 3

Flow and Transport Dynamics within
Intra-Meander Zone

3.1. Introduction

Eutrophication of freshwater due to both natural and anthropogenic activities is
one of the crucial challenges for the management and the restoration of riverine
ecosystem (Skogen et al., 2014). In the past few decades, a steady increase in the
loads of dissolved organic carbon (DOC) has been observed in the streams (e.g.,
Rinke et al., 2013). Similarly anthropogenic activities have increased nitrogen (N2)
fluxes into stream systems (e.g., Aber et al., 1998; Smith et al., 2006; Mulholland
et al., 2008) resulting in the deterioration of stream water quality as well as in-
creasing the cost of water treatment in the downstream drinking water reservoirs.
Large quantities of nutrient loads carried by surface and subsurface flow from
upland are usually intercepted by the riparian buffers (e.g., Bishop et al., 1990;
Karr and Schlosser, 1978) and therefore, near stream riparian zones serve as a
temporary storage for agricultural nutrients, reducing the contaminant loads into
stream (Hill, 2000; Vidon et al., 2010). However, surface water bodies and their
riparian zones continuously interact in a variety of forms and scales in all types of
landscape settings (Bencala, 1993; Winter, 1998) leading to dynamic exchange of
waters between entirely different sources with distinct chemical signatures. The
continuous dynamic exchange of water between stream and surrounding riparian
zone enhances mixing and transport of contaminants across the stream-riparian in-
terface as well as facilitates complex biogeochemical processes within the riparian
zone (Stanford and Ward, 1993). Identification of the potential of stream-riparian
interactions to influence water quality has drawn the attention of researchers
towards the complex nutrient transformation and exchange mechanism across
stream-riparian interface and associated effects on water quality of both ground
and surface water. Therefore, in the last two decades, the role of stream-riparian
exchange in attenuation and transformation of nutrients within riparian zone as
well as regulating contaminant fluxes into streams has been extensively studied
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(e.g., Stanford and Ward, 1993; Bencala, 1993; Hill, 1996; Brunke and Gonser,
1997; Boulton et al., 1998; Woessner, 2000; Vidon and Hill, 2004b,a; Fleckenstein
et al., 2010).

One of the most important stream-riparian exchange processes is hyporheic
exchange flow (HEF) which is defined as the continuous entry of stream water into
surrounding sediments and re-entry back to the stream after some time (Harvey
et al., 1996; Winter, 1998; Harvey, 2000; Storey et al., 2003; Bencala, 2005). Due to
unique flow paths, HEF provides opportunity of nutrient exchange across stream-
riparian interface as well as facilitates biogeochemical transformations within
riparian zone. These biogeochmical transformations within the hyporheic zone
may result in degradation of contaminants and therefore HEF zone is also seen as
a self cleaning mechanism of riverine ecosystem. For example, a major portion
of stream respiration, a process responsible for removal of carbon in the form of
CO2, occurs mostly within the hyporheic zone (e.g., Kaplan and Newbold, 2000).
Furthermore, denitrifcation, i.e. reduction of NO−3 to gaseous N2 is also exclusively
attributed to the processing within hyporheic zone (Laursen and Seitzinger, 2002;
Lansdown et al., 2012). Due to the above mentioned functionality, hyporheic
exchange processes are key to the ecology and water quality of riverine ecosystem
and therefore it is important to improve our understanding of nutrient cycling
mechanism at hyporheic exchange zone (e.g., Fisher et al., 1998; Mulholland et al.,
2000; Krause et al., 2009; Fleckenstein et al., 2010; Trauth et al., 2014; Boano et al.,
2014; Trauth et al., 2015, etc.)

Hyporheic exchange flow (HEF) occurs at a variety of scales (e.g., Stonedahl et al.,
2010), beginning from as small as the scale of centimeters e.g., due to pressure
variation on individual bedforms (Elliott and Brooks, 1997; Storey et al., 2003) to
a much larger scale between meters and 10 of meters due to large morphological
features such as pool riffle effect (e.g., Trauth et al., 2014) and gravel bars (e.g.,
Shope et al., 2012). The HEF further extends to channel scale such as lateral
exchanges through stream banks (Harvey and Bencala, 1993; Kiel and Cardenas,
2014; Wroblicky et al., 1998; Cardenas, 2009) and meander bends (Boano et al.,
2006; Revelli et al., 2008; Gomez et al., 2012; Cardenas, 2009). The mechanism
of HEF differs depending upon the type and extent of morphological features as
well as other factors such as varying hydrological conditions. For example, large
scale lateral HEF is induced by the hydraulic head difference across morphological
features i.e. water enters the bed at locations of higher water level (upstream) and
exits at the lower water level (downstream). This type of hydrostatic head driven
hyporheic flow occurs under all conditions throughout the river reaches (e.g.,
Stonedahl et al., 2010; Kiel and Cardenas, 2014; Boano et al., 2014). The spatial
extent and residence time for hyporheic flow are key variables for hyporheic zone
functionality as they control the amount and timing of biogeochemical transforma-
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tions of contaminants (Boano et al., 2014). Since hydrostatic hyporheic exchanges
are much larger in terms of magnitude as well as spatial and temporal extent as
compared to the small scale exchanges, they may transport large quantities of
solute to and from the stream into the riparian sediments and provide opportunity
of mixing and biogechemical transformation for longer period of times. Especially
channel sinuosity driven hyporheic exchanges are one of the largest in spatial
(ranging from meters to 10 of meters) as well as temporal (from days to years)
extent (Revelli et al., 2008; Cardenas, 2008; Boano et al., 2006; Gomez et al.,
2012). Furthermore, hydrostatically driven exchange flows are dominant in
non-submerged morphological features (Harvey and Bencala, 1993; Woessner,
2000; Cardenas, 2008) and therefore are likely to be influenced by the variability
in hydrologic conditions e.g. rise in water level due to a flow event.

Due to the complex nature of hyporheic flow and involvement of diverse processes
such as hydrological and chemical dynamics (Böhlke et al., 2009), temporal and
spatial variability (Boano et al., 2014; Trauth and Fleckenstein, 2017) as well as
methodological constraints, numerical modeling approaches are often required to
improve the understanding of complex exchange processes (Fleckenstein et al.,
2010). Past research has mainly focused on small scale hyporheic exchange flow
(HEF) driven by fully submerged features like dunes (Cardenas and Wilson, 2007;
Elliott and Brooks, 1997), pool and riffles (Trauth et al., 2014) etc. Whereas,
large scale hyporheic exchange processes and resulting solute transformations
in partially submerged features are rarely studied, although these features occur
frequently throughout natural river systems and have pronounced implications for
nutrient transformations and transport (e.g., Shope et al., 2012; Boano et al., 2014;
Trauth et al., 2015). Shope et al. (2012) investigated the influence of stream bar
on hyporheic exchange during the variable hydrologic conditions, using field data
and heat transport simulations. Trauth et al. (2015) simulated the biogeochemical
transformations in a partially submerged in-stream gravel bar under varying
hydrologic conditions. Similarly a few attempts have been made to explore the
intra-meander flow and exchange process with the help of field and laboratory
studies (e.g., Han and Endreny, 2014; Konsoer et al., 2016). These studies in-
clude theoretical models focused on predicting meander evolution time scales
and estimation of intra-meander residence times based on the particle tracking
techniques (Boano et al., 2006; Revelli et al., 2008), influence on reactions under
steady state conditions in the saturated zone (Boano et al., 2010) and influence of
ambient groundwater on intra-meander flow paths (Gomez et al., 2012). However,
some key aspects of intra-meander flow still need more insight, for example,
in past intra-meander flow has been represented as two dimensional process
due to dominant lateral extent of intra-meander HEF. However, biogeochemical
transformation are very sensitive to the vertical extent of the hyporheic flow paths
(e.g., Storey et al., 2003). In addition to that, majority of the available studies
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have considered hyporheic flow under steady state conditions. Furthermore,
intra-meander HEF studies are often limited to the fully saturated intra-meander
zone below water table and do not address the variably saturated intra-meander
zone above the water table. Gomez-Velez et al. (2017) recently attempted to model
the impact of stream discharge on sinuosity and bank storage driven exchanges.
In their study using the 2D modeling concept of Cardenas (2009), they simulated
the impact of single discharge event on bank storage and sinuosity driven flow.
However, mobilization and biogechemical transformation of riparian solutes
initially residing in the non-submerged unsaturated zone was ignored. Since
the intra-meander hyporheic exchange is induced by the head difference across
the intra-meander zone, variation in stream stage can significantly influence the
intra-meander flow field by altering the degree of submergence and therefore may
mobilize and transform solutes present within initially unsaturated intra-meander
zone (Trauth et al., 2015).

Hence, nutrient loads accumulated in the initially unsaturated riparian zone (e.g.,
Bishop et al., 1990, 1994; Grabs et al., 2012), can be mobilized and exported to
the stream due to the variation in near stream water table (e.g., Creed et al., 1996;
Hill, 2000). However, little is known about the effect of changing hydrological
conditions on intra-meander hyporheic exchange flow and resulting chemical
transformations. In particular, it is not known how significant is the impact
of a stream flow event on the mobilization of solute residing in the previously
non-submerged intra-meander zone. For example, intra-meander hyporheic
flow during a flow event, may enhance solute transport towards the stream by
infiltrating into solute deposits residing in the unsaturated intra-meander zone
and ultimately exporting it towards the stream. On the other hand, there is also a
possibility that the solutes present in the stream water are filtered by entrapment
in the intra-meander region i.e. intra-meander zone may either act as a source
or sink of nutrients. Recently, in a 2D modeling study of a single intermediate
stage meander, Dwivedi et al. (2018), showed that stream discharge event can
deposit as well transport carbon to and from intra-meander zone. Moreover, long
intra-meander residence times facilitate biogeochemcial transformation within
the intra-meander zone which may result in complete removal of solute species.
Hence, identification of the important factors affecting the intra-meander HEF and
associated transformation and export of solutes from or to the stream is important
for the better management of the stream water quality.

This chapter aims at investigating the role of stream sinuosity on the intra-meander
HEF and the influence of stream discharge event on solute (DOC) mobilization/
transformation within the intra-meander zone and export to the stream. For this
purpose, a three dimensional groundwater reactive transport model of variably
saturated flow has been developed. The influence of different meander shapes
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on intra-meander flow field under base flow conditions as well as during stream
discharge event on solute mobilization and reactive transport from the unsaturated
zone is investigated by the application of varying morphological, hydrologic
and reaction scenarios. In the first part, three dimensional steady flow has been
simulated for a set of meander shape scenarios with varying degree of sinuosity.
The steady state flow analysis allows to predict the influence of meander sinuosity
on intra-meander residence times. In the second part, using the flow distribution
of steady state flow simulations as the initial conditions, we investigate the
influence of stream discharge event on mobilization and conservative transport of
solute (DOC) initially stored in the non-submerged portion (unsaturated zone) of
intra-meander region. In the third and final part, we investigate the influence of
stream discharge event on biogechemical transformation within the intra-meander
zone. For this purpose, we simulated aerobic respiration (AR) and denitrification
(DEN) of intra-meander solutes for varying chemical scenarios.
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3.2. Methods

Hyporheic exchange flow is often characterized on the basis of residence time and
spatial extent (Boano et al., 2014), as residence time provides a direct measure
of timescales of transport processes whereas spatial extent of HEF defines the
amount of solute and water exchange. In order to investigate the influence of me-
ander sinuosity, hydrologic and chemical conditions on intra-meander hyporheic
exchange, this study is divided into three phases. In the first phase, we simulate
intra-meander flow and residence times for various meander shape scenarios with
a systematically varying degree of sinuosity under fully saturated steady state flow
conditions. In the second phase, using the flow field distribution obtained from
the steady state analysis as initial conditions, we simulate hyporheic exchange
under transient flow conditions caused by the streams stage fluctuations. In order
to investigate the effect of a stream flow event on conservative solute transport
within the intra-meander zone, a solute (DOC) layer within the unsaturated
intra-meander zone is introduced which may come in contact with the stream
water during the flow events. In the third phase, we further extend the model by
simulating removal of intra-meander solute (DOC) through aerobic respiration
(AR) and denitrification (DEN) during stream flow event.

3.2.1. Meander Shape Scenarios

Natural river bends occur in a variety of shapes and sizes. During meander
evolution process, the shape of meander bends changes in a well known pattern.
Initial stage meanders are characterized by smaller curvature near the apex which
is usually estimated by the measurement of radius of curvature (Rc) and longer
wavelength (λ) as shown in Figure 3.1 i.e. longer distance at the opposite corners
of the meander. Under the influence of stream hydrodynamics i.e. continuous
erosion of outer bank and sediment deposition at inner bank, the meander form
continuously evolves over the time. One of the most common feature of the
evolution process is the narrowing of distance at the steepest head difference
within the meander bend which occurs usually near the opposite corners of the
meander, i.e. λ starts decreasing with meander evolution, whereas Rc tends to
increase. The phenomenon of decrease in length around the point of steepest head
difference is termed as neck formation. This process of narrowing meander neck
continues until the meander is cut off.

In the past, various analytical methods have been developed to predict meander
evolution and river migration (e.g., Ikeda et al., 1981; Johannesson and Parker,
1989; Camporeale et al., 2005). The analytical model proposed by Zolezzi and
Seminara (2001) has been utilized by Boano et al. (2006) and Cardenas (2009) to
predict the evolution of meanders and intra-meander flow patterns. In this study,
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Figure 3.1: Basic form parameters of a meander, wavelength (λ), height or amplitude
(H), radius of curvature (Rc) and meander length (L).

we are focusing on the effect of meander shapes on the intra-meander HEF and
associated solute fluxes instead of mechanism involved in the evolution and mi-
gration of meander under various morphodynamic factors. Therefore, we opt for a
simple way to obtain unique curves representing various meander evolution stages
ranging from the initial to the cut off stage. This has been conveniently achieved
by a sine generated curve based on a simple approach known as the minimum vari-
ance approach. The minimum variance approach was first proposed by Langbein
and Leopold (1966). Using this approach the unique curvatures representing me-
ander sinuosity of varying degrees can be generated by specifying a single variable
known as direction angle using following equation.

θ(l) = ωsin(
2πl
L

) (3.1)

where;

θ(l) [◦] is the channel direction angle along the curvature of the meander

ω [◦] is the maximum angle which the curve makes with horizontal (direction
angle)

l [m] is the small incremental segment of the meander length (L) where θ and
ω are defined

L [m] is the path length along the arc from trough to trough i.e from point A
to A′

In equation 3.1 channel direction angle θ(l) [◦] varies in a sinusoidal way along the
path of the curve. The ω specifies the shape of the curve, therefore we refer to ω

as the shape angle in the following text. Using the equation 3.1, twenty two (22)
meander shape scenarios representing systematically increasing degree of meander
sinuosity from initial to near cut off stage are generated. These scenario are named
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Figure 3.2: Three of the meander shape scenarios developed using different values of ω.
The sinuosity increases with increasing value of ω.

after so called shape angle (ω) ranging from ω = 15◦ (initial stage bend) to the ω =
120◦ (near cut off bend). The degree of sinuosity of meander bend is represented
by the value of ω i.e. higher value of ω means higher degree of sinuosity. Three
representative shape types defined by the ω value of 60◦, 90◦ and 115◦ are shown
in Figure 3.2. The scenarios with the shape angle ω ≤ 60◦ represent meanders of
low sinuosity or initial stage meanders, the scenarios with the shape angle around
90◦ represent middle stage meanders, whereas the scenarios with the shape angle ω
≥ 105◦ represent highly sinuous advanced stage meanders. A maximum amplitude
(H) of 20 m and wavelength (λ) of 30 m is set for individual meander scenarios.
Once these shape curves were obtained using equation 3.1, they were transformed
into Cartesian for the representation of stream cells in the surface and groundwater
models ( Code 3.1A).

3.2.2. Surface Water Simulations

The influence of event peak and duration on solute mobilization has been investi-
gated in chapter 2 in details by simulating systematically varying peak height and
duration of the flow event. In this chapter, we use a stream discharge event with
maximum peak height (0.96 m above base flow level) and the longest duration
(120 h) from the scenarios used in chapter 2 to three representative meander shape
scenarios to investigate the response of meander shapes on solute mobilization
during the stream flow event. In order to simulate the effect of stream stage
variation on intra-meander HEF, a variable stream head boundary is required at
the cells in top layer of the groundwater model representing stream i.e. outer
boundary of intra-meander zone where heads at boundary cells respond to a
stream flow event. To obtain realistic transient heads at the meandering boundary,
we simulated stream flow using unsteady flow simulation package of 1 D HEC-RAS
4.1.0 for three meandering streams scenarios i.e. ω 60, ω 90, ω 115. 1 D HEC RAS
solves Saint-Venant equations that describe one dimensional unsteady flow in open
channels. The Saint Venant equations are a simplified solution of Navier-Stokes
equations which solve continuity and momentum equation combined. The solution

56



3.2. Methods

of these equations defines the propagation of a flood wave with respect to distance
along the channel and time.

The stream geometry in HEC RAS is defined by specifying the orientation of a
cross section with respect to the next cross section. The meandering stream shapes
obtained from the section 3.2.1 were transformed into cross sections to be imple-
mented as stream geometry in HEC RAS. To preserve the stream geometry intra
cross section distance (reach lengths) of less than 1 m was adopted, resulting in
total 272 to 290 cross sections depending upon the degree of meander bends. A tri-
angular stream cross section of 0.75 m width and 1.5 m depth was chosen for all the
simulation scenarios. In the first step steady state flow was simulated by specifying
upstream stage height of 8.95 m (i.e. 0.45 m above the streambed), average river
bed slope (So = 0.01), Manning’s roughness coefficient (n = 0.04) as well as other pa-
rameters such as contraction and expansion coefficients. The results of the steady
flow simulations were then used as initial conditions for unsteady flow simulations.
The unsteady flow simulation package in 1D HEC RAS requires two key boundary
conditions for the simulations of surface water profiles (i.e. time variant stream
elevations) of a stream reach. At the channel head it requires a stage or discharge
hydrograph with uniform time steps and a downstream parameter e.g. normal or
critical depth. For unsteady flow analysis, a discharge value of 0.042 m3/s (obtained
from steady state simulation) was applied as initial flow corresponding the stage of
0.45 m above streambed. At the upstream boundary, a stage hydrograph of 120 h
duration with peak height of 1 m above base flow was applied. Other hydraulic pa-
rameters used for the unsteady HEC-RAS simulation are given in the table 3.1. The
peak discharge of 1.4 m3/s was computed corresponding to the height of 9.95 m
(stage height of 1.45 m). The computed time variant water surface elevations (hy-
draulic heads) obtained from surface water model were then applied as transient
(time variant) head boundary conditions to the top of the groundwater model i.e.
to the stream cells.

Parameter Value Units

Stream depth from surface 1.5 [m]
Stream bed slope (So) 0.045 [m/m]
Manning’s (n) 0.04 [m/m]
Base flow 0.01 [m3/s]
Peak Flow 1.5 [m3/s]
Max. channel elevation 9.99 [m]

Boundary Conditions [Unsteady Flow]
Upstream boundary condition Stage hydrograph
Downstream boundary conditions Normal Depth

Table 3.1: Hydraulic parameters for surface water model [HEC RAS].
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3.2.3. 3D Groundwater Flow Simulations with Modeling Code
MIN3P

A three dimensional groundwater model was set up with the groundwater mod-
eling code MIN3P, which is capable of simulating flow and reactive transport in a
variably saturated medium (Mayer et al., 2002). As shown in Figure 3.3, the model
domain extends 100 m in horizontal direction ‘X’, 30 m in lateral direction ‘Y’
and 10 m in vertical direction ‘Z’. After the meandering stream co-ordinates were
obtained, the cells in the top layer of groundwater model with same co-ordinates
were located and adjusted to the streambed elevation by deforming the mesh using
a mesh deformation algorithm (Code 3.2A). It not only enables incised channel
in the top layer of the model but also deforms the mesh in the vertical direction
(z-direction) to adjust the valley slope (topography) to the streambed slope. The
incised channel depth was set to 1.5 m from the top surface of the model domain.

Figure 3.3: Model set-up showing the extent of modeling domain with incised meander-
ing channel and location of solute source. The domain area between two dotted lines
parallel to Y direction is used for results evaluation. Two (XZ) cross sections on the
right side show vertical profile of simulated water saturation (bottom) and solute con-
centration (top) under steady state conditions at the section XX’ (marked in yellow).
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Type No. Name of Meander Shape Scenarios (ω[◦])

Steady flow 22 15 20... 115 120
Transient Flow 3 60 90 115

Table 3.2: Meander shape scenarios for steady and unsteady flow simulations.

A constant head of 0.45 m above the channel bed was assigned to stream cells (free
water surface elevations) with a streambed slope (So) of 0.01 m/m. Hence, an initial
fixed head of 8.95 m at upstream head boundary (see Figure 3.3), whereas at the
downstream boundary the initial head was varied from 7.45 to 6.8 m depending
upon the length of meandering stream. A uniform mesh grid of 0.25 m was set
along the x and y direction throughout the model, whereas the vertical extent (z
axis) was divided into three sub regions. Up to 3.5 m depth from the surface of
the model, a finer grid of 0.125 m while from 3.5 to 5 m a grid size of 0.25 m was
applied. The grid size from 5 to 10 m was gradually increased from 0.25 m to 1
m. Depending upon the shape of the stream the total number of cells varied from
1399920 to 1587222. The finer mesh in the top layers of the model containing
stream and variably saturated intra-meander region ensures better representation
of intra-meander flow field as solute mobilization and reactions.

No flow boundaries were assigned along the upstream, downstream as well along
the lateral directions i.e. no groundwater inflow and outflow was considered (for
steady state simulation). Similarly bottom of the model as well on the top (except
the stream cells) were also assigned no flow boundaries i.e. no recharge from the
top boundary was simulated. In order to eliminate any boundary effects on intra-
meander flow, we extended the modeling domain up to 5 m out of stream bank in
lateral direction. In order to minimize the effect of no flow boundary at upstream
and downstream head boundaries along the stream flow direction, the modeling
domain was extended up to three meander bends, however, only the results from
the central meander were considered for evaluation purpose.

3.2.3.1. Steady Flow Simulations

Steady flow was simulated for twenty two (22) meander shape scenarios ranging
from ω 15 to ω 120 (see Table 3.2). The flow field obtained through steady simu-
lation was utilized for the estimation of intra-meander residence times. In order
to investigate the flow velocities and residence times across the intra-meander
area, forward advective particle tracking was conducted using the open source
visualization software ParaView (version 5.1.2). Steady state pore water velocity
field was generated using fourth-fifth order Runge-Kutta integration technique.
A number of particles (two particle per mesh cell) were released at the depth 0.2
m below the streambed along the upstream segment (segment AC in Figure 3.1)
of the meander. The particles were traced by forward particle tracking until they
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reach the downstream end of the meander i.e. travel time for each particle was
computed from release point at upstream section until the time, they exit in or
pass under the downstream segment (i.e. segment CA’ in Figure 3.1).

The lateral extent of intra-meander flow is considerably greater compared with the
vertical direction and therefore generally vertical flow has been ignored in the past
studies (e.g., Boano et al., 2006; Revelli et al., 2008) etc. However, the vertical extent
of hyporheic zone is important and more relevant when investigating the chemical
transformations within the zone as it controls the extent of solute mobilization,
transformation and transport from the dominant solute layer (Storey et al., 2003).
Using 3D modeling setup, it is possible to simulate the vertical extent of intra-
meander flow paths. The maximum penetration depth of the intra-meander flow
paths (Dmax) for each flow path has been calculated in order to explore the effect of
meander sinuosity (ω) on vertical extent of flow paths and intra-meander residence
times (RT ). Furthermore, relationship of intra-meander residence times (RT ) with
intra-meander area (A) and average intra-meander hydraulic gradient was also ana-
lyzed. Although groundwater flow direction may influence the intra-meander flow
field ( e.g., Cardenas, 2009; Gomez et al., 2012), in this study no flow boundary con-
ditions on lateral (Y direction) as well as along valley (X direction) are applied for
steady flow simulations. This setup allows to investigate the sole effect of meander
shape on the intra-meander flow dynamics.

3.2.3.2. Stream Flow Event and Solute Mobilization Set-Up

In order to simulate the stream flow event in the groundwater model, transient
stream heads obtained from the surface water model were applied as transient
boundary conditions to stream stream cells in the top layer of groundwater
model. For the simulation of the mobilization and transport of the solute from
the unsaturated intra-meander zone we apply a uniform concentration of solute
layer in the non-submerged (unsaturated) intra-meander region which is tapped
by the rise in groundwater level. A uniform layer of carbon source (CH2O) having
concentration of 3.3 mmol/L (100 mg/L) is applied in the upper unsaturated part
of the meander. The vertical extent of solute layer is restricted only to the upper
1.0 m (the non-submerged part) of intra-meander depth (see Figure 3.3).

In the subsequent analysis, the influence of stream discharge event on intra-
meander solute mobilization and conservative transport has been simulated and
analyzed for three meander shapes.

For transient simulations, the same modeling setup is used as in steady flow anal-
ysis. Similar flow boundary conditions are applied except constant head bound-
aries (Dirichlet boundary) at the inflow (upstream) and outflow (downstream) lo-
cations (see Figure 3.3). The groundwater head is set equal to the bed level at both
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upstream and downstream locations. The constant head boundaries at upstream
and downstream locations and no flow boundary on lateral sides enable average
groundwater flow direction parallel to the overall direction of the stream i.e. along
the down-valley axis. This setup maintains groundwater level along the down-
valley axis near the channel bed and prevents any backwater effect at downstream
boundary during the simulation of stream flow event.

3.2.4. Reactive Transport

As stated in the section 3.1 important chemical transformations occur in the
hyporheic zone (HZ). These reactions include aerobic respiration (AR) i.e. decom-
position of organic carbon in presence of oxygen (O2) and denitrification (DEN), a
process responsible for transformation of nitrates (NO3) into gaseous N2 (Bencala,
2000).

A large amount of carbon is deposited in the riparian wetlands including in the
intra-meander zone which is available for mobilization and transport in the form
of DOC under suitable hydrologic conditions (e.g., Bishop et al., 1990). Stream
water is usually enriched with oxygen (O2) (e.g., Battin et al., 2003; Diem et al.,
2013) whereas, a very small to no amount of O2 is found in the groundwater (e.g.,
Kaplan and Bott, 1982). During hyporheic flow, oxygen rich stream water enters
into subsurface, resulting in consumption of DOC through aerobic respiration
(e.g., Trauth et al., 2015). Furthermore, due to use of fertilizers in the agricultural
lands, nitrogen is increasing in the surface water as well as in groundwater in the
form of nitrates (e.g., Peterson et al., 2008) i.e. nitrates may originate either from
surface water (S −NO3) or from the groundwater (G −NO3).

Considering above mentioned possibilities of biogeochemical processes of aero-
bic respiration and denitrification, following chemical reaction scenarios are most
likely to occur within riparian zone.

Aerobic respiration: CH2O + O2 −−−→ CO2 + H2O

Denitrification: 5CH2O + 4NO3
– + 4H+ −−−→ 5CO2 + 2N2 + 7H2O

According to above equations, there are three possibilities of chemical interactions
with DOC source (CH2O), 1) aerobic respiration (AR) upon coming in contact with
surface water, dentrification (DEN) with 2) stream originated nitrates (S − NO3)
and 3) groundwater originated nitrates (G − NO3). Our chemical scenario is
inspired by the measured data at a field site at Selke river in central Germany
(Trauth et al., 2015).
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Constant concentration of 10 mg/L (0.31 mmol/L) for stream oxygen (O2) and
10 mg/L (0.16 mmol/L) for stream nitrates (S −NO3) is assigned as top chemical
boundary conditions (stream cells). We assume that stream water is free of DOC,
i.e. zero DOC concentration is assigned to the top boundary (stream cells). Simi-
larly a constant concentration of 10 mg/L (0.16 mmol/L) of groundwater nitrate
(G −NO3) is assigned at upstream inflow boundary, whereas zero concentration of
DOC and O2 is assigned to the upstream inflow boundary. Hence groundwater is
assumed as free of DOC as well as O2. This setup allows us to evaluate the influ-
ence of surface and subsurface nitrates and surface oxygen on the consumption of
intra-meander DOC during a flow event.

Parameter Value Units

Water flow (saturated zone)
Aquifer depth 10 [m]
Porosity 0.3 [-]
Sat. Hydraulic Conductivity [Kx,Ky ,Kz] 0.001 [m/s]
Specific storage [Ss] 0.00001 [m−1]

Water flow (unsaturated zone)
Residual Saturation [θr] 0.01 [-]
Van Genuchten [α] 8.5 [m−1]
Van Genuchten [n] 3.5 [-]

Solute Transport
Longitudinal dispersivity 0.01 [m]
Horizontal transverse dispersivity 0.001 [m]
Vertical transverse dispersivity 0.0001 [m]
Diffusion coefficient (aqueous phase) 1.0× 10−09 [m2/s]
Diffusion coefficient (gaseous phase ) 1.0× 10−05 [m2/s]

Parameterization of Monod kinetics for solute reactions
Half-saturation constant KO2

6.25× 10−06 [mol/L]
Half-saturation constant KDOC 1× 10−04 [mol/L]
Half-saturation constant KNO3

3.2258× 10−05 [mol/L]
Inhibition constant for denitrification KI 3.13× 10−05 O2[mol/L]
Maximum reaction rate AR(µmax,AR) 4.75× 10−01 [mmol/L/d]
Maximum reaction rate DEN (µmax,DEN ) 8.64× 10−02 [mmol/L/d]

Table 3.3: Flow and transport parameters for the groundwater model [MIN3P].

MIN3P uses a general framework for kinetically controlled intra aqueous reac-
tions. Related reaction and rate parameters can be incorporated into the model
through an accompanying database. For microbially mediated reactions, MIN3P
uses Monod approach. The general form of Monod kinetics is as following:
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R = µmaxl(
Cd

Kd +Cd
)(

Ca

Ka +Ca
) (3.2)

Where R is the reaction rate, µmax is the maximum reaction rate , Cd and Ca are
the concentrations of the electron donors and acceptors and Kd , Ka are the half
saturation constants for electron donors and acceptors, respectively. In this model,
reactions are simulated considering CH20 as electron donor while O2 and NO3 as
electron acceptors. Since O2 acts as electron acceptor in case of organic matter
decomposition (Hedin et al., 1998), the reaction rate of denitrification (DEN) is
limited by the presence of O2, therefore following inhibition factor ‘l′ is used for
simulation of the DEN kinetic.

l =
Kl

Kl +CO2

(3.3)

where Kl is the inhibition constant and CO2
is the O2 concentration.

The Monod kinetics parameters used in simulation are given in the table 3.3. The
maximum reaction rate of AR used in the simulations (µmax,AR = 0.475mmol/L/d)
is calculated by field measurements at Selke river (Schmidt et al., 2012) whereas
the half saturation constants KO2

, KNO3
, KDOC and maximum reaction rate of

denitrification DEN (µmax,DEN ) are based on literature values from previous studies
(Trauth et al., 2014).

In order to simulate controlled scenarios, a few assumptions are made which are
usually necessary for this kind of exploratory modeling studies. We assume that
the porous medium is homogeneous and isotropic i.e. uniform hydraulic conduc-
tivity along all x, y and z directions is assumed. The soil parameters used in the
groundwater model (see Table: 3.3) closely resemble with sand. Groundwater flow
direction is assumed in parallel to the general direction of valley slope in the tran-
sient simulations. No ambient groundwater flow, from the lateral sides of the model
domain as well as no recharge on the top of the model has been incorporated.
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3.3. Results and Discussion

3.3.1. Groundwater Heads and Flow Paths in the Saturated Intra-
Meander Zone

In this section we present simulated groundwater flow patterns in the intra-
meander region under steady flow conditions. Steady state flow and residence
time simulations of all 22 scenarios show that meander shape scenarios (ω) can
be broadly categorized in three geometric types. The scenarios with shape angle
ω ≤ 60◦, representing initial stage meander bends, the scenarios with shape angle
value around 90◦, representing middle stage meander bends and the scenarios
with shape angle ω ≥ 105◦, representing advance stage meanders. The scenarios
within each group show similar patterns of groundwater flow and residence times.
Therefore for simplicity, results from three scenarios i.e. ω = 60◦, 90◦ and 115◦ are
compared in the following sub-sections.

3.3.1.1. Groundwater Heads

The 2D planes (XY) of the 3D intra-meander steady flow field generated by linearly
decreasing stream heads at a depth of 0.25 m below streambed are shown in the
Figure 3.4 (a1, b1, c1). This depth was selected to ensure fully saturated conditions.
Head contours are plotted at a constant interval of 0.02 m. Head difference across
the intra-meander area ranges from 0.1 m for the scenario ω 60 to 0.11 m up to the
ω 90, whereas a substantial increase up to 0.15 m is observed for scenario ω 115.
The substantial increase in head difference in advanced stage meanders is because
of two reasons. Firstly, this is due to the formation of meander neck (e.g. in ω

115) which induces the steepest gradient at neck area. Secondly, meander length
(L) is also increased in advanced stage meanders, which further increases the head
difference across meander due to linearly decreasing bed slope. Hence, the shape of
meander is a controlling factor for the intra-meander groundwater flow patterns.

3.3.1.2. Flow Paths and Isochrones

Intra-meander flow paths and isochrones obtained through forward particle
tracking for three meanders are shown in sub-figures a2, b2 and c2 of the Figure
3.4. The particles were released throughout the length of upstream segment of
meander at a depth of 0.25 m below the streambed. The blue lines are flow paths
of the particles leaving from the upstream segment of the meander while the gray
lines perpendicular to the blue lines are 10 h isochrones representing the location
of particles after every 10 hours. The flow paths in the scenario ω 60 and ω 90
follow almost straight paths along the XY-plane (Figure 3.4 a2, b2) within the
major portion of the meander indicating that the flow direction does not change
along the XY-plane except at the top and bottom end of the meander where the
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Figure 3.4: Groundwater heads (GWH) distribution at a depth 0.25 m below the
streambed for the scenarios ω = 60◦, ω = 90◦ and ω = 115◦ respectively (first row, sub-
figures a1, b1, c1). Flow paths of the particles released from the upstream segment
(segment AC in Figure 3.1) of the meander at the same depth are shown in second row
(sub-figures a2, b2, c2 ). The blue lines show the particle paths in [XY] plane. Vertical
extent of flow paths with colored lines are also shown in [XZ] plane (row 3, sub-figure
a3, b3, c3). The arrows show the direction of flow paths. The dotted line perpendicular
to flow paths in the second row represents 10 h isochrones while the gray dots show the
locations of deepest points of flow path.

65



Chapter 3. Flow and Transport Dynamics within Intra-Meander Zone

flow paths are slightly curved. Whereas, in the scenario ω 115 flow paths at
the meander neck are straight, however when moving away from the neck, the
particles tend to follow curved path at either side of the meander neck. This is due
to the presence of meander neck in the advanced stage of meander. The strongest
head difference at neck area forces the particles to travel in straight lines. The
head difference gradually decreases when moving away from the meander neck
resulting in curvature of flow paths.

The 10 h isochrones clearly show that with increase in meander sinuosity, distance
between isochrones increases. For example the isochrones in scenario ω 60 are
densely spaced compared to the scenario ω 90 and ω 115, whereas they are grad-
ually widening apart in ω 90 and ω 115 resulting in less number of isochrones
in ω 115. Furthermore, isochrones in the scenarios ω 60 and ω 90 are straight
lines except near the apex where they tend to slightly bend towards the down-
stream segment, indicating the relatively uniform flow velocities except near the
apex region. In the scenario ω 115, as stated before, the head difference across the
intra-meander area is substantially large compared to the rest of scenarios resulting
in faster overall flow velocities. Moreover, scenario ω 115 exhibits different zones
of flow velocities e.g. larger spacing between isochrones passing through meander
neck indicates the quickest flow through the meander neck due to the strongest
head difference. When moving away from the neck, the curvature of isochrones
indicates slower flow in the apex area. The concentrated isochrones in the upper
second half indicate slow flow velocities through those areas, caused by lower head
difference. This formation of zones of high and low flow velocities in advanced
stage meander (with neck feature) has also been reported in many previous studies
(e.g., Boano et al., 2006, 2010).

3.3.1.3. Vertical Extent of Flow Paths

The flow trajectories in YZ plane for four sample flow paths (colored lines) are
shown in the third row of the Figure 3.4 (a3, b3, c3). The locations of the deepest
point of the flow path Dmax are also marked as gray dots in XY-plane. Generally,
it is expected that the particle released from upstream part of meander should
ex-filtrate at downstream part of meander. However, from Figure 3.4 (a3, b3, c3),
it is evident that not all of the stream particle exfiltrate in the stream at the down-
stream segment of the meander. The particles introduced in the upper portion
(in the apex area) of the meanders in most of the scenarios do not exfiltrate in the
stream at downstream part of meander, instead they continue to go deeper in the
downward direction. As a result, their deepest point occurs beyond intra-meander
zone. In the scenario ω 60 (Figure 3.4, a3) particles follow semicircular paths in
vertical direction. Maximum penetration depth ranges from 0.62 to 0.74 m below
streambed. In the scenario ω 90, the maximum penetrating depth ranges from 0.6
to 0.66 m, whereas for ω 115 the maximum penetration depth ranges from 0.55 m
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for the flow path passing through meander neck to 0.7 m for the flow path passing
through apex region.

Generally, in scenarios without neck feature, the deepest point of flow paths for
the particle ex-filtrating in the stream at downstream end, occur either at the
center or just before the center of intra-meander zone. However as the length of
flow path decreases, the location of the deepest point shifts slightly towards the
downstream end, while for the flow paths passing near the apex, the deepest point
occurs outside of meander. In all of the flow paths ex-filtrating in the stream, the
penetrating depth is positively related to the length of flow path i.e. the longer the
flow path, the deeper it penetrates, e.g. the longer flow paths in the Figure 3.4 (a2,
a3, b2, b3) penetrate deeper.

In the scenario ω 115, maximum depth occurs after the center for the flow path
passing through the neck region whereas for the rest of flow paths maximum
depth occurs before the center of flow path. The shape of flow paths ex-filtrating in
stream is semicircular but with shallower penetration. For example, the flow path
passing through meander neck penetrate only up to 0.55 m below streambed.

The simulation results indicate that the flow path length and hydraulic gradient at
various zones of the meander are controlling factors for the velocities, maximum
penetration depth as well as ex-filtration points of the flow paths. For example, in
flow paths that ex-filtrate at downstream, penetration depth is positively related to
the 2D (XY-plane) length of flow path. Moreover, strong gradient results in shal-
lower flow paths and shorter residence time (e.g. in meander neck area). Further-
more, we found that there is a certain threshold hydraulic gradient value required
for the flow path to exfiltrate at the downstream end. This threshold hydraulic gra-
dient for meander scenario ω 60 and ω 90 was observed as 0.014, whereas for ω

115 it was 0.018. We found that if the hydraulic gradient at a meander location is
lower than threshold value, the particle will not exfiltrate in downstream end of
the stream.

3.3.2. Intra-Meander Residence Time Distribution

Residence time distributions of the particles released from the upstream segment
of the selected scenarios are shown in Figure 3.5. The mean residence times (MRTs)
vary from 18.5 days for an advanced stage meander to 60.4 days for an initial stage
meander indicating a tendency of decreasing MRTs with increasing sinuosity. The
histograms for scenarios ω ≤ 60◦ (Figure 3.5 [a-d]) have wide base and shorter
frequency range, indicating longer and more spatially scattered residence times.
For the scenarios ω 75 to ω 100 (Figure 3.5 [e-i] ), residence time histograms
have considerably higher frequencies in the bin widths around the median value,
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Figure 3.5: Residence time distributions (obtained through forward advective particle
tracking) of the particle released from upstream segment of the meander for initial
stage (a - d), middle stage (e - i) and advanced stage (j - l) meander scenarios.

indicating that most of the intra-meander residence times have similar value.
The scenarios ω 105 to ω 115 in the Figure 3.5 [j-l] exhibit two peaks, before and
after the median value. Hence the residence time distributions exhibit different
characteristics depending on type of meander. The initial stage meandering
scenarios i.e. ω ≤ 60◦, have longer base with relatively shorter frequency range, the
middle stage meandering scenario i.e. ω ≥ 60◦ and ≤ 100◦ indicate more uniform
residence times whereas advanced stage meander scenario i.e. ω ≥ 100◦ exhibit
bi-modal distribution.

In the middle stage scenarios, length of intra-meander flow paths are nearly
similar in the major portion of the intra-meander area due to uniform distance
between the opposite sides of meander for the major portion of the intra-meander
area. Keeping in view the results from previous section (3.3.1) uniform flow paths
generate uniform residence times, which is evident from histogram as well (Figure
3.5). In early stage scenarios, with narrow apex area and longer wavelength (λ),
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ω µ σ σ
2 Skewness Kurtosis Excess Q1 Median Q3

15 64.6 25.1 629.7 -0.1 2.3 -0.7 43.7 60.5 81.5
20 60.4 23.8 568.5 -0.1 2.3 -0.7 40.9 57.3 73.7
25 59.9 23.3 540.8 -0.2 2.2 -0.8 38.3 57.3 76.3
30 58 22.1 489.7 -0.2 2.2 -0.8 38.3 57.3 72.5
35 54.7 20.8 434.6 -0.2 2.3 -0.7 36.6 51 65.4
40 53.5 21 440.7 -0.1 2.2 -0.8 35.8 49.8 67.3
45 51.6 19.8 392.3 -0.1 2.2 -0.8 32.8 46.8 64.3
50 51.2 19.2 368.8 -0.1 2.2 -0.8 34.1 47.3 63.8
55 50.1 18.2 329.9 -0.1 2.4 -0.6 34.1 47.3 60.5
60 48 16.7 278.9 -0.2 2.4 -0.6 34.5 46.5 58.5
65 47.8 16.4 267.4 -0.2 2.5 -0.5 34.5 43.5 55.5
70 47 15.1 227.6 -0.1 2.7 -0.3 35.6 44.3 53
75 46 14.7 215.1 -0.1 2.8 -0.2 35.6 44.3 53
80 44.7 12.9 165.8 -0.2 3 0 36.4 41.8 49.9
85 43.5 11.3 128.7 -0.3 3.6 0.6 35.3 40.5 45.7
90 41.9 10 99.9 -0.1 4 1 37 39.4 44.1
95 39.4 7.9 62.7 -0.4 5.1 2.1 36.3 38.3 38.3

100 36.4 6.3 39.2 -0.3 6.5 3.5 32.7 34.5 36.3
105 32.5 5.4 28.9 -0.4 4.6 1.6 26.5 32.5 35.4
110 27.8 6.1 36.7 -0.2 1.8 -1.2 21.4 27.5 32.6
115 18.1 14 196.2 0.4 1.6 -1.4 3.8 11.5 30
120 14.7 9 80.4 -0.2 1.7 -1.3 5 15 21.6

Table 3.4: Parameters of fitted probability density functions (pdf) to the residence time
distributions for meander shape scenarios.

flow paths in the lower portion are longer whereas they tend to be shorter towards
apex. This results in wider base and shorter frequency range in histograms.
Advanced stage meanders are characterized by the strong head difference at the
neck area, which causes a lot of particle pass quickly through meander neck area,
whereas another set of particles passing through meander apex with relatively
smaller hydraulic gradient. Bi-modal histograms of residence times for advanced
stage meander indicate two set of residence times corresponding to the dominant
flow zones.

Cumulative density functions (CDF) and fitted probability density functions (PDF)
of the residence times distribution of the meander scenarios are presented in Figure
3.6. From the histograms shown in Figure 3.5, it is evident that except advanced
stage meanders, residence times for the rest of the scenarios follow a Gaussian dis-
tribution, therefore we fitted Gaussian functions (except advanced stage meanders)
to the residence time for more clear interpretation. The probability density func-
tion (pdf) for residence times of the initial stage meanders i.e. ω ≤ 60◦ are flatter
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with longer base (green curves in Figure 3.6 (b)). For middle stage meanders, peaks
of pdf’s are increasing and base is shrinking. The detailed parameters of the fit-
ted pdf functions are given in the table 3.4. Generally, the mean (µ), median, and
variance (σ) show a decreasing trend with increasing sinuosity. Similarly , the CDF
function of the residence time distribution shows that the slope of CDF function
is increasing with increasing sinuosity, i.e. the CDF’s of initial stage meander have
relatively flatter slopes, while the CDF’s of advanced stage meanders exhibit the
steeper slopes.

Figure 3.6: (a) Cumulative distribution functions (CDF) for selected scenarios (early,
middle and advanced stage meanders). (b) Probability distribution functions (PDF) of
the residence times for early and middle stage meander scenarios.

3.3.3. Factors Affecting Intra-Meander Flow and Residence Times

As discussed in previous section (3.3.1), changes in meander geometry affect flow
characteristics such as flow trajectories and velocities within the intra-meander re-
gion. The length and maximum depth of flow path define the hyporheic exchange
extent in horizontal and vertical direction. Residence time is also an important met-
ric since it controls the time of contact between surface water and intra-meander
solute species, thus controlling the fate of chemical reactions within the zone. In
this section, we evaluate the influence of meander sinuosity and intra-meander area
on intra-meander residence times and vertical extent of intra-meander flow paths.

3.3.3.1. Intra-Meander Hydraulic Gradient

Intra-meander hydraulic gradient is generated by the head difference along the in-
ner bank of meander due to the decrease in head gradient along the meander length
(L). This head difference varies with the change in the shape of meander. The av-
erage hydraulic gradient across all meanders has been compared against the me-
ander shape scenarios (ω) in Figure 3.7 (a). The hydraulic gradient is increasing
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with increasing sinuosity. For the initial stage meanders i.e. ω ≤ 60◦, the hydraulic
gradient increases from 0.012 to 0.015 whereas for the middle stage meanders i.e.
meander with ω ≥ 60◦ and ≤ 95◦ the hydraulic gradient range is between 0.015
and 0.02. The most steep gradient increase occurs in advanced stage meanders
(ω ≥ 95◦) where the gradient ranges from 0.02 to 0.038.

Figure 3.7: Effect of meander sinuosity (ω[−]), intra-meander area (A[m2]) and hydraulic
gradient (Grad[−]), on mean intra-meander residence times (µRT [d]) and maximum
depth of flow paths (Dmax[m]).

Until the middle stage meander scenarios, the hydraulic gradient is increasing
linearly at nearly constant rate. The steep gradient for advanced stage meander
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scenarios is due to the formation of neck where the largest head difference occurs at
the smallest distance across inner banks of meander. These findings are in line with
previous studies of intra-meander flow (e.g., Boano et al., 2006; Revelli et al., 2008).

Mean residence times (µRT) for all of the scenarios are plotted against the hydraulic
gradient in Figure 3.7 (b). Clearly µRT are decreasing with increasing hydraulic
gradient. The graph of µRT and intra-meander hydraulic gradient (grad) shows
that µRT decreases exponentially with increasing intra-meander hydraulic gradient
(grad). Furthermore, the average slope of residence times obtained from CDF (see
Figure 3.6) are also plotted against the hydraulic gradient (see Figure 3.7 (f)) which
shows a linear relationship. The increase in CDF slope represents the decrease in
mean residence times (µRT).

3.3.3.2. Maximum Penetration Depth

The observed range of maximum penetration depth of the flow paths (Dmax) varies
from - 0.55 to - 0.7 meters below the bed level of the stream. Hence changes in
geometry of meanders have no significant influence on the vertical extent of intra-
meander flow paths. However, a comparison of average maximum penetration
depth of the flow paths (Dmax) with meander sinuosity shows that Dmax is decreas-
ing with increasing sinuosity (Figure 3.7 [c]) except for the advanced stage mean-
ders. This is further confirmed in Figure 3.7 [d], where Dmax shows a quick drop
with increasing hydraulic gradient for grad ≤ 0.22, except for the hydraulic gradi-
ents of advanced stage menders. However, Dmax shows an increasing trend with
increasing intra-meander area (A) (Figure 3.7 [e]), except for the area (A) corre-
sponding to advanced stage meanders. It means Dmax is positively related to the
length of intra-meander flow paths, whereas it is negatively related to the increas-
ing sinuosity of the meander.

3.3.3.3. Meander Sinuosity

Figure 3.8 shows a general decrease in µRT with increasing sinuosity. In the pri-
mary stage meanders, i.e. ω ≤ 60, the slope of decreasing curve is small whereas for
middle and advanced stage meanders, i.e. ω ≥ 80 , the slope is relatively steeper.
It implies that for primary stage meanders, there is a little influence of stream ge-
ometry on the average hydraulic gradient while in higher stages this effect becomes
pronounced. The relatively low influence of meander geometry in early stage me-
anders is due to the fact that there is no substantial change in the shape of meander
in early stage scenarios. Hence a very small increase in average hydraulic gradi-
ent is observed in scenarios ω ≤ 60. However, a gradual increase in the average
hydraulic gradient is observed with increasing sinuosity (Figure 3.7 [a]), which re-
sults a gradual decrease in µRT. In advanced stage meanders characterized by the
presence of neck, zones of strong and weak hydraulic gradient are formed as dis-

72



3.3. Results and Discussion

cussed in section (3.3.2) leading to a sharp decrease in µRT.

Figure 3.8: Effect of meander sinuosity (ω[−]) and intra-meander area (A[m2]) on intra-
meander residence times (µRT [d]). Figure (a) shows relation between meander sinuos-
ity (ω[−]) and mean residence times (µRT [d]), Figure (b) shows relation between intra-
meander area (A[m2]) and mean residence time (µRT [d]).

3.3.3.4. Intra-Meander Area (A)

Besides meander sinuosity, another important metric for hyporheic flow exchange
is the distance covered by intra-meander hyporheic flow paths. The µRTis plotted
against intra-meander area (A) for various meander shape scenarios (ω) in the Fig-
ure 3.8 [b]. It is clear that regardless of the shape of meander, the mean residence
time increases with increasing intra-meander area. For the given set of hydraulic
parameters in table 3.3 the µRT increases from 20.4 days for intra-meander area
480 m2 to 65 days for intra-meander area of 780 m2. This is the simple yet useful
finding that µRT is positively related to intra-meander area (A).
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3.3.4. Influence of Discharge Event on Intra-Meander Flow and So-
lute Transport

In the previous section, we examined the influence of meander shape on intra-
meander flow paths and residence times under steady conditions. The steady
state simulations are helpful for predicting general behaviour of intra-meander
hyporheic flow paths and their residence times as well as parameter sensitivi-
ties. However, intra-meander flow field is often altered by variable hydrologic
conditions such as stream discharge events. These variable hydrologic conditions
induce changes in the intra-meander flow fields which in turn may affect the water
and chemical exchange processes. For example, during a discharge event, stream
stage may rise substantially, increasing the intra-meander flow. As a result, the
intra-meander water table may rise to the non-submerged portion, providing an
opportunity to mobilize the solute residing therein, which was not in contact with
groundwater at pre-event conditions.

Influence of stream discharge events on solute mobilization and consequent trans-
port from the stream bank has been explored in chapter 2 under varying peak and
duration scenarios. In this section, we evaluate the response of various meander
shapes on mobilization and conservative transport of the solute residing in the
previously unsaturated portion of intra-meander region during a stream discharge
event. For this purpose, intra-meander flow and solute mobilization induced by a
stream discharge event are simulated for three representative meander shape sce-
narios i.e. ω 60, ω 90 and ω 115. A layer of DOC source (CH2O) with uniform
concentration of 100 mg/L and constant thickness of 1 m is applied in the non-
submerged unsaturated portion (top layers) of intra-meander zone. The stream
discharge event of 120 h duration and bank full height was simulated using HEC-
RAS 4.1.1. The simulated free surface heads were applied as time variable top
boundary conditions to the stream cells in groundwater model.

3.3.4.1. Spatial Distribution of Groundwater Head and Solute Concentration

In the Figure 3.9, [XY] cross sections at a depth 0.75 m below the surface (row1,
row2) and [XZ] cross section at Y = 20 m (marked in dotted white line in [XY] sec-
tion ) show intra-meander groundwater head distribution and solute concentration
for scenario ω 60 at various stages of the stream flow event.

Prior to the start of flow event, the solute concentration is uniform throughout the
intra-meander region because the solute lies within the unsaturated portion, which
is not in contact with the steady state water table. On the commencement of the
discharge event, groundwater rises near the stream at the upstream section of the
meander (Figure 3.9, row 1, rising limb).
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Figure 3.9: Influence of discharge event on intra-meander flow and solute mobilization
(scenario ω 60). Horizontal [XY] cross sections show groundwater head distribution
(row 1) and solute mobilization (row 2) at a depth of 0.75 m below surface. The vertical
[XZ] section of groundwater heads (row 3) and solute mobilization (row 4) are also
shown at Y = 20 m (indicated by white lines in [XY] section (row 2)).

Increase in groundwater level results in the water infiltration into the unsaturated
zone, mobilizing the solute mass towards the downstream section. At the XZ
section, it can be seen that on the rising limb, the mobilization of solute from the
upstream side has already started towards downstream section (Figure 3.9, rows
2 & 4, rising limb). At peak stream flow, groundwater heads rise to the maximum
level. As a result, a large portion of solute from the upstream half of intra-meander
area has been mobilized and transported towards the downstream end of the
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meander. The XZ section (Figure 3.9, rows 2 & 4, peak) indicates that first 4 m
length of the section is free from solute until the peak of flow event i.e. solute has
been mobilized and transported towards downstream end of the meander. On the
falling limb, the groundwater levels are receding, while the first 9 m of the XZ
section is free of solute, i.e. more than half of the solute has been transported to the
stream by now. On the downstream half of the meander section, there is still high
solute concentration because the groundwater has not tapped into the solute layer
in this region. At the end of the stream flow event, the groundwater level falls back
to the pre-event level (Figure 3.9, rows 1 & 3, end of the flow event). The amount
of solute remains nearly the same as it was at falling limb, but due to the slow
water drainage, the solute is moving vertically downward with water. This results
in downward spread of solute front. To confirm this behaviour, we also observed
the groundwater heads and solute mobilization 20 h after the end of flow event. 20
h after the end of flow event, when the groundwater table is back to the pre-event
conditions, the solute concentration area has increased when compared to the time
at end of the flow event (Figure 3.9, row 4, 20 h after the flow event). This confirms
the slow movement of solute under the effect of gravity, i.e. water moves vertically
downward initially under gravity and then towards right (towards downstream)
under the influence of intra-meander hydraulic gradient.

Flow and solute mobilization for the scenario ω 90 responded similar to the
scenario ω 60. The solute mobilization begins at the upstream section (XZ view)
with the increase in groundwater heads on the rising limb of the hydrograph
(Figure 3.10, rising limb). At the rising limb, the first 5 m of the domain at XZ
section is free from solute. At the peak flow, nearly half of the solute has already
been transported towards the downstream end of meander. On the falling limb,
first 10 m of the domain are free from solute (Figure 3.10, falling limb) i.e. major
portion of solute has been transported to the stream. At the end of the flow event,
the concentration area is once again expanding due to the downward movement
of solute with water from upper unsaturated zone as described for the scenario ω

60. The increase in the solute area at [XY] section (see 3.10, falling limb) is due
to movement of solute from the areas higher than the cross section level which is
located 0.75 m below the surface. 20 h after the end of flow event, this trend is still
observable due to the post-event slow water drainage from the unsaturated zone.

Flow head distribution and resulting solute mobilization behave in similar way for
both ω 60 and ω 90, however in ω 90 substantially larger portion of solute has
been transported as compared to the ω 60 during the flow event.

Figure 3.11 presents groundwater head distribution and solute concentration for
scenario ω 115. As found in the steady state analysis (section 3.3.1), the sharpest
hydraulic gradient is formed in the neck region for advanced stage meanders

76



3.3. Results and Discussion

Figure 3.10: Influence of discharge event on intra-meander flow and solute mobilization
( scenario ω 90). Horizontal [XY] cross sections show groundwater head distribution
(row 1) and solute mobilization (row 2) at a depth of 0.75 m below surface. The vertical
[XZ] section of groundwater heads (row 3) and solute mobilization (row 4) are also
shown at Y = 20 m (indicated by white lines in row 2).

leading to quick flow through this area. On the rising limb of the flow event, faster
flow through the meander neck leads to quick transport through the meander
neck area. As a result, until peak flow, all the solute near the meander neck area is
transported to the stream towards the downstream end of meander (Figure 3.11,
row2 ). The flow velocities at the lower end (below neck) and in the apex area are
considerably smaller compared with the velocities at the meander neck resulting in
relatively slower solute mobilization and transport through these regions. That´s
why until the peak flow, intra-meander area at the meander neck is free of the
solute. Overall, a large portion of the solute has been transported into stream, i.e.
complete transport from the areas near the meander neck. Similarly at the location
of XZ section, almost two third portion is free from solute. At the falling limb of
stream event, most of the intra-meander area is free from solute. The XZ section
(Figure 3.11, row 4, falling limb), shows that the solute from entire section has
been transported to the stream except a small area to top right corner. Similarly
[XY] section is free from solute in the major portion of intra-meander region.
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After the falling limb, remaining solute begins to move downward from the
unsaturated zone with water, resulting in increase of the solute area both hori-
zontally [XY section] and vertically [XZ section]. 20 h after the end of the event,
the concentration area of the solute has substantially increased due to the slow
downward movement of solute with downward moving water. Overall, the solute
transport is quicker through scenario ω 115 as compared to ω 60 and ω 90 due to
the higher mean velocities induced by strong hydraulic gradient.

Figure 3.11: Influence of discharge event on intra-meander flow and solute mobilization
( scenario ω 115). Horizontal [XY] cross sections show groundwater head distribution
(row 1) and solute mobilization (row 2) at a depth of 0.75 m below surface. The vertical
[XZ] section of groundwater heads (row 3) and solute mobilization (row 4) are also
shown at Y = 20 m (indicated by white lines in row 2).

3.3.4.2. Time Scales of Intra-Meander Groundwater Heads and Solute Transport

Figure 3.12 presents stream water stage above the base flow at the starting point
of meander (row 1), groundwater heads rise during the flow event (row 2) and
resulting changes in solute concentration (row 3) at three locations shown as orange
dot in the Figures 3.9, 3.10 and 3.11. The observation points are located below the
solute layer within the saturated zone (at the level of streambed). For ease, we
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denote observation point near the upsteam section as left (L), near the middle of
the intra-meander area as middle (M) and near the downstream section as right
(R).

Figure 3.12: Stream stage above base flow [H −Hb] at the upstream end of the meander
(row 1), groundwater heads (row 2) [GWH] and solute concentration [Conc.] (row 3) at
three locations marked as dots in in Figures 3.9, 3.10 and 3.11 for scenarios ω 60, ω 90
and ω 115 . The letters ‘L’, ‘M’ and ‘R’ represent the location of left, middle and right
observation point along the XZ cross section.

The stream stage rises around 1 m in 16 h of the flow event above base flow level
for the scenarios ω 60, ω 90 and ω 115. The stream stage falls back to the pre-event
level after 120 h of the flow event. Groundwater heads start rising with increasing
stream stage. Groundwater rise above the normal water table is in the range of 0.8
to 0.9 m for ω 60, 0.9 m for ω 90 and 1 m for the ω 115. Groundwater heads in all
three points rise quickly i.e. peak timing coincides for all observation points ‘L’,
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‘M’ and ‘R’ in all three shape scenarios (i.e. 16 h after the beginning of the event).
Similarly, groundwater heads fall back to the pre-event level at the end of the flow
event for all scenarios. The height in water level raised according to the location of
observation point, i.e. peak height at observation point ‘L’ is the highest, whereas
in observation point ‘R’, the lowest peak height is observed. This is partially due
to the pre-existing hydraulic gradient across the opposite end of meander and
partially due to the head loss with the distance from the upstream section.

In all three scenarios solute concentration were raised during the flow event. The
largest solute concentration increase has been observed at the observation point
‘R’ (observation point nearest to the downstream section). For scenario ω 60,
solute concentration at the observation point ‘L’ raised to the the peak level of 4.7
[mmol/L] well before the peak of groundwater head (GWH) (∼ 7 h before the peak
GWH at the point). A quick decline in concentration is observed after the peak and
the concentration falls back to pre-event level in 22 h of the beginning of the flow
event. This is because of the fact that the near stream solute mass mobilization
starts immediately with rise in the stream stage increasing the solute concentration
adjacent to stream-riparian interface. At the observation point ‘M’ solute peak
raised to 3.22 [mmol/L] after ∼ 25 h of the GWH peak. At the observation point
‘R’ , the concentration peak rises to 10.72 [mmol/L] at the GWH peak. At ‘R’, the
solute concentration falls back to the pre-event value after 125 h of the beginning
of flow event.

The scenarios ω 90 and ω 115 show similar trends i.e. concentration falls back
to the pre-event value quickly after the peak GWH at the point ‘L’, whereas at
the point ‘M’ and ‘R’, the concentration falls back to pre-event value a long time
after the peak GWH. Similarly, the highest concentration peaks are observed
at observation point ‘R’ (Figure 3.12) for scenarios ω 90 and ω 115. However,
both peak and duration of raised concentration show a decreasing trend with
increasing sinuosity. For example, in scenario ω 90, the rise in concentration at
observation point ‘R’ remains for shorter duration compared to the scenario ω 60
i.e. concentration falls back to the pre-event level after 66 h of the beginning of
the flow event while in scenario ω 115 concentration falls back to prevent value
after 56 h of the beginning of flow event. Similarly, substantially lower peak
concentrations of 7.95 and 0.43 [mmol/L] are observed for scenarios ω 90 and ω

115 respectively.

Higher concentrations at the downstream observation points are due to the rea-
son that water reaching these locations already carries the solute mass mobilized
from the upstream locations leading to higher concentration peaks at the observa-
tion point ‘R’ for all three scenarios. Furthermore, for scenarios ω 60 and ω 90
at location ‘R’, concentration curves show two peaks. This is because of the fact
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that observation point ‘R’ in these scenarios, is located close to stream at the down-
stream (gaining) segment of the meander. In the beginning of the flow event, local
hydraulic gradient is temporarily reversed near the observation point ‘R’ due to
stream water entry into the intra-meander area from the right side boundary (sim-
ilar to bank flow). As a result, initially solute mobilizes from right to left for a
short period of time rising the concentration at ‘R’. Hence, first peak at ‘R’ in both
ω 60 and ω 90 is caused by the right to left movement of solute due to temporary
reversal of the local hydraulic gradient. It can be seen in Figures 3.9, 3.10 (R2,
peak) as well, that solute has moved beyond ‘R’ (towards left). Later, the hydraulic
gradient reverses back to initial conditions and the rightward movement of solute
begins under the influence of discharge event, generating second peak followed by
a decline in concentration. However, in the scenario ω 115, observation point ‘R’ is
located near the neck area where faster intra-meander flow does not allow a tem-
porary reversal of hydraulic gradient and therefore only single concentration peak
is observed.

3.3.4.3. Solute Export during Stream Discharge Event

In this section, the total solute mass export during the flow event has been com-
pared for all three representative scenarios. A uniform solute concentration layer
has been applied as initial condition in the upper 1 m of intra-meander zone where
saturation varies depending on the distance from groundwater table. Therefore
actual solute mass for each cell in the unsaturated zone can be calculated as follow:

Mabs = V .C.Sw.n (3.4)

where Mabs [M] is the actual mass, V [L3], is the volume of the individual cell,
C[M/L3], is the mass concentration, Sw[−] is the water content and n[−] is the
effective porosity of the cell. The sum of the actual mass of all the cells in the
intra-meander zone provides the total solute mass within the intra-meander zone.
In this way actual solute mass at all time steps was calculated for scenarios ω 60, ω
90 and ω115.

Figure 3.13 presents the cumulative conservative solute export from the intra-
meander region of scenarios ω 60, ω 90 and ω 115 during the stream discharge
event. For scenarios ω 60, ω 90, although solute mass begins to mobilize with the
beginning of flow event (see Figures 3.9, 3.10), solute export to the stream starts
after the peak of stream stage (Figure 3.13). For scenario ω 60, solute export starts
after 11 h of the peak discharge and for the scenario ω 90, the solute export starts
earlier i.e. after 6 h of the peak discharge. After the peak flow, solute mass exports
relatively quickly for both scenarios. Until the end of the flow event i.e. 100 h after
the peak flow, solute mass remaining within the intra-meander zone reduces to 12.5
and 10 % respectively for the scenario ω 60 and scenario ω 90. After the flow event,
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Figure 3.13: Conservative solute exported to stream during the flow event for three me-
ander shape scenarios i.e. ω 60, ω 90, ω 115. Tp and Tend indicate the peak and the ending
time of the flow event respectively.

solute mass export stops because the groundwater level fall back to pre-event
conditions i.e. groundwater is no more in contact with the solute layer. For the
scenario ω 115, solute mass export starts at the peak flow i.e. earlier than ω 90. The
solute mass remaining reduces quickly to 9 % in 30 h after the peak flow whereas at
the end of flow event, solute mass remaining in the intra-meander zone reduces to
3 %. Similar to scenario ω 60 and ω 90, the solute exports stops after the flow event.

The solute export through scenario ω 115 is earlier and quicker than for ω 60
and ω 90. This is because of the presence of neck in the scenario ω 115, which
exhibits a very strong hydraulic gradient, resulting in earlier and greater export
of solute mass through meander neck. In case of ω 60 and 90, the scenarios
without meander neck, solute front is mobilized almost uniformly throughout
the length of upstream section of meander, leading to delayed solute mass export
(see Figures 3.9, 3.10). Average intra-meander hydraulic gradient in the scenario
ω 90 is slightly greater than in ω 60, therefore the total solute mass exported
from the intra-meander zone in scenario ω 90 is proportionally greater i.e. 90 %
as compared 87.5 % at the end of the flow event, whereas in the scenario ω 115,
almost 97 % of solute is exported during the flow event.

Hence substantial amount of solute can be transported from intra-meander region
during a flow event. The meander geometry induced hydraulic gradient has a major
influence on the transport of solute mass residing within the intra-meander zone.
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Especially, the meander scenarios with neck feature are more efficient in solute
export.

3.3.5. Intra-Meander Reactive Transport during Stream Discharge
Event

The previous section addressed conservative DOC transport during a flow event.
In this section, DOC removal and transport during the flow event is analyzed by
simulating the aerobic respiration (AR) and denitrification (DEN) within the intra-
meander zone.

3.3.5.1. Impact of Stream Discharge on Aerobic Respiration and Denitrification

According to the chemical scenarios described in the section 3.2.4 stream water is
enriched with oxygen (O2) whereas groundwater is free from O2. Nitrate are intro-
duced in both stream (S −NO−3 ) as well as in groundwater (G −NO−3 ). Figure 3.14
compares conservative and reactive intra-meander transport of the solute (CH2O)
during stream discharge event. XZ sections (at Y = 20 m) of the intra-meander area
showing solute (CH2O) concentration at various stages of stream discharge event
are plotted for meander scenario ω 60, ω 90 and ω 115. Row 1 and 2 represent the
solute concentration distribution for conservative and reactive transport scenarios
while row 3 and 4 show concentration of oxygen (O2) and surface nitrate (S −NO−3 )
in the intra-meander area respectively. The XY sections (at Z = 0.75 m below
surface) for meander scenario ω 60, ω 90 and ω 115 are shown in the appendices
3.1A-3.3A.

With the start of discharge event, concentrations of O2 and S−NO−3 start increasing
in the domain and keep increasing until the falling limb of stream discharge hydro-
graph. At the end of the flow event, O2 concentration is lowered whereas S −NO−3
remains nearly the same (Figure 3.14 R3, R4). Until the end of discharge event,
intra-meander solute concentration distribution shows slightly less CH20 remain-
ing in the intra-meander area for reactive solute scenario (See Figures 3.1A-3.3A).
The difference is further increased 20 h after the flow event, as the CH2O concentra-
tion distribution for reactive transport scenario show a very small amount of solute
remaining in the domain compared to conservative solute transport scenario. This
trend holds for all three meander shape scenarios ( Figures 3.14 and 3.1A-3.3A).
Entry of stream water into the intra-meander area provides opportunity O2 and
S −NO−3 to come in contact with intra-meander CH2O triggering reaction of aero-
bic respiration (AR) and denitrification (DEN). For the reactive transport scenarios,
the process of conservative transport and consumption of CH2O by AR and DEN
continues in parallel resulting less CH2O remaining in the domain compared with
conservative transport scenarios.
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Scenario ω 60

Scenario ω 90

Scenario ω 115

Figure 3.14: XZ-sections (at Y = 20 m) of intra-meander area for scenarios ω 60, 90 and
115 showing concentrations of CH2O conserv. (R1), CH2O reactive (R2), O2 influx (R3),
S −NO3 (R4) at different time steps of stream discharge event.
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Figure 3.15 presents the reaction time frames of aerobic respiration initiated by
entry of stream water into the unsaturated part of the intra-meander zone during
the flow event as well as dentrification of stream and groundwater nitrates. For all
three scenarios, aerobic respiration starts as soon as the event starts. On the falling
limb of the flow event, respiration rates for all three scenarios reach their maxima.
At this point, maximum volume of stream water has entered the intra-meander
zone triggering high reaction rates. For ω 60, ω 90 respiration rate peaks to 170
and 204[mol/d] respectively while for the scenario ω 115, the peak respiration rate
reaches up to 217[mol/d] just after the peak flow. Gradually, reaction rate drops
because of the fact that, in the meanwhile solute mass is being exported to the
stream by advection. It means, there is less CH2O available for aerobic respiration.
For example, higher hydraulic gradient in the scenario ω 115 results in the quick
conservative export of CH2O to the stream and therefore limiting the DOC source
for aerobic respiration. That´s why respiration rate drops quickly after the peak,
falling back to zero before the end of the flow event because of non-availability of
CH2O for aerobic respiration. Moreover, on the falling limb, groundwater level
falls lower to the DOC layer, limiting the O2 supply to DOC source layer and
therefore reducing reaction rate. As a consequence, aerobic respiration diminishes
at the end of the flow event.

Denitrification by groundwater borne nitrates (G − NO−3 ) is increased in the
beginning of the flow event when stream water has not filled up the intra-meander
zone. As the stream water infiltrates into the intra-meander zone, denitrifcation
caused by the groundwater nitrates falls quickly reaching the minimum rate of
1x10−3[mol/d] at the peak flow i.e. 17 h after the beginning of the flow event.
This trend holds for all three scenarios. This can be explained as in absence of
stream water, groundwater upwells near the streambed, resulting in denitrification
of solute near the stream cell. As soon as stream water enters the unsaturated
intra-meander zone, the pressure of inflowing water stops the upwelling of
groundwater, limiting the denitrification caused by the groundwater borne ni-
trates. This is further supported by the fact that at the end of flow event i.e. at
120 h, the dentrification rates caused by the groundwater borne nitrates quickly
increased back achieving a constant denitrification rate of 2.5x10−3, 2.7x10−3 and
3.4x10−3[mol/d] for scenarios ω 60, ω 90 and ω 115 respectively at time 180 h of
the beginning of flow event (see Figure 3.15). However, denitrifcation caused by
the groundwater borne nitrate is considerably low (in the range of 10−3 [mol/d]),
and increases gradually with increasing sinuosity (ω). This is due to the condition
that DOC source is located in the unsaturated zone, which is not in contact with
groundwater under pre-event conditions.

Denitrification caused by the stream water borne nitrates (S −NO−3 ) starts with the
beginning of the flow event. For scenario ω 60 and ω 90, reaction rates increased
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Figure 3.15: Time frames of aerobic respiration (AR) and denitrification (DEN) via
stream and groundwater borne oxygen and nitrates during the flow event for meander
scenarios ω 60, ω 90, ω 115. Tp and Tend indicate the peak and the ending time of the
flow event respectively.

during the flow event and continued to increase after the end of the flow event,
reaching to a maximum rate of 0.4 and 0.33 [mol/d] respectively, 160 h after the
beginning of flow event. Denitrification rates fall back to minimum value 240 h
after the beginning of flow event. For scenario ω 115, the denitrification rates reach
maximum value of 0.16 [mol/d] at the peak flow time and fall back to minimum
value at the end of flow event. This is because of the fact that a major portion of
DOC source is transported to stream by advection and a large portion of the rest
of the DOC is utilized for aerobic respiration, leaving a small amount of DOC for
denitrification, which is completely consumed during the flow event.

Overall, aerobic respiration (AR) consumed the major portion of the DOC source
during the flow event, followed by the stream borne nitrates and then by ground-
water borne nitrates. These results are in line with the study of Trauth and Flecken-
stein (2017), who found that that overall reaction efficiency of aerobic respiration
and denitrification by stream nitrates increases during the stream discharge event.
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3.3.5.2. DOC Mass Removal during Stream Discharge Event

Figure 3.16 presents the combined effect of advective transport and removal of
DOC from intra-meander zone by AR and DEN during stream discharge event.
Reactive transport curves indicate that mass export started 5 h earlier than for con-
servative transport for ω 60 and ω 90, whereas for ω 115, starting point of mass
removal coincides with conservative transport i.e. at peak flow.

Figure 3.16: Cumulative reactive solute transport during the flow event for three mean-
der shape scenarios i.e. ω 60, ω 90, ω 115. Solid and dotted lines represent fraction of
solute remaining for conservative and reactive transport respectively.

Furthermore, the mass remaining within the intra-meander zone in this case is
considerably less compared to the conservative transport scenarios. For ω 60,
12.5 % DOC mass remains within the intra-meander zone at the end of the flow
event for conservative transport scenario, whereas mass remaining reduces to 5
% for reactive transport scenario i.e. 7.5 % mass has been consumed by aerobic
respiration and denitrification combined until the end of flow event. Similarly for
ω 90, DOC mass remaining in the intra-meander zone for conservative transport
scenario until the end of flow event is 9.9 % whereas for reactive transport
scenario, it reduces to 4.2 %, i.e. 5.7 % DOC mass has been consumed by aerobic
respiration and denitrification. For ω 115, mass consumed by aerobic respiration
and identification, at the end of the flow event is about 1 %. The low mass removal
from scenario ω 90 and ω 115 is due to the fact that in these scenarios conservative
transport rates are higher, therefore relatively low amount of DOC is available
for reactive transport. In all scenarios, the mass removal continues after the flow
event. We found that soon after the flow event, DOC is completely consumed in the
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scenario ω 115, whereas in the scenario ω 60 and ω 90, eventually DOC depletes
completely 2880 h (120 days) after the end of flow event (not shown in the Figure
3.16).

To sum up, respiration and denitrification are important chemical reactions, which
may deplete intra-meander DOC source during the flow event. Although major
portion of the intra-meander solute is transported to stream conservatively dur-
ing the flow event, aerobic respiration and denitrification triggered by the entry of
oxygen and nitrate also consumed substantial amount of intra-meander DOC.
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3.4. Summary and Conclusions

Upper layers of non-submerged intra-meander zones may contain layers of solutes
and therefore, may provide an opportunity of transport and transformations
of solutes between stream and intra-meander region. For example, during the
intra-meander HEF, oxygen rich stream water upon coming in contact with carbon
rich solute layers of RZ, can initiate biochemcial activities like aerobic respiration
and denitrification. Furthermore, during a stream flow event, the submerged area
of intra-meander region may increase, linking the upper layers of unsaturated area
of intra-meander region, resulting in the transport and transformation of solute
initially residing within the non-submerged part of intra-meander zone.

In this study, we have evaluated the influence of meander geometry (sinuosity)
on intra-meander flow and residence times. Furthermore, we have investigated
the impact of stream discharge event on the mobilization and transport of the
DOC source residing within the non-submerged portion of intra-meander zone
using three dimensional reactive transport model. In addition to that, we have also
simulated the removal of carbon from intra-meander zone by aerobic respiration
as well as by denitrification of stream and ground water nitrates triggered during
a stream flow event.

The major difference in this study from the previous studies of meander scale
exchange is that the past studies are usually limited to the steady state flow,
whereas besides steady state flow analysis, we also investigated the impact of flow
event on intra-meander zone. For the better representation of the problem, we
used a three dimensional modeling setup instead of commonly used 2D modeling
setup. Furthermore, past studies are more focused on the flow and transport
processes within the fully saturated zone, whereas we also model the flow and
solute transport as well as their transformation within the non-submerged partially
saturated portion of intra-meander zone.

In this modeling study, we have made few assumptions to reduce complexity of the
problem. For example, we assumed homogeneous porous medium with uniform
hydraulic conductivity in all directions. No vertical recharge at the top surface
was simulated. Additionally, groundwater flow direction was assumed in parallel
to the general direction of stream flow in the transient simulations. Similarly, the
effect of ambient groundwater flow from lateral directions was not simulated.
These simplifications are common and necessary for explorative modeling studies
in order to identify the role of individual processes.

Our findings for steady state flow simulations suggest that the hydraulic gradient
induced by channel sinuosity and intra-meander area are two main controls of
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intra-meander flow and residence times. In the early and middle stage meanders
i.e. ω ≤ 90◦, the dominant direction of intra-meander flow paths is along the valley
slope or parallel to the general direction of stream flow. This is due to relatively
small and almost uniform hydraulic gradient across the upstream and downstream
section of the meander, whereas in advanced stage meanders i.e. ω ≥ 100◦,
meander neck exhibits the strongest hydraulic gradient, while in the apex region
hydraulic gradient is very small dividing the flow path trajectories and travel
time into two flow zones i.e. water flow path trajectories in the apex region are
curved and travel times are longer. This intra-meander flow characteristics are in
agreement with the previous modeling work (e.g., Boano et al., 2006; Revelli et al.,
2008, etc.) as well as laboratory experiments (e.g., Han and Endreny, 2014, etc.).
The maximum depth of flow path depends upon the length of the flow path, i.e.
longer flow paths penetrate deeper into the subsurface. The average depth of flow
paths for all 22 scenarios was found to be in the range of 0.55 to 0.7 m below the
streambed, hence the meander sinuosity does not affect the depth of intra-meander
flow paths significantly. Another important finding from the steady state flow
analysis is that the mean intra-meander residence times decrease with increasing
intra-meander hydraulic gradient and increases with increasing intra-meander
area regardless of the shape of the meander geometry. Intra-meander area or
distance between opposite ends of the intra-meander zone are found to be a major
control of intra-meander residence times.

In the transient flow analysis we found that the stream discharge event has
strong influence on the mobilization and consequent conservative transport of
solute initially residing within the unsaturated intra-meander area. A significant
amount of solute was transported for all meander shape scenarios. Results from
a similar study of Dwivedi et al. (2018), support the idea that export of carbon
from intra-meander area is mainly hydrologically driven. Another important
finding is that meander sinuosity is positively related to the solute export process,
especially presence of neck in the meander results in the significant enhancement
of conservative solute transport towards stream. These findings are consistent
with the similar modeling (e.g., Boano et al., 2010) and field (e.g., Nowinski et al.,
2012) studies. We also found that stream flow event enhances the reactivity of
stream and groundwater borne species with species located within the unsaturated
intra-meander region. Stream and groundwater chemical species react with
DOC source located within submerged intra-meander area during the flow event
leading to removal of carbon and nitrogen from the system. These results are in
agreement with study of Trauth and Fleckenstein (2017), who simulated AR and
denitrification due to stream water entry into gravel bar during stream discharge
event. In our simulations, we found that aerobic respiration is more dominant
process during the flow event. Denitrification due to groundwater borne nitrates is
minimized during the flow event, whereas the denitrification due to surface water
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borne nitrates increases steadily. After the flow event, both aerobic respiration and
denitrification due to surface water borne nitrates gradually fall to zero, whereas
denitrification by groundwater borne nitrates increases to a constant value. In our
modeling scenarios, the aerobic respiration and denitrification lead to complete
removal of DOC from the intra-meander zone, within a short period of time after
the flow event (i.e. within < 300 h of the beginning of flow event).
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Appendix 3

Figure 3.1A: XY- cross sections (at Z = 0.75 m below surface) for scenario ω 60 showing
concentrations of CH2O conserv. (R1), CH2O reacted (R2), O2 influx (R3) and S −NO−3
influx (R4) at various stages of stream flow event.
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Figure 3.2A: XY- cross sections (at Z = 0.75 m below surface) of intra-meander area for
scenario ω 90 showing concentrations of CH2O conserv. (R1), CH2O reacted (R2), O2

influx (R3) and S −NO−3 influx at various stages of stream flow event.



Figure 3.3A: XY-cross sections (at Z = 0.75 m below surface) of intra-meander area for
scenario ω 115 showing concentrations of CH2O conserv. (R1), CH2O reacted (R2), O2

influx (R3) and S −NO−3 influx (R4) at various stages of stream flow event.



,

Code 3.1A: Matlab code for transforming meander curves to Cartesian coordinates and
adjusting them in the MIN3P model as stream cells.

1 % PART A:

2 % Generates stream points for each run and copies them to the

3 % respective folder and plots the shape of meander of various degrees

4 % omega= [10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 ...

100 105 110 115 120 ];

5 omega= 60;

6 ds=0.015; M=5;

7 x=1:600; y=1:600;

8 figure(1)

9 for kk=1:length(omega)

10 for ii=1:1000

11 if ii , 1

12 x(ii)=x(ii-1)+cos(omega(kk)/180*pi*sin((ii-1)*ds/M*2*pi))*ds;

13 y(ii)=y(ii-1)+sin(omega(kk)/180*pi*sin((ii-1)*ds/M*2*pi))*ds;

14 end

15 end

16 X=(x./max(x))*100;

17 Y=(y./max(y))*30; %normalized to length and width

18 stream points=[X' Y'];

19 folderName=num2str(omega(kk));

20

21 figure (1)

22 plot(stream points(:,1),stream points(:,2),'Linewidth',2);

23 %save ([pathname '\stream points']) ;

24 %,'Interpreter','tex');

25 axis tight;

26 box off;

27 xlim([0 110]);

28 ylim([0 35]);

29 hold on;

30 end

31 %-----------------------------------------------------------

32 %% PART B:

33 % Finds stream point location in model mesh and applies ...

parameters such as

34 % head values, slope etc.

35 % cxm and cym in the following code are grid points matching ...

stream-points

36

37 load ([pathsp '\stream points']) ;

38 stream points(:,3:12)=0;

39 %heads riv=iD*0;

40

41 for s=1:length(stream points(:,1))

42 distcount=10000;



43

44 for yi=1:size(cxm,1)

45 for xi=1:size(cxm,2)

46

47 xdist=stream points(s,1)-cxm(1,xi);

48 ydist=stream points(s,2)-cym(yi,1);

49 dist new=sqrt(xdistˆ2+ydistˆ2);

50

51 if dist new < distcount

52 stream points(s,3)=sqrt(xdistˆ2+ydistˆ2);

53 stream points(s,4)=cxm(1,xi);

54 stream points(s,5)=cym(yi,1);

55

56 stream points(s,6)=xm(1,xi);

57 stream points(s,7)=xm(1,xi+1);

58

59 stream points(s,8)=ym(yi,1);

60 stream points(s,9)=ym(yi+1,1);

61 distcount=sqrt(xdistˆ2+ydistˆ2);

62

63 stream points(s,10)=iD(yi,xi);

64 end

65 end

66 end

67 end

68

69 [¬,b,c]=unique(stream points(:,10));

70 cell stream=stream points(b,:); % deleting duplicate cells

71

72 figure(3)

73 plot((stream points(:,1)),(stream points(:,2)),'-o'); hold on

74 plot((cell stream(:,4)),(cell stream(:,5)),'g*')

75 plot(xm,ym,'k.',cxm,cym,'ro')

76 axis equal

77

78 % calculate distance between points (col 11) and water level (col 12)

79 stream points(1,11)=0;

80

81 for di=2:length(stream points(:,1))

82 stream points(di,11)=stream points(di-1,11)+

83 sqrt((stream points(di,1)-stream points(di-1,1))ˆ2+

84 (stream points(di,2)-stream points(di-1,2))ˆ2);

85 end

86

87 % calculate water level (col 12)

88 stream points(:,12)=-slope*stream points(:,11)+dz(2)-incise depth;

89

90 % creating boundary conditions

91

92 Head BCs=zeros(length(b),6);
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94 for hh=1:length(b)

95 clear ah

96 [ah,¬]=find(c == hh);

97 Head BCs(hh,1)=mean(stream points(ah,12));

98 Head BCs(hh,2:5)=(stream points(ah(1),6:9));

99 Head BCs(hh,6)=hh;

100 end

101

102 heads riv ID=iD*0-999;

103 heads riv=iD*0-999;

104 heads 01=iD*0;

105

106 for headi=1:size(cell stream,1)

107 [a,b]=find(cell stream(headi,10) == iD);

108

109 heads riv ID(a,b)=Head BCs(headi,6);

110 heads riv(a,b)=Head BCs(headi,1);

111 heads 01(a,b)=1;

112 end



,

Code 3.2A: Matlab code for mesh deformation in the top layers of groundwater model
in order to achieve incised stream channel as well as to adjust valley slope according to
streambed slope.

1 % example of the *.ibnd file that is read by min3p.

2 % -----------------------------------------------------------

3 % title = "dataset deformed mesh"

4 % variables = "x", "y", "z", "ibnd vs", "ibnd rt"

5 % zone t = "vertically deformed mesh",i = 147 , j = 115 , k = 62, ...

f=point

6 %

7 % -36.9820 -21.9988 150.9301 3520 2

8 % -35.1478 -21.9988 150.9301 0 0

9 % -33.3136 -21.9988 150.9301 0 0

10 % -31.4794 -21.9988 150.9301 0 0

11 % -29.6453 -21.9988 150.9301 0 0

12 % ------------------------------------------------------------

13 % column 4 an 5 indicate the exact number of the BC as defined in ...

the dat

14 % file. Zero means no flow.

15 % matlab script for creating this

16 cxm=xm;cym=ym; % grid points

17 %creating topography

18

19 slope channel=(stream points(end,12)-stream points(1,12))./(xmax-xmin);

20

21 topo lin=slope channel*cxm+dz(2);

22 %+dz(2)

23 % incise channel from top

24 %topo=(topo lin)-(incise depth.*heads 01);

25 % incise channel based on heads

26 topo=(topo lin)-(heads 01.*(topo lin-heads riv));

27

28 zm=dz(1):(dz(2)-dz(1))/iz:dz(2);

29 [cx3m,cy3m,cz3m]=meshgrid(cxm(1,:),cym(:,1),zm); % 3D meshgrid ...

cell centroids

30 %%

31

32 %%%% creating flat aquifer bottom with similar slope

33

34 aquifer bottom=topo lin-dz(2)+dz(2)-topo lin(1,end);

35 zd=(topo-aquifer bottom)/iz; % distance matrix between top and bottom

36

37 % fining up in Mesh, =2: qadratic function

38 fineup=2;

39

40 %% Define 3D-Matrix for all cells

41 D=zeros(iy,ix,iz+1);



42 Dfineup=D;

43 [rowD,colD,arD]=size(D);

44

45 % Pressure Boundaries

46 BCp=zeros(iy,ix,iz+1);

47 [rowBC,colBC,arBC]=size(BCp);

48

49 % Chemical Boundaries

50 BCc=zeros(iy,ix,iz+1);

51

52 % Height of Cells is defined

53 for i=1:ix

54 for j=1:iy

55 for k=1:iz+1

56 if k == 1

57 D(j,i,arD)=topo(j,i);

58 else

59 D(j,i,arD+1-k)=topo(j,i)-(k-1)*zd(j,i);

60 end

61 end

62 if fineup > 1

63 D(j,i,:)=-(((max(D(j,i,:))-D(j,i,:))./(max(D(j,i,:))-min(D(j,i,:)))).

64 ˆfineup.*(max(D(j,i,:))-min(D(j,i,:))))+max(D(j,i,:));

65 end

66 end

67 end

68

69 %%

70 k=1;

71 for i=1:iy;

72 for j=1:ix;

73 if heads riv(i,j)>-999 % heads

74 BCp(i,j,arBC-1)=heads riv ID(i,j);

75 BCc(i,j,arBC-1)=1;

76 k=k+1;

77 else

78 BCp(i,j,arBC-1)=0;

79 BCc(i,j,arBC-1)=0;

80 end

81 end

82 end

83

84 %% lateral boundaries

85 BCcount=max(max(max(BCp)));

86 if upDo head==1

87 BCp(:,1,:)=1+BCcount; %Upstream BC Nr

88 BCp(:,end,:)=2+BCcount; %Downstream BC Nr

89 BCc(:,1,:)=2; %Upstream Chemie

90 BCc(:,end,:)=3; %Downstream Chemie

91 end
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93 % switches of upper layer

94 BCp(:,:,arBC)= -1; %schaltet oberste RB aus

95 BCc(:,:,arBC)= -1; %schaltet obere Chemie RB aus

96 BCtest(:,:)=BCp(:,:,end-1);

97

98 % variabel for output

99 [yD,xD,zD]=size(D);

100 Dibnd=zeros(xD*yD*zD,5);

101 m=1;

102 for i=1:zD

103 for j=1:yD

104 for k=1:xD

105 Dibnd(m,1)=cx3m(j,k,i); % created by

106 Dibnd(m,2)=cy3m(j,k,i);

107 Dibnd(m,3)=D(j,k,i);

108 Dibnd(m,4)=BCp(j,k,i);

109 Dibnd(m,5)=BCc(j,k,i);

110 m=m+1;

111 end

112 end

113 end



Chapter 4

General Summary and Conclusions

4.1. Summary

Exchange of water and solute between stream and its adjacent riparian soils has
practical implications for both quantity and quality of fresh water and therefore
stream-riparian interface remained in the focus of the riverine research in the past
few decades.

The chemical exchange processes are primarily controlled by changes in hydro-
logical conditions of both stream and near stream groundwater. For example,
rise and fall of stream stage during a stream flow event induces groundwater
table fluctuations in the near stream riparian zones. These stream water induced
fluctuations enhance mixing and transport of chemical species between surface
and groundwater. In addition to these, in response of stream discharge event,
groundwater may rise to initially unsaturated zone, providing an opportunity of
solute mobilization, transport and transformation across stream-riparian interface.
Spatial and temporal extent of these interactions control the magnitude of water
and solute exchange as well as biogeochemical transformations.

In this thesis, bank storage and meander scale interactions between stream and
its adjacent riparian soils are studied with a particular focus on mobilization
and transport of contaminants within riparian soils in response to changes in
hydrologic and morphological conditions. Using a numerical modeling approach,
the impact of transient stream conditions on mobilization and transport of solutes
initially residing within the non-submerged partially saturated near stream ripar-
ian zone are explored.

In the first phase, the influence of stream discharge events of variable duration
and magnitude on the solute dynamics in the stream bank are studied. Using a
2D groundwater flow and transport model, mobilization and transport of solute
initially residing within the previously unsaturated riparian zone were simulated.
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A total of 160 scenarios of single discharge events with systematically increasing
peak height and event duration were applied as a time varying head boundary to
the stream-riparian interface. The resulting effect on solute mobilization within the
riparian zone as well as its consequent export to the stream with return flow was
estimated. In the subsequent analysis, relation between solute export and stream
event parameters as well as temporal dynamics of the export process were analyzed.

In the second phase, impact of meander sinuosity on intra-meander riparian flow
and residence times was investigated using a 3D modeling setup. For this purpose,
intra-meander flow was simulated for 22 meander shape scenarios of varying sin-
uosity. The meandering stream was implemented in the model by adjusting the
top layers of the modeling domain to the streambed elevation and assigning lin-
early decreasing head boundary conditions to the streambed cells. Residence times
for the intra-meander zone were computed by advective particle tracking across
the inner bank of meander. Selected steady state scenarios were extended to tran-
sient flow simulations to evaluate the impact of changes in stream flow conditions
on the behavior of the water and solute exchange across the intra-meander zone.
In order to represent varying stream flow conditions, a stream discharge event for
three representative meander shape scenarios was simulated using surface water
model. Transient hydraulic heads obtained from the surface water model were
then applied as transient head boundary conditions to the streambed cells of the
groundwater model. A constant solute concentration source was added in the un-
saturated intra-meander zone to evaluate the effect of transient flow conditions on
solute mobilization within intra-meander zone. The temporal and spatial patterns
of conservative solute transport were computed and analyzed. In the next step, the
model was further extended to investigate biogeochmical transformations within
intra-meander zone using pre-defined chemical scenarios. Consumption of solutes
(DOC) and nitrates through aerobic respiration (AR) and dentrification (DEN) un-
der variable flow conditions was computed and analyzed.
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4.2. Conclusions

4.2.1. Flow and Transport Dynamics in Near Stream Riparian Zone
(Bank Flows)

Stream discharge events induce fluctuations in the water table in near stream ri-
parian zone resulting in mobilization of the solutes residing in the non-submerged
portion of riparian zone. The shape of stream discharge event (i.e., event peak
height and duration) is a major control of magnitude and timing of bank inflows
and outflows. Hence associated solute mass outflux from the riparian zone into the
stream is also controlled by the shape of the discharge event.

The results suggest that the bank outflows typically start during the falling limb of
the stream flow event, when the local hydraulic gradient reverses back to gaining
conditions. The timing of change in stream concentration is directly linked to
the timing of the bank outflows which in turn depends on the hydraulic gradient
near the stream. The time lag between peak stream discharge and peak stream
concentration increases with event duration as longer durations delay the reversal
of the local hydraulic gradient.

The total solute mass export to the stream is proportional to the magnitude
and duration of flow event. Both event peak height and event duration enhance
solute mass export. However, peak height is the dominant driver for the solute
mass mobilization and export. Longer event duration resulted in delayed peak
of solute outflux, providing longer time period for stream and groundwater
mixing within the riparian zone. This is particularly important for time depen-
dent solute transformations within the riparian zone. The export of riparian
solutes into the stream occurs in two phases. Initially, the bulk of the mobi-
lized solute as a result of rise in water table is transported by the direct bank
outflow. Bank outflow driven export lasts for a relatively short period of up to
12 days. The rest of solute mass drains at slow rate after the flow event under
the influence of gravity. This slow drainage process from the unsaturated zone is
responsible for the long tailing of stream concentration (> 400 days) after the event.

The above findings are in line with previous studies (Boutt and Fleming, 2009; Gu
et al., 2012; Mei et al., 2014; Sawyer et al., 2014). It also supports the idea that the
export of the riparian solutes during bank outflows is dominantly controlled by the
fluctuations in near stream hydraulic gradients (Welch et al., 2015).
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4.2.2. Flow and Transport Dynamics within Intra-Meander Zone

Intra-meander hyporheic exchange flow is controlled by the head difference
between opposite banks of meander. The residence time of hyporheic exchange
plays an important role in biogeochemical transformations as it defines the
contact time between stream and groundwater borne species. The residence times
of intra-meander flow were computed through advective steady state particle
tracking between losing and gaining part of the meander for various meander
shape scenarios. The analysis revealed that as meander sinuosity increases, average
intra-meander hydraulic gradient increases, resulting in faster flow through the
intra-meander zone. Hence, intra-meander residence times are negatively related
to intra-meander hydraulic gradient and positively related to the intra-meander
area, regardless the shape of meander. Intra-meander residence times ranged from
20 to 65 days for the intra-meander area range of 480 to 760 m2 depending upon
the meander shape. The vertical extent of hyporheic flow paths generally decreases
with increasing sinuosity, however maximum penetration depth does not change
much with the increasing sinuosity. The maximum penetration depth range of the
flow paths was observed from 0.55 to 0.7 m. Therefore, meander sinuosity and
intra-meander area are major controls of intra-meander residence times. Results
of 3D steady state analysis in this study support the previous 2D modeling studies
(e.g., Boano et al., 2006; Revelli et al., 2008) as well as laboratory experiment study
of Han and Endreny (2014).

Stream flow variations resulted in mobilization and conservative transport of
solute from initially unsaturated portion of intra-meander zone into the stream. In
all of our transient flow scenarios, 87 % or more solute mass was conservatively
transported towards stream until the end of flow event. Sinuosity was found to
be positively related to the mobilization and transport of intra-meander solute
towards stream, especially presence of neck feature in the meander resulted
in quicker conservative solute transport towards the stream. These finding are
consistent with the field studies of Nowinski et al. (2012) and Dwivedi et al. (2018).

Although most of the intra-meander solute was conservatively transported towards
stream, reactive transport simulations show that stream flow variations also en-
hance the reactivity of stream and groundwater borne species with the DOC source
located within the unsaturated intra-meander zone. Entry of stream water into
intra-meander zone triggered consumption of intra-meander DOC by aerobic res-
piration and denitrification due to surface water borne nitrates. Aerobic respira-
tion was found to be a dominant process during the flow event followed by the
denitrification due to surface water borne nitrates, whereas the denitrifcation due
to groundwater borne nitrates was minimized during the flow event. After the
flow event, both aerobic respiration and the denitrification due to surface water
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borne nitrates were minimized, whereas the denitrification by groundwater borne
nitrates increased until reaching a constant value. In the modeling scenarios, the
aerobic respiration and the denitrification led to complete removal of DOC from
the intra-meander zone, within < 300 h of the beginning of flow event.

4.3. Model Limitations and Future Studies

The modeling setup applied in this study, represents a simplified riparian zone
with reduced process complexity. For example, in modeling setup for bank flows
and intra-meander flow, the riparian aquifer is homogeneous and isotropic in both
effective porosity and hydraulic conductivity. Therefore, any highly conductive
zones were not accounted for, although they may facilitate fast preferential flow
and transport that potentially exists in riparian aquifers (Beven and Germann,
1982). Conversely, layers of lower permeability may reduce the zone of water
exchange and solute removal (Chen and Chen, 2003). However, since sediment
properties will hardly change during short-term stream discharge events, the com-
parative metrics derived in this study are likely the same as for the heterogeneous
case. Furthermore, recharge by precipitation was not simulated, although it is
potentially an important process for water and solute mobilization (Nielsen et al.,
1986). In the intra-meander flow study, groundwater flow direction was assumed
in parallel to the general direction of stream flow for the transient flow simulations.
Hence, the effect of ambient groundwater flow from lateral directions was not
simulated, however, in natural streams, ambient groundwater can potentially
alter the direction as well as magnitude of intra-meander flow (Cardenas, 2009).
Furthermore, in our study for bank flows, solute transport is purely conservative,
although in natural aquifers, sorption and reaction may alter solute export to the
stream. Besides that, for the transient flow simulations in the intra-meander zone,
only one discharge event scenario was applied to the representative meander shape
scenarios instead of simulating the effect of discharge scenarios of varying peak
and duration.

However, these simplification are common and necessary for this kind of explo-
rative modeling studies in order to identify the role of individual drivers in com-
plex exchange processes. Although the study has above mentioned limitations, the
results obtained through this modeling work support previous field studies as well
as give new insights in understanding the the effect of stream stage induced wa-
ter table flucutations on transport and transformation processes between surface
and groundwater. Hence, a step forward was made in understanding the bank and
intra-meander scale exchanges. In the future studies of bank flows, incorporat-
ing reactions in combination with varying hydrological scenarios would highlight
the effect of water table fluctuations on efficiency of solute transformation and re-
moval of DOC. Moreover, influence of vertical recharge as well as variability in hy-
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draulic conductivity should be explored for comprehensive understanding of bank
and meander scale transport processes. Furthermore, incorporating the influence
of ambient groundwater flow in combination with multiple stream discharge, me-
ander shape and chemical scenarios in future work on the intra-meander flow, will
improve our understanding of intra-meander hyporheic exchange.
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