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ABSTRACT 
 
 

Development of Microwave and Millimeter-Wave Integrated-Circuit Stepped- 
 

Frequency Radar Sensors for Surface and Subsurface Profiling. (December 2003) 
 

Joongsuk Park, B.S., Yonsei University, Korea 
 

Chair of Advisory Committee: Dr. Cam Nguyen 
 

 
 Two new stepped-frequency continuous wave (SFCW) radar sensor prototypes, 

based on a coherent super-heterodyne scheme, have been developed using Microwave 

Integrated Circuits (MICs) and Monolithic Millimeter-Wave Integrated Circuits (MMICs) 

for various surface and subsurface applications, such as profiling the surface and subsurface 

of pavements, detecting and localizing small buried Anti-Personnel (AP) mines and measuring 

the liquid level in a tank. These sensors meet the critical requirements for subsurface and 

surface measurements including small size, light weight, good accuracy, fine resolution and 

deep penetration. In addition, two novel wideband microstrip quasi-TEM horn antennae that 

are capable of integration with a seamless connection have also been designed. Finally, a 

simple signal processing algorithm, aimed to acquire the in-phase (I) and quadrature (Q) 

components and to compensate for the I/Q errors, was developed using LabView. 

 The first of the two prototype sensors, named as the microwave SFCW radar sensor 

operating from 0.6-5.6-GHz, is primarily utilized for assessing the subsurface of pavements. 

The measured thicknesses of the asphalt and base layers of a pavement sample were very 

much in agreement with the actual data with less than ±0.1-inch error. The measured results 



 iv

on the actual roads showed that the sensor accurately detects the 5-inch asphalt layer of the 

pavement with a minimal error of ±0.25 inches. This sensor represents the first SFCW radar 

sensor operating from 0.6-5.6-GHz. 

The other sensor, named as the millimeter-wave SFCW radar sensor, operates in the 

29.72-35.7-GHz range. Measurements were performed to verify its feasibility as a surface 

and sub-surface sensor. The measurement results showed that the sensor has a lateral 

resolution of 1 inch and a good accuracy in the vertical direction with less than ± 0.04-inch 

error. The sensor successfully detected and located AP mines of small sizes buried under the 

surface of sand with less than 0.75 and 0.08 inches of error in the lateral and vertical 

directions, respectively. In addition, it also verified that the vertical resolution is not greater 

than 0.75 inches. This sensor is claimed as the first Ka-band millimeter-wave SFCW radar 

sensor ever developed for surface and subsurface sensing applications. 
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CHAPTER I 

INTRODUCTION 

 
 

1.1 Fundamentals of Radar Sensors 

Radar sensors have been used as an accurate and cost effective technique for 

nondestructive characterization of surface and subsurface in various applications, such as 

detecting and localizing buried mines or archeological sites, measuring distances, 

displacements, thicknesses or moisture contents, and profiling the surface or subsurface of 

pavement [1]-[8]. This section gives an overview of the fundamentals of these radar sensors.  

An electromagnetic wave incident on a medium is scattered in all directions when it 

encounters a change in electric or magnetic properties of the medium. A careful analysis of 

the scattered electromagnetic waves leads to a better understanding of the characteristics of 

the medium, and also helps in appreciating the dynamics of a radar sensor in a holistic way, 

as will be covered in more detail in Chapter II. 

A radar transmits electromagnetic waves towards a target (or object), and then 

receives the scattered electromagnetic waves back from it. The two-way travel time (τ) of 

the electromagnetic wave is associated with the range (R) of the target, as defined by 

c
R2

=τ  1.1 

where c is the speed of light in free space.  

                                                                 
  Journal Model is IEEE Transaction on Microwave Theory and Techniques. 
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The important parameters of radar sensors are ″penetration depth″ and ″resolution″. 

The maximum penetration depth (Rmax), which is achieved when the receiving power Pr is 

equal to the receiver sensitivity Si, depends on the propagating medium’s property, the 

antenna gain, the transmitting power Pt, the receiver bandwidth B and so on, as expressed by 

[9] 

( ) 4
1

max
max

4exp







 −
∝

i

rtt

S
RGGP

R
α

 1.2 

where Si = kTBF(SNR), and Gt and Gr are the transmitting and receiving antenna gains, 

respectively, and α is the attenuation constant of the medium. Modified radar equations for 

subsurface radar sensors are derived in Chapter II. 

It is useful to consider the average transmitting power Ptav, which is the product of 

the transmitting power Pt and the inverse of the bandwidth B, hence Eq. 1.2 is modified as 

( ) 4
1

max
max )(

4exp







 −
∝

SNRkTF
RGGP

R rttav α
 1.3 

 

 The average transmitting power is one of controllable factors extensively used in 

designing a sensor and relates to the type of the waveform used. From the above facts, it can 

easily be deduced that more average transmitting power (Eq. 1.3) or more peak transmitting 

power combined with less bandwidth (Eq. 1.2) results in deeper maximum penetration. 
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The absolute bandwidth (B) of the transmitted EM waves determines the range (or 

vertical) resolution ∆R, which is the ability to distinguish closely spaced targets within a 

specific range R. It is given by 

B
c

R
2

=∆  1.4 

 

The range resolution is inversely proportional to the bandwidth that can be 

associated with the shape of the waveform, as discussed in Section 1.2. Thus, one of the 

important design constraints of a radar sensor is the choice of an appropriate waveform. 

According to the waveform used for transmission, the radar sensor can be categorized as a 

pulsed radar sensor or Continuous-Wave (CW) radar sensor. They are briefly introduced in 

the following section. 

 

1.2 Review of Pulsed Radar Sensors and Continuous Wave Radar Sensors 

1.2.1. Pulsed Radar Sensors 

The pulsed radar sensor, also known as the time-domain radar sensor, typically 

employs a train of impulses, mono-pulses or modulated pulses, as the transmitting waveform 

(Figure 1.1). The first subsurface radar sensor was the impulse radar that measured the 

properties of coal [10]. The impulse radar transmits a short pulse train with a pulse repetition 

interval (PRI). Such an impulse can be generated by using avalanche transistors, step 

recovery diodes (SRD), or tunnel diodes to produce a high peak power or a pulse of short 
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duration [11],[12]. The pulsed radar sensors typically use the two-way travel time of the 

transmitted pulse to measure the range of a target. 

 

 

PRI 

(c) 

(b) 

(a) 

Vp 

τ 

 

 

Figure 1.1 Waveforms of pulsed radar sensors; (a) impulse (b) mono-pulse, where τ is the 

pulse width and Vp is the peak amplitude (c) modulated pulse. 

 

The pulsed radar sensor has been widely used in many applications owing to its 

effective cost and simple structure. However, it has been found that this sensor is 

inappropriate and has severe constraints while operating as a High-Resolution Radar (HRR) 

sensor. To be a HRR sensor, the bandwidth (B) of the pulse needs to be increased as seen 

by equation (1.4). As the bandwidth of the pulse is increased by shortening the pulse width 



 5

(τ), which in turn is restricted by available technologies, this type of sensor finds its usage 

effectively constricted by technological limitations and hence finds itself limited in high 

resolution based radar applications. It is worthwhile to note that the increased bandwidth 

degrades the receiver sensitivity, which results in decreasing the penetration depth. 

Pulsed radars with a few hundred pico-seconds of pulse width can be designed, but 

only at very low power levels, up to a fraction of a watt of the average power [13]-[14]. 

This means that the pulsed radars cannot achieve both high range resolution and deep 

penetration simultaneously, unless pulse compression technique is used. 

Alternatively, CW radar sensors can be implemented either as frequency-modulated 

continuous wave (FMCW) radar sensors or stepped-frequency continuous wave (SFCW) 

radar sensors. These sensors can achieve an average power much higher than that of a 

pulsed radar sensor. Both of these sensors are briefly discussed below. 
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1.2.2 Frequency-Modulated Continuous Wave Radar Sensors 

FMCW radar sensors, also known as frequency domain radar sensors, have also 

been widely used as subsurface radar sensors, for instance, in measuring the thickness of a 

coal layer and detecting buried objects under the ground [15]-[17].  

Figure 1.2 shows the FMCW radar sensor using a beat frequency (fd) to seek the 

range (R) information of a target, as defined by  

m
cfc

R d

22
==

τ
 1.5 

where m is the rate of sweeping frequency and the beat frequency accounts for the relative 

time delay (τ) of the transmitted signal to the returned signal. 

 

 

Rx 

∆f 

∆t 

∆f 

∆t 

τ 
fd 

Target 

Tx 

f 

t 

 

Figure 1.2 FMCW radar sensor. 
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An important characteristic of FWCW radar sensors is that the rate of sweeping 

frequency (m) should be carefully observed to obtain a satisfactorily accurate range of the 

target. However, it is quite difficult to achieve this specification over a wide band, due to the 

non-linearity of the voltage-controlled oscillator (VCO). Moreover, its wide bandwidth 

degrades the receiver’s sensitivity, which results in reducing penetration depth. Hence, these 

drawbacks limit the FMCW radar sensor in some applications that need a greater degree of 

accuracy. 

 

1.2.3 Stepped-Frequency Continuous Wave Radar Sensors 

The SFCW radars, also known as frequency-domain radar sensors, transmit and 

receive consecutive trains of N frequencies changed by the frequency step (∆f). More details 

are given in Chapter III. Basically, the SFCW radar transforms the amplitudes (Ai) and 

phases (φi) of the base-band I and Q signals in frequency domain to a synthetic pulse in time 

domain to find the range (R) of a target [18], as defined by 







−==

c
R

AAI i
iii

2
coscos

ω
φ  1.6a 

and 







−==

c
R

AAQ i
iii

2
sinsin

ω
φ  1.6b 

 

The advantages of SFCW radar sensors are as follows [19],[20]: Firstly, it has a 

narrow instantaneous bandwidth that significantly improves the receiver’s sensitivity while 
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maintaining the average power. Secondly, it can transmit a high average power, resulting in a 

deeper penetration, due to the use of CW signals. Thirdly, the non-linear effects caused by 

the inherent imperfections of the transmitter and receiver can be corrected through 

appropriate signal processing. Furthermore, the received signals propagated through 

dispersive media can be accurately compensated through signal processing if the properties 

of the media are known, as the system transmits only one frequency at a particular instant of 

time. Lastly, the Analog-to-Digital (A/D) converter uses a very low sampling frequency, due 

to low frequency of the base-band I/Q signals. This enables greater precision and ease in 

designing the circuits. 

On the flip side, a few disadvantages of the SFCW radar sensors include their high 

complexity and cost. However, owing to the impending ramifications due to the above 

advantages, there is a significant impetus for exhaustive research in this field.  

 

1.3 Status of Stepped-Frequency Continuous Wave Radar Sensors 

 The concept of the stepped-frequency technique was first presented to detect buried 

objects by Robinson at Stanford research Institute in 1972 [21], but active research began 

only in the early nineties. An SFCW sensor operated at 0.6-1.112-GHz was developed for 

detecting moisture content in the pavement subgrade by Pippert et al. in 1993 [22].  Another 

SFCW radar sensor was developed at 490-780-MHz for detection of buried objects by 

Langman in 1996 [23] while a 10-620-MHz system was reported by Stickely in 1997 [24]. 

Langman et al. also developed a microwave SFCW radar sensor operating in the 1-2-GHz 
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was presented for detecting landmines in 1998 [3]. Recently, a Network Analyzer was used 

as a SFCW radar sensor at 0.5-6 GHz to detect concrete cracks by Huston in 1998 [25].  

Most of the reported microwave SFCW radar sensors as subsurface radar sensors 

operate at low frequencies with insufficient bandwidths, which cause poor lateral and vertical 

resolution. A SFCW radar sensor is required to be of smaller size, lighter weight, finer 

resolution and better accuracy for usage in various applications. In practice, an accurate 

sensor assessing pavement layers is essential for pavement management during or after 

constructing the pavement. Portability is also quite an important issue, as radar sensors are 

also required to detect and localize mines of very small sizes during or after a war, so they 

need a fine resolution and should be lightweight. In addition, a small and accurate radar 

sensor is needed to monitor displacement of liquid levels in a stringent environment.  

In order to reduce size and weight, the circuits of the sensor should be integrated 

using MICs and MMICs, and the antennae should be small with the possibility for a seamless 

connection. A wide bandwidth can promise a fine range resolution (Eq. 1.4) and a good 

lateral resolution can be achieved with a short wavelength as discussed later in Chapter III. 

To satisfy these requirements, ultra-wideband (UWB) and high frequency radar sensors need 

to be developed. 
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1.4 Proposed Stepped-Frequency Continuous Wave Radar Sensors 

 A microwave SFCW radar sensor operating at low frequencies can satisfy both 

deep penetration and fine range resolution simultaneously for subsurface sensing, and is thus 

attractive for subsurface evaluation such as measuring the thickness of the pavement layers. 

But, there is no such SFCW radar sensor, completely realized using MICs, and operated 

over a decade of frequency bandwidth that has been reported for subsurface sensing. 

Similarly, a millimeter-wave SFCW radar sensor can achieve both vertical and lateral 

resolution very finely for surface and subsurface sensing. Yet, no millimeter-wave SFCW 

radar sensor, completely realized using MICs and MMICs, operating in Ka-band as a 

surface and subsurface radar sensor, has been developed. 

For SFCW radar sensors, both homodyne and super-heterodyne schemes need a 

quadrature demodulator producing I and Q components to preserve the amplitude and phase 

information of the targets. However, the homodyne scheme would yield large phase errors in 

the wideband SFCW radar sensor, due to difficulties in designing the quadrature 

demodulator for such a wide bandwidth. Alternately, the super-heterodyne scheme has an 

advantage of using a much lower frequency, as well as a single Intermediate Frequency (IF) 

at which it is relatively easy to compensate for the quadrature demodulator errors. Therefore, 

the super-heterodyne scheme is more preferable for SFCW radar sensors operated in 

wideband width than the homodyne. 

In this dissertation, two new SFCW radar sensor systems are presented for the first 

time. Each system includes transceiver, antenna, and signal processing parts. The transceivers 
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of both radar sensors are based on the coherent super-heterodyne architecture and are 

integrated with MICs and MMICs. The antennae are suitable for an integrated system due to 

their seamless connection and have been fabricated locally. The one intended for the 

microwave SFCW radar sensor system was tested and applied to the system while the other 

for the millimeter-wave SFCW radar sensor system was tested for potential usage in the 

system. Signal processing was developed using LabView to sample the base-band I and Q 

signals, synchronize the digitized I and Q signals, reform them, and transform the reformed 

data from the frequency domain into the time domain. In addition, a new simple yet effective 

and accurate procedure was introduced to compensate the common amplitude deviations 

and non-linear phase errors of the complex I/Q vectors due to the inherent imperfections of 

the system. Consequently, it can be stated that the performance of the two SFCW radar 

sensor systems was accurately appraised with intended usage for subsurface and surface 

radar sensors applications and is described in much detail in the forthcoming chapters. 
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CHAPTER II 

SUBSURFACE RADAR SENSOR ANAYSIS 

 

2.1 Introduction  

 Understanding the behavior of electromagnetic (EM) waves is important to the 

design of surface or subsurface radar sensors employing EM waves. This chapter presents a 

theoretical analysis from an electromagnetic perspective. The above mentioned sensors 

transmit EM energy through the transmitting antenna to targets (or objects) such as sand, soil, 

pavement, wood, liquid, mines, etc., and receive EM energy reflected back from targets 

through the receiving antenna. 

 The most important terms in radar sensors are ″resolution″ and ″penetration depth″. 

The range resolution determined by pulse shape is discussed in more detail in Chapter III. 

On the other hand, the penetration depth is determined by various parameters. Therefore, the 

penetration depth of a radar sensor is intensively focused in this chapter. Some are 

controllable by the designer, but others are dependent upon the propagation media and 

individual targets. The attenuation constant, wave velocity, reflection and transmission 

coefficients, spreading loss, and Radar Cross Sections (RCSs) of targets are those 

parameters of the radar sensor that cannot be adjusted by the designer. On the other hand, 

the transmitting power, antenna gain, frequency of the EM wave, and the receiver’s 

sensitivity are controllable by the designer. 
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 The EM waves of subsurface radar sensors propagate into materials with a wave 

velocity that associates them with the electrical properties of the materials. However, they 

also suffer from attenuation losses that are related to the material properties. The attenuation 

and velocity of EM waves in a given material are important parameters for radar sensors that 

aid our understanding of how EM waves propagate, what they look like at a specific time 

and location in the material, how much power loss arises, and how thick the material is. 

 If EM waves encounter a dielectric discontinuity that results from a sudden variation 

of material properties, part of the energy of the incident wave will be reflected, and the other 

part of it will be transmitted. When a plane EM wave is incident obliquely on the interface 

with a polarization, its reflection and transmission coefficients are governed by Fresnel’s 

equation, while the transmitted and reflected angles are determined by Snell’s Law [26]. 

 The attenuation constant and wave velocity will affect the reflected power in the 

dielectric medium. The reflection and transmission coefficients, as well as the incident angle 

and the Radar Cross Section (RCS) will affect the reflected power at the dielectric 

discontinuity. 

 The penetration depth is related to the transmitting power and the receiver’s 

sensitivity, which estimates the minimum signal level that can be detected. This sensitivity is 

affected by the input noise bandwidth, receiver noise figure, and the required signal-to-noise 

ratio (SNR). In addition, the higher the frequency, the greater the attenuation that will be 

incurred in the propagation medium. 
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 Consequently, a radar equation including the maximum penetration depth of the 

multi-layered half-spaces similar to the pavement layers will be derived with the aid of image 

theory, assuming that a plane wave is incident on homogeneous layers. The maximum 

penetration depth is also expressed in terms of the radar sensor’s parameters. 

 

2.2 Electromagnetic Wave Propagation 

 When EM waves propagate into a source free and lossy homogeneous medium, 

assuming harmonic time dependence fields, Maxwell’s equations in phasor form are given by 

[27] 

BjE ω−=×∇  2.1a 

JDjH +=×∇ ω  2.1b 

0=⋅∇ D  2.1c 

0=⋅∇ B  2.1d 

where E  is the electric field, H  is the magnetic field, B  is the magnetic induction, D  is the 

electric displacement and J  is the electric current. 

 When EM fields are in a material, the electric field, the magnetic field, the magnetic 

induction, the electric displacement and the electric current are all related to each other by 

constitutive relations such as [27] 
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ED ε=  2.2a 

HB µ=  2.2b 

EJ σ=  2.2c 

where ε = ε0εr ,which is the product of the dielectric permittivity of the free space ε0 (≈ 8.85 

× 10-12 F/m) and the relative dielectric permittivity of the material εr , the complex permittivity 

of the material, µ = µ0µr, which is the product of the magnetic permeability of the free space 

µ0 (≈ 4π  × 10-7 H/m) and the relative magnetic permeability of the material µr, the complex 

permeability of the material and the conductivity of the material σ . 

Substituting (2.2a) - (2.2c) into (2.1a) and (2.1b) leads to Maxwell’s curl equations 

[27] 

HjE ωµ−=×∇  2.3a 

( )EjjEjEjjH c εεωωε
ω
σ

εω ′′−′==





 −′=×∇  2.3b 

where εc (ω) = ε′ (ω) - jε″ (ω) = ε (ω)- jσ(ω)/ω  is the complex dielectric permittivity.  
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In order to explain in detail how the waves propagate in a dielectric material (i.e., a 

lossy medium), modified Helmholtz equations, which are derived from Maxwell’s equations 

and constitutive equations, are needed as depicted in [28] 

02222 =−∇=+∇ EEEE c γµεω  2.4a 

02222 =−∇=+∇ HHHH c γµεω  2.4b 

where γ is the complex propagation constant of the waves in the medium and defined by [28] 

ωε
σ

µεωµεωβαγ jjjj c −==+= 1  2.5 

or 

δεµω
ε
ε

εµωγ tan11 jjjj −′=







′
′′

−′=  2.6 

where α is the attenuation constant ( Np/m ), β  is the phase constant ( rad/m ), and the loss 

tangent tanδ is defined as the ratio of the real to the imaginary part of the complex 

permittivity εc  as in [28] 

ωε
σ

ε
ε

δ =
′
′′

=tan  2.7 
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2.2.1 Plane Wave Solution 

 Assuming a plane wave, the electric and magnetic fields propagating into a lossy 

medium in the +z direction in the sinusoidal steady state are obtained by solving Helmholtz 

equations (2.4a) and (2.4b) as 

( )zteEtzE z
xx βωα −= − cos),( 0  2.8a 

and 

( )
c

zte
E

tzH z

c

x
y η

α φβω
η

−−= − cos),( 0  2.8b 

where ηc = |ηc|∠φηc is the complex intrinsic impedance of the lossy medium and Ex0 and Hx0 

are the electric and magnetic field intensities at z = 0. 

 The equations (2.8a) and (2.8b) account for both the attenuation and the phase 

constants (α and β). This means that if we know the attenuation and phase constants of the 

medium at a specific frequency ω, it is possible to predict the fields at a specific time t and 

distance z. 

  From equations (2.8a) and (2.8b), if the transmitting signal is captured in the receiver 

at a distance z, the amplitude of the electric or magnetic field is attenuated by 

zezA αα 686.8log20 −=−=  2.9 

where A is the attenuation in dB.  

Therefore, knowing the value of the attenuation constant of the propagation medium 

is important in predicting the power of the received field. When the transmitting antenna emits 
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a plane wave, as can be seen from equations (2.8a) and (2.8b), the time-averaged power 

density S(z) at a distance z is 

{ } z

c

x e
E

HEzS
c

α
ηφ

η
2

2
0 cos

2
Re

2
1

)( −∗ =×=  2.10 

where H∗ denotes the complex magnetic field intensity conjugate. 

This demonstrates that the power density of the plane wave in a lossy medium 

decreases exponentially at a rate of e-2az as the plane wave travels in the direction of z. 

 

2.2.2 Attenuation and Phase Constants in Different Media 

 For surface penetrating radars, the parameters of interest are the attenuation constant 

and wave velocity of EM waves in their propagation media. The attenuation constant 

decreases the power of the received EM waves that determines the maximum range or 

penetration depth. The phase constant affects the wave velocity that is related to the target’s 

range. The practical propagation media are lossy and usually categorized into two types; high 

loss and low loss materials. They are described elaborately as below. 

From equation (2.6), the attenuation and phase constants (which are the real and 

imaginary parts of the propagation constant, respectively) of a medium that is defined as 

lossy, are given by [28] 

( )1tan1
2
1 2 −+′= δεµωα  2.11a 

and 



 19

( )1tan1
2
1 2 ++′= δεµωβ  2.11b 

 

From equation (2.11a), it is evident that the attenuation constant is a function of the 

frequency. 

 

A. High loss material  

 As a benchmark, if tanδ  >> 1 (i.e., σ >> ωε), the medium is termed as one with 

high loss. From equation (2.5) the attenuation and phase constants are given by [28] 

2
ωµσ

α ≈  2.12a 

and 

2
ωµσ

β ≈  2.12b 

where the attenuation and phase constants are dependent upon the frequency and 

conductivity of the material. 

 

B. Low loss material 

 Low loss material is usually a good insulator due to its low conductivity. If tanδ  << 

1 (i.e., σ << ωε), the material is said to be of low loss. Equation (2.6) is approximated by 

the binomial as 
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( ) 



 +−′≈ δδεµωγ 2tan

8
1

tan
2
1

1 jj  2.13 

From equation (2.13), the attenuation constant (the real part of the propagation constant) is 

reduced to 

2
tanδ

εµωα ′≈  2.14a 

 

The phase constant (the imaginary part of the propagation constant) is approximated as 

εµωδεµωβ ′≈





 +′≈ 2tan

8
1

1  2.14b 

 

The common pavement materials of interest in subsurface radar can be considered to 

be low loss and non-magnetic materials (i.e., µ = µ0) [29],[30]. Table 2.1 shows an example 

of the measured properties of the pavement, typically layered asphalt above the base material 

and subgrade [8]. A measurement using the Network Analyzer at 3GHz was conducted by 

the Texas Transportation Institute (TTI) that is shown in Table 2.1.  

 

Table 2.1 Electrical properties of pavement. 

 Asphalt Base Subgrade 

ε  r′ 5-7 8-12 >20 

ε  r″ 0.035 0.2-0.8 N/A 
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Figure 2.1 illustrates that while the loss tangent is varied, the attenuation constants of 

a medium calculated by equation (2.14a), approximated from equation (2.11a), are not much 

different than those obtained by equation (2.11a). Therefore, the practical pavements, as 

shown in Table 2.1, can be assumed to be as low loss for calculating the attenuation 

constants. However, dielectric permittivity and electrical conductivity are both frequency 

dependent. With increasing frequency, conductivity loss reduces and dipolar losses 

associated with the water relaxation of the material increases. Consequently, the total loss is 

increased [31]. 
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Figure 2.1 The loss tangent vs. the ratio of the attenuation constants calculated by equation 

(2.11a) to those calculated by equation (2.14a). 
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2.2.3 Wave Velocity 

 In a non-dispersive medium, the wave velocity is independent of frequency. On the 

other hand, in a dispersive medium, different frequency components propagate with different 

velocities causing a distortion of the signal due to variations in the phase constant at different 

frequencies. The phase velocity vp (called the wave velocity), which keeps a constant phase 

point on the wave, can be written as 

β
ω

=
∂
∂

=
t
z

v p  2.15 

 

The phase velocity of an EM wave is expressed in terms of the speed of light in a 

material in equation (2.16). From equations (2.14b) and (2.15), the wave velocity in a low 

loss material and non-magnetic material is found to be 

( )
rr

cc
ε

δ
ε

ν
′

≈



 −

′
= 2tan

8
1

1  2.16 

 

The wave velocity is relatively consistent over the common subsurface radar 

frequency range of 10-1000MHz at conductivities of less than 0.1 S/m. However, it is 

increasingly independent of conductivities in the 1-10-GHz region where the water relaxation 

effect is dominant [31]. Therefore, dispersive characteristics of materials at high frequencies 

need be considered for the accuracy of the measurement. 
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2.3 Scattering of a Plane Wave Incident on Targets 

 EM waves incident on a target will be scattered, with a portion of the scattered 

energy captured by the receiving antenna. Since the electromagnetic properties of the target 

affect the reflected power, the received power can be estimated if the properties of the target 

and the propagating medium are known. 

 

2.3.1 Scattering of a Plane Wave Incident on a Half-Space 

 If an EM wave is incident on an interface, part of its energy is reflected and the other 

part is transmitted through it. In the case of a smooth and flat surface, the reflection 

coefficients depend upon the polarization of the incident wave, the angle of incidence, and the 

wave impedances of the materials [32]. The polarization is determined by the angle formed 

between the electric field vector and the incident plane [28]. If the electric field is in the 

incident plane, the incident plane wave has a parallel polarization, as shown in Figure 2.2, 

where the incident plane is on the xy plane. Alternately, if the electric field is incident normally 

on the plane, the incident plane wave is in perpendicular polarization. 

 

A. Reflection at a single interface 

 If a boundary exists between two media, by applying the boundary conditions (which 

requires continuity of the tangential components of the E- and H-field at the boundary), the 

reflection coefficients Γpar and Γper of the incident wave in the parallel and perpendicular 

polarizations are given by [28] 
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it

it
par φηφη

φηφη
coscos
coscos

12

12

+
−

=Γ  2.17a 

ti

ti
per φηφη

φηφη
coscos
coscos

12

12

+
−

=Γ  2.17b 

where φi and φt are the incidents and transmitted angles; η1 and η2 are the intrinsic 

impedances of mediums 1 and 2, respectively. 
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Figure 2.2 A plane wave with a parallel polarization incident on a dielectric interface.  
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If a parallel-polarized wave is incident on the interface through a lossy medium 1, as 

shown in Figure2.3, the time-averaged power density Sr(R) reflected from the interface at R, 

which is the distance from the interface, is found by using equation (2.10) as 

)()4exp()( 1

2
RSRRS iparr α−Γ=  2.18 

where Si(R) is the incident time-averaged power density at R, α1 is the attenuation constant 

of the lossy medium 1. 
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Figure  2.3 Received power density attenuated by the reflection at the interface and the 

attenuation in the propagating medium.  

 

  Figure 2.4 shows the magnitudes of the reflection coefficients for both the parallel 

and the perpendicular polarizations of a plane wave that is incident on a smooth flat surface, 

placed at distance z from the transmitting antenna, with varied angles when the wave 
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incidents from free space to those lossless media with relative dielectric constants values ε′r 

= 2, 4, 6, 8 and 10. 
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Figure 2.4 Magnitudes of reflection coefficients of a plane wave incident on different 

dielectric materials from free space with varied angle. 

 

 The phase of the reflected signal from a dielectric interface is determined by the 

phase of the reflection coefficient [33]. Assuming a normal incidence of a plane wave on a 

dielectric interface with a parallel polarization, equation (2.17a) can then be reduced to 
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12

12

ηη
ηη

+
−

=Γpar  2.19 

 

In case of a low loss and non-magnetic material, such as pavement as seen in Section 

2.2, the intrinsic impedance is almost a real value rεεµη ′≈ 00 . Therefore, from equation 

(2.19), we have 

21

21

rr

rr
par

εε

εε

′+′

′−′
≈Γ  2.20 

where ε′r1 and ε′r2 are the real parts of the relative dielectric permittivity of those materials in 

regions 1 and 2, respectively. 

 To verify equation (2.20) in practical the pavement, as shown in Table 2.1, the 

reflection coefficients at the interface in between the asphalt and base layers were calculated 

using equations (2.19) and (2.20), while the imaginary part of the dielectric permittivity of the 

base layer was varying in the range of 0.2-0.8, as shown in Table 2.1. As expected, the 

reflection coefficients obtained from equation (2.20) show at most a 1% error, as shown in 

Figure 2.5. Therefore, an assumption of lossless material is quite valid in calculating the 

reflection coefficients of the pavement materials.  Similarly, it can be deduced that the 

transmission coefficients can also be calculated under the assumption of lossless materials. 

 

 



 28

0.2 0.3 0.4 0.5 0.6 0.7 0.8

-0.1735

-0.173

-0.1725

-0.172

-0.1715

-0.171

Imaginary part of the relative permittivity of base layer

R
ef

le
ct

io
n 

co
ef

fi
ci

en
ts

A 

B 

 

 

Figure 2.5 Reflection coefficients in normal incident where A is calculated using equation 

(2.19) and B is calculated using equation (2.20) with an assumption of low loss. 

 

From equation (2.19), the phase of the reflection coefficient is either 0 or π  radians. 

For instance, if the signal is incident from a material with lower dielectric constant to one with 

a higher dielectric, the polarity of the reflected signal is opposite to that of the incident signal. 

This happens with most practical realizations of the subsurface radar sensors, such as with 

the assessment of pavements or the detection of mines. On the contrary, when the incident 

signal propagates from a material with higher dielectric constant to one with a lower 

dielectric, the reflected signal is returned with the same polarity as the incident signal. The 

opposite polarity of the reflected signal as compared to the incident signal and the result can 
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be used to detect an air void, which might indicate a defect in the pavement, bridge, 

laminated wood, wall and so on. 

However, in case of a lossy material, the reflection coefficient would be a complex 

value due to the complex intrinsic impedance of the lossy material. The phase of the reflected 

signal would then be in between 0 and 2π  radians, depending on the losses of various 

materials. In addition, the phase of the reflection coefficient will also be changed by the 

frequency of the incident signal, since the dielectric permittivity is a function of the frequency 

of the incident signal. Therefore, the phases of the reflection coefficients in lossy media are 

found if the dielectric permittivities over the band of interest are known. 

 

B. Reflection and transmission of a plane wave at the interfaces of multi-layered mediums 

 Subsurface radar sensors investigating the pavement will encounter multiple layers 

under the pavement. In order to recognize the reflected power from the interfaces of the 

pavement, the reflection coefficients, as well as the transmission coefficients at the interfaces, 

should be known. The transmission coefficients Τpar and Τper of the incident wave in both 

parallel and perpendicular polarizations, respectively, are given by [28] 
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 where φi and φt are the incidents and the transmitted angles; η1 and η2 are the wave 

impedances of mediums 1 and 2, respectively.  

The wave passing through an interface will be refracted by Snell’s Law, which is 

defined as [28]  

1

2

sin
sin

r

r

t

i

ε

ε
φ
φ

′

′
=  2.22 

where ε′r1  and ε′r2  are the relative dielectric constants of mediums 1 and 2, respectively. 

When an incident wave traverses through multiple layers, as shown in Figure 2.6, the 

total reflected field Er_total can be expressed approximately by the superposition of all 

reflected waves,  

2321_ rrrrtotalr EEEEE ′+++≈  2.23 

where Er1, Er2, and Er3 are the single-reflected fields at the 1st,  2nd and 3rd interfaces, 

respectively, and E′r2 is the double- reflected field within region 1. Then, these reflected 

waves can be expressed by 
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Figure 2.6 Reflected waves at the interfaces of multi-layered half-spaces. 
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where Γ10 and Τ10 indicate the reflection and transmission coefficients of the wave incidents 

from region 0 to region 1, respectively, φt10 indicates the transmitted angle of the wave 

incident from region 0 to region 1, α1 and α2 are the attenuation constants of media 1 and 2, 
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respectively, and finally, d1 and d2 are the thicknesses of mediums 1 and 2, respectively. 

Therefore, the single-reflected field at each interface is generalized as 
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and the double-reflected field in the region n is given by 
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In practice, the reflection coefficients are smaller than their transmission coefficient 

counterpart, which results in ignoring the double-reflected field in the total reflected field. For 

simplicity, if the incident field is normal, the time-averaged power density Srn(R) reflected 

from the nth interface is given by 
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where Si(R) is the incident time-averaged power density at R, αk is the attenuation constant 

of the k th medium and R is the distance from the interface. Note that the returned power will 

be significantly decreased if the transmission coefficients are small.  

 The phase of the transmitted signal propagated through a dielectric interface between 

the two different dielectric materials is determined by the phase of the transmission 

coefficient. As expressed in equation (2.21a), the magnitude of the transmission coefficient 

will be a positive real value and the phase of the transmission coefficient can be between 0 

and 2π  radians. For lossless materials, the transmission coefficient will be a real value, which 
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leads to it having the same polarity as the incident signal. However, in case of lossy materials, 

the phase of the transmission coefficient can be any value between 0 and 2π  radians. Note 

that the phase of the transmission coefficient depends upon the frequency of the incident 

signal, as well as the losses of the various materials.  

 Similarly, reflection and transmission coefficients in lossy media can be derived by the 

definitions provided by Fresnel and Snell [26]. However, the lossy medium has a complex 

permittivity, which leads to complex reflection and transmission coefficients. It can therefore 

be inferred that the reflected and transmitted waves would be attenuated in amplitude and 

modified in angle in a lossy medium, while the angle alone changes in a lossless medium. 

 

2.3.2. Radar Cross Sections 

 For subsurface radar sensors that specifically detect and localize objects buried 

underground, the Radar Cross Sections (RCS) values of the objects to be identified should 

be known. The RCS constitutes an important parameter in the radar equation that is defined 

as the effective area that captures the transmitted signal and isotropically radiates all the 

incident power [34]. RCS provides to the radar equation some crucial characteristics of the 

desired target observed by a receiver. The definition of RCS , σ, is therefore given by [34] 

power scattered toward source per unit solid angle 

incident power density at the target / (4π) 
2.27 

In other words, 

σ = 
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2

2

24lim
i

s

R E

E
Rπσ

∞→
=  2.28 

where Es is the scattered field at the receiving antenna, Ei is the incident field at the target, 

and R is the distance to the target. An infinity range means that the incident wave is a plane 

wave. 

 Table 2.2 shows the theoretical RCS values of typical geometric shapes in optical 

regions (i.e., 2πr/λ > 10) [18] where the ratio of the calculated RCS to the real cross 

sectional area of a sphere is 1. These values are very accurate as the RCS of a sphere is 

independent of the frequency in the optical region. The most typical geometry is a half-space 

for radar sensors that investigate the surface or subsurface of pavement consisting of an 

asphalt layer, a base layer, and various subgrade layers. The half-space is considered to be 

an infinite plate that can be either a smooth or a rough plate, according to roughness of that 

plate [30]. 

 

Table 2.2 Radar cross sections of typical geometric shapes where λ is the wavelength. 

Geometric Shapes Dimension RCS(σ) 

Sphere Radius r πr2 

Flat plate r × r 4πr2/λ2 

Cylinder H × radius r 2πrH2/λ 
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2.4 Radar Equation 

 The radar equation illustrates the significant characteristics of a radar system [34]. 

However, it is necessary to be modified for subsurface radar sensor accounting for the 

attenuation constants of the propagation media and wave velocity in the media. The modified 

radar equation includes the transmitted power Pt, the antenna gain G, the receiver sensitivity 

Pt, and wavelength of the transmitted wave λ, all of which are controllable by a radar 

designer. In addition, it takes into account for the RCS value of the target, the maximum 

penetration depth dmax, and the attenuation constant α of the propagation medium. 

Conversely, these parameters are not controllable by the radar designer. However, it is 

difficult to use in practical applications such as multi-layered pavement. Therefore, the radar 

equation needs to be derived for any subsurface radar sensor investigating pavement layers 

or buried objects under the ground to estimate its maximum penetration depth. For simplicity, 

the pavement layers and the ground are assumed to be half-spaces and a plane wave with a 

parallel polarization was used. 
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2.4.1 General Radar Equation 

 Power density S for a plane wave is proportional to |E|2 as seen in equation (2.10). 

As seen in Figure 2.7, if the transmitted power Pt (which is the power at the input terminal of 

the transmitting antenna) is radiated into a lossless medium, it will be affected by the 

attenuation constant of that medium. The power density S at the target in range R is 

24 R
GP

S tt

π
=  2.29 

where Gt is the transmitting antenna gain. By using equation (2.10), |Ei|2 at the target can be 

expressed as 

2

2

4cos

2

R
GP

E ttc
i

c
πφ

η

η

=  2.30 

where Ei is the incident field at the target. If the received power Pr is captured by an antenna 

with an effective aperture Aer, the scattered power will be attenuated until it reaches the 

receiver antenna. Then, similarly, |Es|2 at the antenna of the receiver is 

er

rc
s A

P
E

cηφ

η

cos

22 =  2.31 

where Es is the scattered field at the receiver antenna. 

As a result, the received power in terms of RCS is obtained by substituting equations 

(2.30) and (2.31) into equation (2.28), which is the definition of RCS. 

( ) 424 R

AGP
P ertt

r
π

σ
=  2.32 
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A lossless medium 

 

Figure 2.7 Configuration for radar equations in a lossy medium. 

 

If the propagation medium is lossy, the attenuation of the medium needs to be 

involved. Also, a system loss L is added to account for the loss factor existent in the practical 

radar system itself [35]; for example the antenna polarization, mismatch, and efficiency and 

so on; then the equation can be modified as 

( )
( ) LR

dAGP
P ertt

r 424

4exp

π

ασ −
=  2.33 

where α and d are the attenuation constant and distance of the propagation medium, 

respectively, and the exponential term accounts for the loss of the medium as shown in 

equation (2.18) or (2.26). 

 In case of a monostatic system in which the transmitting antenna and the receiving 

antenna are the same or located in a proximate position [34], their corresponding gains are 

equal to G  (i.e. Gt = Gr = G ). However, the effective aperture of the receiving antenna 

expressed in terms of the antenna gain and the wavelength is [36] 

π
λ

4

2
r

er
G

A =  2.34 
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The radar sensor can detect signals returned from a target if the received power is 

higher than the receiver sensitivity Si that is determined by the noise temperature (T), the 

noise bandwidth (B), the total noise figure (F) of the receiver and the signal to noise ratio 

(SNR). Figure 2.8 depicts the required minimum input signal level for the detection of a 

target. 

 

 

kT 

SNR  

B 
f 

Sensitivity (Si) = kTBF(SNR) 

F 
kTB

 

Figure 2.8 The required minimum input signal level or the sensitivity of a receiver where Ni = 

kTB is the input noise power, k = 1.38 × 10-23 (J/K) is the Boltzmann constant, T is the 

standard noise temperature ( T = 290 K ), B ( Hz ) is the noise bandwidth, and F is the total 

noise figure of the receiver. 

 

As shown in Figure 2.8, the minimum required input signal power is defined by [37] 

)(SNRkTBFS i =  2.35 
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As a measure of the radar, the system performance factor SF of the radar sensor 

was defined in [9]: 

i

t

S
P

SF =  2.36 

 

Note that this system performance factor is useful for radar equation. Consequently, the 

radar equation incorporating a maximum range Rmax, obtained when the received power is 

equal to the receiver sensitivity, and the system performance factor is found from equations 

(2.33-36): 

( )
( )max

22

4
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3

4exp
4

RG
LRSF
ασλ

π
−

=  2.37 

 

Note that the maximum range Rmax is also involved in the exponential term. 
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2.4.2 Radar Equation for Half-Spaces 

For surface and subsurface radar sensors, the radar equation needs a modification, 

applying the definition of the reflection and the transmission on a half-space similar to the 

surface of the pavement or the ground. If a radar sensor transmits a plane wave and receives 

back a plane wave reflected from a half-space at the distance of R (Fig. 2.9a), then the 

received power at the receiver antenna derived by using image theory [30], as shown in Fig 

2.9 b, is given by 

( )
2

224
Γ=

LR

AGP
P ertt

r
π

 2.38 

where Γ is the reflection coefficient of the half-plane.  

From equations (2.32) and (2.38), the radar cross section of a half-space plate is found as 

22Γ= Rπσ  2.39 

 

This result is equal to the RCS of a half-space presented in [30]. Therefore, equation (2.38) 

is verified. 
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Figure 2.9 (a) A radar sensor receiving from a single half-space (b) equivalent to (a) when 

the image theory is used. 
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Figure 2.10 Subsurface radar sensors receiving from the 2nd interface: (a) geometry of the 

pavement (b) geometry of the pavement when the image theory is applied. 
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With extending the image theory into subsurface radar sensors investigating multi-

layered structures, as shown in Fig. 2.10, when a plane wave is incident up on those 

interfaces obliquely with a parallel polarization, the received power from the second 

interface, denoted by Pr2, can be derived as the following procedures. The reflection 

coefficient term of equation (2.38) needs to be replaced with the aid of equation (2.26): 
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Then the distance term of equation (2.38) needs to be modified using the trigonometric as 
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where φi1 and φt10 are the incident and transmitted angles at the first interface, respectively. 

Note that the thickness of the dielectric layer, d1, should be replaced with 111 rdx ε=  as 

the wave velocity is reduced in the dielectric layer. Therefore, from equation (2.38), the 

received power from the second interface is expressed by 
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2.42 

where Gt = Gr = G for a monostatic system.  
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Then, the generalized radar equation from equation (2.42) can be defined as 
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where Prn is the returned power at the receiver antenna from the nth infinite plate. 

The nth interface is detectable if Prn ≥ Si. Consequently, the radar range equation 

taking into account the radar’s system performance factor SF is found by using equations 

(2.36), (2.37) and (2.43): 
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This equation can be used to estimate the maximum penetration depth of radar sensors 

investigating multi-layered half-spaces, such as pavement layers. 
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2.4.3 Radar Equation for Buried Objects 

 To estimate the maximum detectable range for a buried object under the ground, as 

shown in Figure 2.11, equation (2.44) needs a modification that replaces the 2nd interface 

into the RCS of the buried object. The time-averaged power density S at the object is 
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Thus, the reflected power from the object is 
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2.46 

where the system loss L is added later as discussed earlier. 

Consequently, the maximum detectable range, d1max, under the surface can be 

derived using the system performance factor SF: 
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where 1max1max1 rzd ε= . 
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This equation is verified by equation (2.46) when the RCS of a buried target, σ, is 

replaced with the RCS of a half-space, which is 2

2

10

max1

1 coscos
Γ








+

ti

xR
φφ

π , with the aid of 

equation (2.39). 
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Figure 2.11 Buried object under the surface. 
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CHAPTER III 

SFCW RADAR SENSOR ANALYSIS 

 

3.1 Introduction 

 As discussed in Chapter I, SFCW radar sensor as a HRR sensor is attractive due to 

their distinct advantages. Understanding this sensor’s principles is necessary not only to 

design, but also to analysis of its properties.  

The resolution of a radar sensor can be either vertical or lateral, depending on the 

direction of observation. The vertical (or range) resolution depends upon the total absolute 

bandwidth of the transmitted signals and wave velocity. On the other hand, the lateral 

resolution is directly proportional to the 3dB beamwidth of the antenna and the distance 

between the antenna and the target. Therefore, the wider the bandwidth, the greater the 

observed vertical resolution, whereas the higher the frequency of operation, the narrower the 

lateral resolution. 

 Increasing the frequency of the transmitted signal makes it much easier to achieve 

accurate lateral and vertical resolution; however, it also has the added disadvantage of 

degrading the penetration depth. Usually, lower frequencies can penetrate deeper, but they 

provide very small lateral and vertical resolution, due in part to the restrictions on the 

absolute bandwidth. Therefore, there is an inherent tradeoff involved in satisfying both the 

penetration depth and resolution requirements. 
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 This evidently implies that the design parameters of a SFCW radar sensor should be 

considered carefully and understood thoroughly in order to achieve an optimum design. 

These parameters include the frequency step ∆f, the total bandwidth B, and the pulse 

repetition interval PRI. The frequency step is related to an ambiguous range Ru which is an 

unfolded range that can be defined by the sampling theory, while the absolute bandwidth of 

the transmitted signal determines the vertical resolution and the pulse repetition interval affects 

the receiver’s sensitivity. 

 Further, the actual system performance factors are used by the radar equation 

derived in Chapter II. Consequently, simulations will be conducted to estimate the 

penetration depth in terms of the actual system performance factor for the two SFCW radar 

sensor systems. The simulation results for the UWB SFCW radar sensor system will show 

the maximum penetration depth of the asphalt and the base layers of the pavement, and also 

depict the effect of an incident angle. On the other hand, the simulation results for the 

millimeter-wave SFCW radar sensor system represent the maximum detectable depth of a 

buried object under the ground. 
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3.2 Principles of SFCW Radar Sensors 

The SFCW radar sensor employs a consecutive train of N frequencies (i.e., f0, f1,…, 

fN-1) generated with a uniform frequency step ∆f, as shown in Figure 3.1(a-c), that depicts its 

waveform in time and frequency domains, and time vs. frequency domains. 

(a)

(b)

∆f
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Figure 3.1 The waveform of a SFCW radar sensor in (a) time domain (b) frequency domain 

(c) time vs. frequency domain. 
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The total bandwidth B is, thus N times ∆f. An important parameter that needs to be 

considered is the pulse repetition interval PRI that is defined as the time required for 

transmitting a single frequency [18].  

The step-frequency radar sensor operates as a frequency-modulation system - 

transmitting sequences of sinusoidal signals toward a target and processing the return signals 

in order to find the properties of that target. The mathematical expressions of the transmitted 

waveform of the SFCW radar sensor can be expressed as [18] 

[ ]iiiii tAtx θωω += cos),(  3.1 

where ωi = 2π(f0 + i∆f), i = 0,…,N-1; Ai and θi are the amplitude and the relative phase of 

the ith transmitted signal. If the transmitted signals are returned back to the receiver from a 

fixed point target, the returned signals, including a two-way travel time τ, can be represented 

as 

( )[ ]iiiii tBtr θτωτω +−= cos),,(  3.2 

where Bi is the amplitude of the ith returned signal and τ is the two-way travel time to the 

target. However, the two-way travel time τ, that is directly related to the range R of the 

target is 

2
τc

R =  3.3 

where c is the speed of light in free space. 
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The returned signals are then coherently down-converted into base-band signals by a 

portion of the transmitted signals at the quadrature detector. After down-conversion, the 

normalized base-band in-phase (I) and quadrature (Q) signals are obtained as  

( ) iiiI φτω coscos =−=  3.4a 

( ) iiiiQ φτωτω sinsin),( =−=  3.4b 

 

The analog I/Q signals are sampled into digital I/Q signals through an Analog to 

Digital (A/D) converter. It is worthwhile to note that the range information of the target can 

be found from the phase φi = ωiτ of the I/Q signal. In order to retrieve the two-way travel 

time τ, the Fourier Transform is used. By combining the digitized I/Q signals in complex 

vector form, an analytic signal is obtained as 

)exp( iiii jjQIC φ−=+=  3.5 

 

The IDFT that transforms the complex vector Ci in a frequency domain into a range 

profile of the target in time domain is [18],[38] 
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where 0 ≤ n ≤ M-1. 
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However, adding M-N zeros on the N complex vectors corresponding to the N stepped-

frequencies to make the size of an array, V, including the M vectors into the power of two 

increases the speed of the Inverse Discrete Fourier Transform (IDFT), as well as a range 

accuracy as discussed later. Therefore, the IDFT applied to the array V becomes 
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where 0 ≤ n ≤ M-1 and k is the index of the vector V. Substituting equation (3.5) into (3.7) 

gives 
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Equation (3.9) states that ϕk is valid only if (M-N)/2 ≤ k ≤ (M+N)/2 –1, otherwise ϕk = 0. 

Letting k = m + (M-N)/2 leads equation (3.8) to 
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Rewriting and normalizing equation (3.10) in terms of the range R, we have 
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In addition, rearranging it gives 
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where fm = f0 + m∆f, f0 is the start frequency. Then, solving equation (3.12) gives 
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where N is the number of frequency steps.  

Figure 3.2 indicates the magnitude response of the IDFT (called the synthetic pulse) 

where that pulse, consisting of N lobes, is repeated every M cells due to M points of IDFT 

[38]. The peaks of the main lobes of equation (3.14) occur when n = np + lM corresponds 

to a = ± 2lπ , l = 0, 1, 2… Hence, the range of the target in terms of np, which is the cell 

number corresponding to the main lobe’s peak at a = 0, becomes 
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where M is the number of IDFT. 
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Figure 3.2 Synthetic pulse obtained by the IDFT. 

 

Let the ″range accuracy″ dR be the minimum displacement of the peak of the main lobe, as 

shown in Figure 3.1. Then, the range accuracy obtained by letting np = 1 is 

fM
c

dR
∆
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2

 3.16 

 

It is important to note that equations (3.15) and (3.16) are valid with no error if the 

frequency source is ideal and the frequency step size ∆f is uniform. In practice, the 

frequencies are, however, contaminated by phase noise and the frequency step is not 

uniform. Therefore, the range accuracy wouldn’t be improved beyond limitation. An analysis 
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of these effects on range accuracy was not covered here, as it will be beyond the scope of 

this dissertation. 

In the case of multiple targets, the synthetic pulses obtained from each target will be 

superimposed. When two synthetic pulses caused by two targets at R1 and R2 have the 

same magnitudes, the range resolution ∆R can be defined by the range difference R2 - R1, 

where the cell number np2 corresponding to the main-lobe’s peak of the target at R2 

coincides with the main lobe’s null of the target at R1, as illustrated in Figure 3.3. 

The main lobe’s null occurs when n = np1 + M/N, resulting in np2 = np1 + M/N. 

Consequently, the range resolution ∆R is given by 
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where the result is identical to the range resolution, defined for the impulse radar as N∆f = B.  
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Figure 3.3 Range resolution as defined by the main lobe’s null. 
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3.3 Design Parameters of SFCW Radar Sensor 

 Repeating equation (3.5) here as equation (3.18), the complex vector of the I/Q 

components is expressed as 

( ) ( )iiiiiiii jAjQIC φτωτωτω −=+= exp,),(),(  3.18 

where Ci is denoted by the complex I/Q vectors. When the SFCW radar sensor receives a 

train of stepped-frequency is from a stationary point target at range R, the phase (φi) of the 

complex I/Q vectors is given by equation (3.19): 
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where fi is the ith frequency and t1=2R/c is the two-way travel time. The change of the phase 

φi of the complex I/Q vectors, with respect to time, produces a constant radial frequency ω 

(rad/sec), as given by 
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If a target range R is fixed, the the complex I/Q vectors in a magnitude of Ai rotate at 

a constant rate along the locus, as sown in Figure 3.4, where the phase φi is a function of the 

stepped-frequency fi, as seen in equation (3.20), and Ai is assumed as a constant value. 

The above analysis can be generalized to a situation involving two targets at R1 and 

R2, wherein the magnitude and phase of the complex vectors are Ai and φi for the target at R1 

and Bi, and φi for the target at R2, while the radial frequency ω of the complex I/Q vectors is 
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the sum of the different radial frequencies (ωR1 and ωR2) of the complex I/Q vectors 

produced by the two targets, and is expressed by 

 

 

C1 = A1exp( - j φ1) 

I 

jQ 

- φ1 

A1cos φ1 

A1sinφ1 

C2 = A2exp( - j2φ2) 
C3 

C4 

Locus of Ci 

C6 

 

Figure 3.4 Complex I/Q vectors rotating at a constant rate for a fixed point target when the 

amplitudes Ai of returned signals are constant. 

 

)( 2121 RRKRR +−=+= ωωω  3.21 

where K = -4π∆f / [c(PRI)] is constant if the targets are in the same propagating medium. 

The vector diagram resulting from the two targets is depicted in Figure 3.5. 
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Figure 3.5 Complex vectors Ci = Ci_R1 + Ci_R2 moving along the locus due to two point 

targets.  

 

3.3.1 Lateral and Vertical Resolution 

 Lateral/Vertical resolution denotes the ability of the sensor to distinguish two targets 

(or objects) that are closely spaced in lateral and vertical directions, respectively. A 

resolution could either vertical or lateral, depending upon the direction of observation, as 

shown in Figure 3.6. 
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Figure 3.6 Resolution of a radar sensor, where ∆Rh and ∆Rv denote the lateral and vertical 

resolution, respectively. 

      

In figure 3.7(a), the lateral resolution is defined by [35] 

θRRh =∆  3.22 

where θ is the antenna beamwidth (in radians) and R is the range of a target satisfying a far 

field condition, as given by [36] 

λ

22D
R ≥  3.23 

where λ is the wavelength and D is the dimension of the antenna. 

 The lateral resolution ∆Rh is thus dependent of the antenna beamwidth and the range 

of a target in far field distance, which means that the high frequencies yield a high (or narrow) 

lateral resolution if no advanced signal processing (such as the Synthetic Aperture image 

processing technique) is applied. 
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Figure 3.8(a) represents the lateral resolution vs. the far field distance with varied 

beamwidths. According to the simulation results, it is needed to employ the frequency range 

of the Ka-band to achieve the lateral resolution in inches for the surface profiling sensor. The 

3dB beamwidth of the Ka-band waveguide horn antenna that is to be incorporated into the 

system is about 0.26 radians. If the range of a target is 0.12m, the lateral resolution will be 

0.031m (= 1.2 inches). 

On the other hand, the vertical resolution ∆Rv is determined by the total operating 

bandwidth B given by equation (1.2). However, the total bandwidth B is equal to N × ∆f that 

gives the vertical resolution of the SFCW radar sensor as [18] 

fN
c

R
∆

=∆
2ν  3.24 

 

 Figure 3.8(b) represents the vertical resolution vs. the bandwidth with varied relative 

dielectric constants when a hamming window factor (= 1.33) is applied. According to the 

simulation results, the required bandwidth should be at least 4GHz to achieve the vertical 

resolution in inches for the subsurface radar sensor. However, with the theoretical range 

resolution, it is quite hard to distinguish two synthetic pulses clearly, especially if those pulses 

are superimposed. Hence, it was decided that the operating absolute bandwidths should be 

5GHz and 8GHz for the microwave and millimeter-wave SFCW radar sensors, respectively. 
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Figure 3.7 (a) Lateral resolution (b) vertical resolution. 
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Figure 3.8 (a) Lateral resolution vs. distance R where θ is in radians. 

θ   = 0.05 

θ   = 0.25 

θ   = 0.15 

θ   = 0.2 

θ   = 0.1 



 62

1 2 3 4 5 6 7 8 9 10
10

-1

10
0

10
1

Bandwidth (GHz)

V
er

ti
ca

l r
es

ol
ut

io
n 

(c
m

)

 

Figure 3.8 (b) Vertical resolution vs. bandwidth N∆f. 

 

3.3.2 Ambiguous Range 

 As seen from equation (3.20), the phase φi of the complex I/Q vectors is determined 

by the frequency fi. The resulting phases φi of the complex I/Q vectors are in the range of 

2π .  When two targets located at R1 and R2 produce phases φi_R1 and φi_R2, respectively, at 

a frequency of fi and if the phase difference (∆φR1 and ∆φR2) obtained from the two 

consecutive frequencies ∆φR1 = φi_R1 - φi+1_R1 and ∆φR2 = φi_R2 - φi+1_R2 are equal, then the 

two targets tend to appear at the same location. 

 From another perspective, as in equation (3.20), the phase differences ∆φR1 and 

∆φR2 associated with R1 and R2 respectively, is given by 

εr = 1 

εr = 3 

εr = 7 
εr = 11 
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If ∆φR1 = ∆φR2 ± 2πn, then the two targets are ambiguous. From equations (3.25a-b), the 

ambiguous range Ru is found as [18] 

f
c

RRRu ∆
=−=

221  3.26 

As seen by equation (3.26), the ambiguous range is determined by the frequency step ∆f. 

The ambiguous range can also be found by using the sampling theory [38]. If a signal 

with bandwidth B is sampled by a sampling time ∆t, the signal is replicated every n(1/∆t)Hz 

in a frequency domain where n is the integer, as shown in Figures 3.9(a-b). In order to avoid 

aliasing, the bandwidth B must be less than one-half the inverse of the sampling time (i.e., B ≤ 

1/2∆t). Similarly, using a duality of the sampling theory enables us to infer that the range R 

must be less than one-half of an inverse of the frequency step times the speed of light (i.e., R 

≤ c/2∆f) as shown in Figures 3.9(c-d). Thus, the resulting ambiguous range Ru is the same, 

as given by equation (3.26). 
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Figure 3.9 Nyquist sampling to avoid aliasing: (a) time domain samples; (b) frequency 

domain of (a) through the DFT; (c) SFCW signals in the frequency domain; (d) the range 

domain of (c) through the IDFT. 

 

Figure 3.10 illustrates the ambiguous ranges vs. the frequency steps with various 

dielectric constants. According to the simulation results, the narrower the frequency step, the 

greater the ambiguous range, which inclines us to consider a frequency step of 10MHz, in 

spite of having an added disadvantage of requiring a large sweep time to cover the entire 

bandwidth. The rationale for this choice is further buttressed by the fact that the frequency 

synthesizer available in the testing lab doesn’t allow for the generation of arbitrary frequency 

steps in the vicinity of 10 MHz.  
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Figure 3.10 Ambiguous range vs. frequency step of the SFCW radar sensor for different 

dielectric constants. 

 

For the microwave and millimeter-wave SFCW radar sensor, the frequency step of 

10MHz was used. Though other frequency steps (1, 100 MHz) were realizable in the lab, 

they had significant limitations. The 1MHz frequency step was deemed too narrow to sweep 

the total operating bandwidth, while the 100MHz step was so wide that the ambiguous range 

was only 1.5m. 

   

 

 

εr = 1 

εr = 3 
εr = 7 
εr = 11 
εr = 19 
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3.3.3 Pulse Repetition Interval 

 The SFCW radar sensor needs an entire train of stepped frequency signals for a 

process to find the range information of a given target. The SFCW radar sensor transmits a 

single frequency and receives the reflected signal frequency during a particular PRI. 

However, for coherent demodulation, the PRI should be at least larger than the two-way 

travel time to the target. Therefore, the PRI for a single stepped-frequency must be larger 

than the two-way travel time to the furthest target at R, which can be estimated as 

c
R

PRI
2

≥  3.27 

 

However, as the PRI should be considered up to the ambiguous range, it can be 

inferred from equations (3.26-27) that the PRI term related to the frequency step is given by 

[18] 

f
PRI

∆
≥

1
 3.28 

 

From equation (3.28), the minimum required PRI should be greater than 0.1us if the 

frequency step is set to 10MHz. Thus, if a PRI of 50us is used with a frequency step of 

10MHz, at a bandwidth of 5GHz, the sweep-time of the entire bandwidth would be 25ms. 

 However, the fastest PRI of the frequency synthesizer in the laboratory is 100ms. 

This PRI leads to a 50sec sweep-time for a frequency step of 10MHz, when a bandwidth of 
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5GHz is chosen. On account of this constraint, it was possible to conduct only stationary 

measurements.  

 

3.3.4 Number of Frequency Steps 

The SFCW radar sensor illuminates a target with a consecutive train of N 

frequencies, receives the train of N frequencies, and coherently processes them in a signal 

processing block in order to extract the synthetic pulse. Therefore, its process gain is said to 

be N if there is no integration loss. Generally, the effective integration number Neff is given by 

[35] 

i
eff L

N
N =  3.29 

where N is the number of frequency steps and Li is the integration loss. 

Integration loss is caused by a window function, an imperfection in the coherent 

process, and so on. The hamming window yields an integration gain (= 1/Li) of 0.54 [35]. 

For subsurface SFCW radar sensors, a complete coherent process is achieved when the 

dispersion effect of the propagation media is compensated for by signal processing with 

known properties. Therefore, the radar equations (2.41) and (2.44) derived in Chapter II, 

need to be modified for the SFCW radar sensor, as given by 
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Consequently, equations (3.30) and (3.31) can be used for detecting pavement layers and 

buried object under the ground, respectively. 

 

3.4 The System Performance Factor and Penetration Depth 

 The system performance factor SF, as seen from equations (3.30) and (3.31), is one 

of the most important parameters in the radar equation for estimating the penetration depth of 

the subsurface radar sensor. In practical subsurface radar sensor systems, the system 

performance factor can be limited by the actual receiver dynamic range, as discussed below. 

Hence, it was necessary to incorporate a correction into the system performance factor 

The maximum available dynamic range, denoted by DRma, of the receiver of a sensor 

is the ratio of the maximum available receiving power, denoted by Pr_ma, that the receiver can 

tolerate without suffering a distortion to the receiver’s sensitivity, Si, which satisfies a 

specified SNR at the output of the receiver. The upper limit of the maximum available 

compression free dynamic range is determined by the 1dB compression point P1dB of the 

receiver amplifier in order to avoid its saturation, while the lower limit is determined by the 

receiver’s sensitivity. For safety considerations in practical systems, the maximum available 

receiver power needs to be below the 1dB compression point of the receiver amplifier. 
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The maximum available receiving power of a sensor’s receiver is occurred when the 

sensor system is directed on a metal plate during a calibration process. If the transmission 

loss Lt is considered to be the difference between the transmitted and the received power 

when their corresponding antennae are directed on the metal plate placed at the stand-off 

distance, R, as illustrated in Figure 3.11, it is found that the maximum available transmitting 

power Pt_ma can be estimated from the maximum available receiving power, as follows.  

))(( 1__ dBLPLPP tdBtmarmat +≤+=  3.32 

It should be noted that the above analysis is valid only if the maximum receiving power is less 

than the saturating power of the receiver. 

The transmission loss Lt (= S21 in Figure 3.11) is caused by the spreading loss, the 

antenna’s mismatch and efficiency, and others practical losses arising from connectors and 

cables. The transmission loss can be calculated using EM simulations, or measured using the 

Network Analyzer if antennae are available, as shown in Figure 3.11. 

The instantaneous bandwidth of the SFCW radar sensor is equal to the inverse of the 

PRI, as the frequency band of a single frequency f during time τ is equal to 1/τ around the 

center frequency f [38]. Thus, the instantaneous bandwidth of the input signal at the receiver 

is much less than the total bandwidth B, which results in a low sensitivity level at the receiver, 

as defined by equation (2.35).  

A low noise amplifier (LNA) should be placed at the front-end, followed by a down-

converter to reduce the total noise figure as given by [39]: 
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Figure 3.11 Measurement of the transmission loss Lt where R is the stand-off distance. 
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As a result, if the SNRo is set, the sensitivity of the receiver is given by [39] 

oi SNRkTBFS )(=  3.34 

where kT = -174dBm/Hz at T = 290 K. 

Figure 3.12 illustrates the system performance factors and dynamic ranges of the 

sensor system. A procedure to calculate the actual system performance factor, which is 

modified from the system performance factor, is described as below. 

The system performance factor can be found by using equations (2.41), (2.44) and 

(3.32): 
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Figure 3.12 Graphical analysis of the system performance factors and the dynamic ranges 

when DRad  ≤  DRr_ma. 

 

On the other hand, the receiver’s maximum available dynamic range, denoted by 

DRr_ma, can be defined as the difference between the maximum available receiving power 

and the receiver’s sensitivity: 

( ) )(__ dBSPDR imarmar −=  3.36 

 

This leads the system performance factor (in terms of the maximum available dynamic range) 

to be 

))(( _ dBLDRSF tmar +=  3.37 
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The system performance factor represents the maximum performance of the system if the 

system satisfies the maximum available dynamic range. However, it is important to note that 

the system incorporates A/D converters for signal processing. Therefore, the A/D 

converter’s dynamic range, denoted by DRad, should be considered in the system with its 

dynamic range given by [38] 

)(.6 dBNDRad ≈  3.38 

where N is the number of bits of A/D converter. 

Therefore, the receiver’s available dynamic range, denoted by DRra, is limited by 

either the receiver’s maximum available dynamic range or the A/D converter’s dynamic 

range, whichever is narrower. However, a signal processing gain increases the receiver’s 

dynamic range; therefore, the system dynamic range, denoted by DRs, can be defined as 

( )[ ] )(log10 dBNDRDR effras +=  3.39 

 

As a result, the actual system performance factor, denoted by SFa, is given by: 

( ) )(dBLDRSF tsa +=  3.40 

 

Now, the penetration depth of the SFCW radar sensor system can be estimated 

using the radar equation incorporating the actual system performance factor obtained by 

equation (3.40). 
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3.4.1 Estimation of Penetration Depth of the Asphalt and Base Layers 

The maximum penetration depths of the asphalt and base layers of the pavement, as 

shown in Figure 3.13, were simulated at 3GHz for the SFCW radar sensor. In addition, the 

effect of the incident angle was also simulated for the same sensor.  

The parameters used for simulation are listed in Table 3.1 where the system loss L 

was set to 19dB, which includes the antenna efficiency (= 6dB per a resistive loaded 

antenna, i.e. 12dB for a pair of antennas), the antenna mismatch (= 1dB per antennas, i.e. 2 

dB for a pair of antennas), and the other losses (= 5dB cables, connectors, etc.) [31]. The 

process gain was 24dB, while the hamming window function and 500 frequency steps were 

used on the signal processing without the integration loss. The A/D converters in the data 

acquisition (DAQ) board of LabView have a resolution of 12 bits per sample, which leads to 

a dynamic range of 72dB. The measured transmission loss was 25dB after incorporating the 

antennas (which will be discussed later in Chapter IV). Therefore, the actual system 

performance factor was estimated to be 121dB by using equation (3.39). 

Figure 3.14 illustrates the maximum penetration depth (or maximum detectable 

thickness) of asphalt layers vs. the actual system performance factor with different attenuation 

constants. The results show that the attenuation constant and the actual system performance 

factor significantly affect the penetration depth. According to the simulation results, this 

sensor system based on the actual system performance factor of 121dB, can detect the 

thickness of the asphalt layer in the range of 2.3-9.5m, depending upon the attenuation 

constants. 
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The simulation results shown in Figure 3.15 represent the maximum penetration 

depth (or maximum detectable thickness) of an asphalt layer vs. the actual system 

performance factor with an incident angle of 20 degrees, where the attenuation constant of 

the asphalt layer was fixed at 0.3 (Np/m). The results show that the incident angle of 20 

degrees does not significantly affect the maximum detectable range. 

Figure 3.16 shows the simulation results for the maximum penetration depth (or 

maximum detectable thickness) of the base layer vs. the actual system performance factor 

with different attenuation constants, where the thickness of the asphalt layer was fixed to 3 

inches. 
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Figure 3.13 Pavement layers used for estimating penetration depths in the simulation. 

 

 In addition, this sensor system can detect the thickness of the base layer in the range 

of 0.2-0.4m, depending upon the attenuation constants, when the thickness of the asphalt 

layer is fixed to 3 inches.  
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Table 3.1 Parameters used in the simulation for estimating the penetration depth of the 

pavement. 

Electrical properties of pavement layers at 3GHz 

ε′r1 5-7 

ε″r1 0.03-0.05 Asphalt layer 

α 0.05-0.5(Np/m) 

ε′r1 8-12 

ε″r1 0.3-0.8 Base layer 

α 3-9(Np/m) 

Subgrade layer ε′r3 20 

Radar sensor parameters 

Antenna gain G 10dB 

Wave length at 3GHz λ 0.1m 

System loss L 19dB 

Process gain Gp 24dB 

Incident angle φt1 20 degrees 

Stand off distance R 0.2m 
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Figure 3.14 Maximum penetration depth (or maximum detectable thickness) of the asphalt 

layer vs. the actual system performance factor with different attenuation constants where ″a″ 

denotes the attenuation constant (Np/m). 
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Figure 3.15 Maximum penetration depth (or maximum detectable thickness) of the asphalt 

layer vs. the actual system performance factor with different incident angles where the 

attenuation constant of the asphalt layer is 0.3 (Np/m). 
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Figure 3.16 Maximum penetration depth (or maximum detectable thickness) of the base 

layer vs. the actual system performance factor with different attenuation constants where ″a″ 

denotes the attenuation constant (Np/m) and the thickness of the asphalt layer is 3 inches. 
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3.4.2 Estimation of Penetration Depth for Buried Mines 

The maximum penetration depth of a buried metal target under sand, as shown in 

Figure 3.17, was simulated for the millimeter-wave SFCW radar sensor where the 

attenuation constants of the dry sand used were in the range of 3-70 (Np/m). As the 

accurate values of the attenuation constants of the dry sand at the Ka-band were not 

available, it was necessary to estimate the attenuation constants of the dry sand from those 

values at 1GHz (0.1-2.3) and 100 MHz (0.01-0.23), as mentioned in [31]. The parameters 

used for the simulation are listed in Table 3.2, where the system loss was set to 17dB, which 

includes the antenna efficiency at 4dB and the antenna mismatch at 2dB [31], and 

connectors, cables, adapter, and circulator losses at 9dB. The process gain was 23dB, while 

the hamming window function and 400 frequency steps were applied to the signal processing 

without the integration loss. The measured transmission loss was 13dB when a waveguide 

horn antenna was used. Therefore, the actual system performance factor was estimated to be 

108dB where the A/D converter’s dynamic range was 72dB. 

Figure 3.18 shows the maximum detectable depth vs. the actual system performance 

factor to detect a spherical object (radius = 0.025m) buried under the sand with different 

attenuation constants. The results show that the millimeter-wave SFCW radar sensor system 

can detect the buried spherical target in the range of 0.05-0.5m, depending upon the 

attenuation constants of the sand used. 
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Figure 3.17 Buried target used for estimating the penetration depth in the simulation. 

 

Table 3.2 Parameters used for estimating the detection of a buried object with the millimeter-

wave SFCW radar sensor. 

Electrical properties of the material used at 30GHz 

ε′r1 3-6 
Dry sand 

α 3-70 

RCS of the target σ 0.0019m2 

Radar sensor parameters 

Antenna gain G 24dB 

Wave length λ 0.01m 

System loss L 17dB 

Process gain Gp 23dB 

Stand off distance R 0.1m 
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Figure 3.18 Maximum detectable depth vs. the actual system performance factor with 

different attenuation constants used to detect a spherical object (radius = 0.025m) buried 

under the ground (εr1 = 3) where ″a″ denotes the attenuation constant (Np/m) of the ground 

material. 
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CHAPTER IV 

DEVELOPMENT OF SFCW RADAR SENSORS 

 
 

4.1 Introduction 

 A stepped-frequency radar sensor system can be said to comprise of  transceiver, 

antenna and signal processing parts. The transceiver architecture can be either a homodyne 

or super-heterodyne scheme. The super-heterodyne scheme is more complex, but enables 

easier correction of the I/Q errors, unlike the homodyne scheme; hence, it was chosen as the 

transceiver architecture of the stepped-frequency radar sensor systems. Therefore, two 

stepped-frequency radar sensor systems employing this coherent super-heterodyne 

architecture were developed. The first one, which essentially is a millimeter-wave stepped-

frequency radar sensor, is used for surface and subsurface sensing, that specifically finds its 

applications in surface profiling, monitoring liquid level, and detecting and localizing mines. 

The other one, known as the microwave stepped-frequency radar sensor is used for 

investigating thickness of the asphalt or base layers. A receiver and transmitter based on 

these requirements, as discussed in the previous chapter, were designed accordingly. The 

transceiver of the millimeter-wave stepped-frequency radar sensor was integrated with MICs 

and MMICs on an FR-4 and alumina substrate, while that of the microwave stepped-

frequency radar sensor was integrated with MICs on FR-4 substrates. This enabled the 

realization of low cost, light weight and small size transceivers.  
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Microstrip quasi-horn antennae that are suitable for integration with the transceivers 

were developed for both of the sensor systems. These types of antennae provide high gains 

comparable to waveguide horn antennae, however their E-plane radiation angles are slightly 

deviant from the boresight, due to the ground plane. Therefore, for the microwave stepped-

frequency radar sensor system employing two antennae, an optimal alignment was 

determined with the aid of the measurement results using the Network Analyzer. 

Signal processing was developed using LabView. The signal processing includes 

data acquisition, synchronization, and regeneration, as well as a new simple compensation 

technique for common amplitude and phase errors. In addition, a simple Fast Fourier 

Transform (FFT) that converts the frequency domain data to synthetic pulses in the time 

domain was performed. 

 

4.2 Transceiver 

The transceiver architecture of a typical stepped-frequency radar sensor can  either 

be a homodyne or super-heterodyne. Figure 4.1(a–b) shows a block diagram of a stepped-

frequency radar system based on the homodyne and the super-heterodyne architectures, 

respectively. The super-heterodyne system down-converts the input signal twice to get a 

base-band signal centered at DC. 
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Figure 4.1 System block diagrams of a stepped-frequency radar sensor; (a) homodyne 

architecture (b) super-heterodyne architecture. 
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The inputs are first down-converted to an intermediate frequency (IF), which is the 

single center frequency of the down-converted band, then the IF is down converted into the 

base-band signal. For the super-heterodyne system, the quadrature detector is placed 

followed by the first down-converter. Alternately, the homodyne system, also called as a 

zero IF system, down-converts the input directly into the base-band in-phase (I) and 

quadrature (Q) components by using a quadrature detector. Thus, the homodyne system 

operating at a wide bandwidth requires a wideband quadrature detector, which leads to 

inconsistent I/Q imbalances over the band of interest as the responses of the 90 degree phase 

shifter are not constant in the wide-bandwidth. On the other hand, the heterodyne system can 

use a quadrature detector operating in a narrow band instead of a wide band. Therefore, I/Q 

imbalances are nearly constant as the responses of the 90 degree phase shifter are constant 

at the single IF. Consequently, despite the complexity, the super-heterodyne system is still 

very much preferred over the homodyne system. 
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4.2.1 Transceiver of the Millimeter-Wave SFCW Radar Sensor System 

Figure 4.2 represents the system level block diagram of the newly developed 

millimeter-wave stepped-frequency radar sensor based on coherent super-heterodyne 

architecture. 
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Figure 4.2 System level block diagram of the millimeter-wave stepped-frequency radar 

sensor. 
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A sensor employing a mono-static system, which transmits and receives signals 

through the same antenna, was configured with a transceiver, antenna and signal processing 

parts. 

A sinusoidal signal of 1.72 GHz was generated by a phase-locked loop (PLL) 

oscillator consisting of a reference frequency of 6.71875 MHz, a 28- frequency divider and a 

2-pole loop filter. The generated continuous wave is used as an intermediate frequency (IF) 

signal at the sub-harmonically pumped mixer in the transmitter path and as an LO signal at 

the quadrature demodulator in the receiver path. The sub-harmonically pumped mixer up-

converts the IF signal, modulated with the incoming 14-17.99-GHz stepped frequencies that 

are increased by a frequency step of 10 MHz with an external synthesizer, to 29.72-37.7-

GHz signals that are transmitted toward a target.  The reflected signals from the target are 

down-converted to a single IF signal of 1.72 GHz by mixing with the 14-17.99-GHz 

stepped-frequencies by the sub-harmonically pumped mixer in the receiver path. The IF 

signal is then converted into base-band I and Q signals by the quadrature detector. These I 

and Q signals are digitized with ADCs in the DAQ board of LabView, and then processed 

to extract the target’s information.  

The transceiver has been completely realized using both discrete and integrated 

circuits - both MICs and MMICs. The circuits of the transceiver were clearly differentiated 

into high and low frequency circuits in order to reduce the cost of fabrication, as well as to 

facilitate their design as shown in Figure 4.1. The high frequency circuits were integrated on 

an alumina substrate that has a thickness of 10mil and a relative dielectric constant of 9.8 
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with a low loss. The high frequency circuits were composed of a Ku-band medium power 

amplifier (Agilent, HMMC-5618), Ka-band sub-harmonically pumped mixers (Hittite, 

HMC266), Ka-band low noise amplifiers (TRW ALH140C), transmission lines and a Ku-

band power divider, and these were mounted and etched on an alumina substrate. The Ku-

band medium power amplifier increases the external LO power generated from the 

synthesizer. The harmonic mixer up-converts the input at the IF port or down-converts the 

input at the RF port with the second harmonic of the frequency of the LO port. The LNAs 

amplify the transmitting and receiving signals and reduce the total noise figure of the receiver. 

These high frequency components were then bonded with 3-by-0.5mil gold ribbons by using 

a wedge-bonding machine (West bond, 7600C). 

The low frequency circuits that operate below 1.72GHz were fabricated on an FR-4 

PC board, that had a thickness of 31-mil and a relative dielectric constant of 4.3 with a loss 

of 0.15dB/in. at 1.72GHz. A PLL circuit, two attenuators, two low pass filters, a power 

divider, two amplifiers, a quadrature detector, and a two channel video amplifiers were 

mounted and etched on the FR-4 substrate. The PLL oscillator generates a stable single IF, 

and the attenuators adjust the LO and IF power below the specifications of the following 

circuits. LPFs reduce the high frequency harmonics included in the IF signal and the IF 

harmonics added in the base-band I/Q signals. The power divider splits the IF in two; one 

for the IF of the up-converter and the other for the LO of the qudrature detector. The LO 

amplifier increases the LO power to pump the quadrature detector; and the quadrature 

detector down-converts the single frequency input, which includes information on the targets, 
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into the base-band I/Q signals. The two channel video amplifier increases the power of the 

base-band I/Q signals to meet the input range of the A/D converter. 

Table 4.1 represents the analysis of the receiver design. The transmission loss Lt (= 

13dB) was measured with a waveguide horn antenna, as shown in Figure 3.11, to estimate 

the available transmitting and receiving power. The dominant parts were the LNA and down-

converter, as the 1 dB compression points of the LNA and down-converter limit the 

maximum available receiving power. The maximum available receiving power must be set 

below -7dBm to avoid the down-converter and the LNA from saturating, thus, it was set to 

–8dBm with a 1 dB margin. 

The total noise figure (F) of 5.7dB was estimated from equation (3.33), as the noise 

figure (F1) of the LNA and that (F2) of the down-converter are 4dB and 12dB, respectively. 

When the fastest PRI of 100ms, resulting in an instantaneous bandwidth of 10Hz, was used 

with the output SNRo set to 14dB [35], the receiver sensitivity was calculated as –150.3dBm 

from equation (3.34). 

Then, the input range of the A/D converter was determined according to the A/D 

converter specifications. The A/D converters in the DAQ board have 12bits of resolution per 

sample, which resulted in a dynamic range of 72dB, and the maximum input range was 

between ± 0.2V to ± 42V, which led to a sensitivity of 35uV at ± 0.2V of the maximum 

input. Thus, the maximum input was set to ± 2V, which led the input range of the ADC to be 

in the range of ± 2V (= 9dBm@1k) to ± 0.5mV (= -63dBm). The video amplifier was used 

for boosting the quadrature detector output to the ADC input range.  
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Table 4.1 Receiver design analysis where Pin_1dB is the input 1dB compression point, Pout 

is the output power, the maximum available receiving power Pr_ma is -8dBm, and 1dB for the 

insertion loss of FR-4 substrate was added. 

 Gain(Vo/Vi)  Loss  Pin_1dB Pout 

LNA 11dB  4dBm 3dBm 

Down-conv.  12dB 4dBm -9dBm 

LPF  0.5dB  -9.5dBm 

Amplifier 13dB  1dBm 3.5dBm 

I/Q mixer  8dB 4dBm -4.5dBm 

LPF(Ro=200)  6.2dB  -10.7dBm 

Amp(Ro=1k) 27.7dB   10dBm 

Substrate  1dB  9dBm 

Total 51.7dB 27.7dB   

DRra 72dB SFa 108dB 
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From the maximum available receiving power of -8dBm, the maximum available 

transmitting power was set to be 5dBm from equation (3.32). The system performance 

factor SF was then calculated as 155.3dB (= 5dBm+150.3dBm) by using equation (3.35). 

Using the maximum available receiving power of –8dBm led the receiver’s maximum 

available dynamic range to be 142.3dB (= -8dBm+150.3dBm) from equation (3.36). 

However, the ADC’s dynamic range limits the receiver available dynamic range DRra to 

72dB. Therefore, the actual system performance factor, denoted by SFa, for the radar 

equation was calculated as 108dB (=95dB+13dB) from equation (3.40). 

Similarly, Table 4.2 shows the analysis of the transmitter design. In order to reach the 

maximum available transmitting power level of 5dBm, a cascaded amplifier was used. Two 

attenuators were used to tune the power levels, one in between the PLL oscillator and the 

splitter output and the other in between the splitter output and the up-converter input. 

Figure 4.3 shows a photograph of the integrated transceiver in the overall dimension 

of 4 x 6 inches, where the alumina and FR-4 substrates were mounted on an aluminum 

block, which supports two substrates on a strong ground plane and integrates them into one.
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Table 4.2 Transmitter design analysis where 1dB for the insertion loss of FR-4 substrate was 

added. 

 Gain  Loss  Pin_1dB Pout 

PLL osc.    5dBm 

Attenuator  2dB  3dBm 

LPF  0.5dB  2.5dBm 

Splitter  3.5dB  1dBm 

Attenuator  5dB  -4dBm 

Up-converter  12dB 4dBm -16dBm 

Amplifier 11dB  4dBm -5dBm 

Amplifier 11dB  4dBm 6dBm 

Substrate  1dB  7dBm 

Total 22dB 24dB   
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Figure 4.3 Photograph of millimeter-wave stepped-frequency radar transceiver. 
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4.2.2 Transceiver of the Microwave SFCW Radar Sensor System 

Figure 4.4 illustrates the system level block diagram of the newly developed 0.6-5.6-

GHz microwave stepped-frequency radar sensor based on the coherent super-heterodyne 

architecture. 
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Figure 4.4 System level block diagram of the microwave stepped-frequency radar sensor. 
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The temperature compensated crystal oscillator (TCXO) in the transceiver generates 

a signal of 10 MHz, which is used as the LO signal for the quadrature detector and the IF 

signal for the up-converter. The up-converter converts the incoming 0.59-5.59-GHz LO 

signals from the synthesizer to 0.6-5.6-GHz signals that are meant to be transmitted toward 

the targets (through an UWB transmit antenna.)  Alternately, the down-converter converts 

the returned signals from the targets (through the receiver antenna) to an IF signal of 10 MHz 

by mixing them with the coherent LO signals from the synthesizer. The IF signal is then 

converted into the base-band I/Q signal in the quadrature detector by mixing it with the 

coherent LO signal from the TCXO. The I/Q signals are finally digitized with ADCs and 

processed in digital signal processing blocks to extract the target information. 

The transceiver, realized with integrated MICs, was separated into two parts for 

easy fabrication, evaluation, and trouble-shooting. One is for low-frequency circuits and the 

other is for high-frequency circuits. Both low and high-frequency circuits were fabricated on 

31-mil FR-4 substrates. However, the loss of FR-4 (0.4dB/in. at 5GHz) is much higher than 

that of the common RT/Duroid substrates, which are widely used for microwave circuits, 

hence the substrate for the high frequency circuits was designed in a compact size of 2 x 4 

inches. 

The high-frequency circuits include an up-converter, a cascaded RF amplifier, two 

LO amplifiers, a low noise amplifier (LNA), and a down-converter. The up-converter 

modulates the IF signals into the RF signals with the aid of external LO signals. The cascaded 

amplifier increases the power of the transmitting RF signals, and the two LO amplifiers boost 
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the external LO up to the required power level for pumping the up-converter and down-

converter, respectively. The LNA reduces the total noise figure (F) of the transceiver and 

increases the power of the received RF signals. The down-converter demodulates the 

received RF signals into a single frequency called the IF signal. 

The low-frequency circuits consist of a stable local oscillator (STALO), attenuators, 

low pass filters (LPFs), a power divider, an IF amplifier, an LO amplifier, an I/Q detector, 

and a two channel video amplifier. A temperature controlled crystal oscillator (TCXO) was 

used for STALO. The attenuators limit the power of LO and IF signals below the 

specifications of the following circuits. LPFs reduce the high frequency harmonics included in 

the IF signal and IF harmonics added in the base-band I/Q signals. The power divider splits 

the output of TCXO into two, one for the IF of the up-converter and the other for the LO of 

the qudrature detector. The LO amplifier increases the LO power to pump the quadrature 

detector. The quadrature detector down-converts the single frequency input, which includes 

information on targets, into the base-band I/Q signals. The two channel video amplifier 

increases the power of the base-band I/Q signals to meet the input range of the ADC. 

Table 4.3 shows the analysis of the transmitter design. The transmission loss Lt (= 

25dB) was first measured with the developed antennae to estimate the available transmitting 

and receiving power. The maximum available transmitting power was set to 11dBm to avoid 

the transmitter amplifier from saturating. Two attenuators were used for adjusting the power 

levels, one in between the STALO output and the splitter output and the other in between the 

splitter output and the up-converter input. 
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Table 4.3 Transmitter analysis where 1dB for the insertion loss of FR-4 substrate was 

added. 

 Gain  Loss  Pin_1dB Pout 

STALO    5dBm 

Attenuator  3dB  2dBm 

LPF  0.3dB  1.7dBm 

Spliter  3.2dB  -1.5dBm 

Attenuator  2.5dB  -4dBm 

Up-converter  8dB 5dBm -12dBm 

1st Amplifier 12dB  3dBm 0dBm 

2nd amplifier 12dB  3dBm 12dBm 

Substrate  1dB  11dBm 
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Table 4.4 shows the analysis of the receiver design. From the maximum available 

transmitting power, the maximum available receiving power was estimated to –14dBm from 

equation (3.32). The input range of the ADC was set to ± 2V (= 9dBm@1k), which is the 

same that was used for the millimeter-wave SFCW radar sensor system, and the video 

amplifier was used for increasing the quadrature detector output level to the ADC input 

range. 

A total noise figure (F) of 6dB was estimated from equation (3.33), as the noise 

figure (F1) of the LNA and that (F2) of the down-converter are 5.5dB and 8dB, 

respectively. When the other conditions were the same as those for the millimeter-wave 

SFCW radar sensor system, the receiver sensitivity Si was estimated to –148dBm from 

equation (3.34). 

From a maximum transmitting power of 11dBm, the system performance factor SF 

was calculated as 159dB (= 11dBm+148dBm) by using equation (3.35). The receiver’s 

maximum available dynamic range was 134dB (= -14dBm+148dB) from equation (3.36). 

From the ADC’s dynamic range of 72dB, the actual system performance factor for the radar 

equation was calculated to 121dB (=96dB+25dB) from equation (3.40). 
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Table 4.4 Receiver analysis where the maximum available receiving power is -8dBm and 

where 1dB for the insertion loss of FR-4 substrate was added. 

 Gain(Vo/Vi)  Loss  Pin_1dB Pout 

LNA 12dB  3dBm -2dBm 

Down-conv.  8dB 5dBm -10dBm 

LPF  0.3dB  -10.3dBm 

Amplifier 13dB   2.7dBm 

I/Q mixer  6dB 4dBm -3.3dBm 

LPF(Ro=200)  6.2dB - -9.8dBm 

Amp.(Ro=1k) 26.8.dB  - 10dBm 

Substrate  1dB  9dBm 

DRra 72dB SFa 121dB 

 

Figure 4.5 shows a photograph of the integrated transmitter with an overall 

dimension of 4 x 7 inches where the FR-4 substrates for low and high frequency circuits 

were mounted on an aluminum block to support the substrates on the strong ground plane 

and integrate them into one huge block. 
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Figure 4.5 Photograph of the microwave stepped-frequency radar transceiver. 



 101

4.3 Antenna 

The Antenna is a very crucial component of any surface and subsurface radar sensor 

system. The requirements of UWB radar sensor systems have fuelled intense research 

activity in the development of wideband antennas. Typical wideband radar sensors have 

employed transverse electromagnetic (TEM) horn antenna, as well as dipole, bow-tie, spiral, 

and log-periodic antennae [31]. The log-periodic antenna shows good polarization and 

suitable bandwidth characteristics; however, its physical size restricts its use drastically. The 

spiral antenna has a wide bandwidth, but it is also limited due to its dispersive characteristics. 

Alternately, TEM horn antennae are extremely attractive for UWB radar sensors owing to 

their inherent characteristics of wide bandwidth, high directivity, good phase linearity, and 

low distortion. Despite its excellent properties, the TEM horn antenna is also limited, due to 

its high cost and large size. Moreover, the waveguide horn antenna can operate only within 

the waveguide bandwidth, and is also expensive to manufacture. To assuage these limitations, 

various types of TEM horn antennae have been developed [40]-[42]. These antennae, 

however, prohibit a direct connection between the antenna and microwave integrated 

circuits. TEM horn antennae require a balun at their input, thereby limiting the operating 

bandwidth.  The balun also makes it extremely difficult to integrate these antennas directly 

with the transceiver circuit. In addition, the leakage, caused by direct coupling between the 

transmitting and receiving antennas in the mono-static system that uses two antennas closely 

spaced, is inevitable. 
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 Therefore, a cost-effective antenna that operates at UWB and is compatible with 

printed circuits is required for the integrated-circuit radar sensor systems. Recently, a new 

type of antenna that shows an extremely broad bandwidth of multiple decades, relatively high 

gain, and compatibility with microstrip circuits, was developed and demonstrated up to 18 

GHz [43], [44].  Based on this concept, two new classes of UWB antennae were 

developed. One was developed for the microwave SFCW radar sensor system, and the 

other operating at the Ka-band was also presented for potential usage in the millimeter-wave 

SFCW radar sensor system. These antennae have similar performance compared to the 

waveguide horn antennae, but they can operate over wider bandwidths, do not need a 

transition to printed circuits, and are much easier to produce at a much lower cost.  

  

4.3.1 Antenna for Microwave SFCW Radar Sensor System 

The microstrip quasi-horn antenna for the microwave SFCW radar sensor was 

designed to present at least 10 dB of return loss over a wide band of 0.5-10 GHz. The 

length of the antenna, which is primarily restricted by the lowest operating frequency, was set 

to 16 inches. Its design was described in detail in [43]. Figure 4.6 shows a sketch of the 

fabricated antenna. The antenna used Styrofoam, which has the nearly same relative 

dielectric constant (i.e., εr = 1.03) as the air, as a dielectric medium and a supporter for the 

antenna’s top conductor. Reflections from the open end and the edges were significantly 

reduced by appending a resistive pad to the open end and absorbers to the edges as 

illustrated in Figure 4.6.  
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Figure 4.6 Sketch of the UWB antenna. 
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The resistive pad, which is made of a metal film with a thickness and resistivity of 

0.025 inches and 250 ohms/square respectively, was tuned empirically to an optimal size of 

2x3 inches. Electromagnetic simulations were performed using Ansoft’s HFSS to 

theoretically verify the far field radiation patterns. Figure 4.7 shows the measured return loss 

in both the time and frequency domains. The return loss at the low frequency end, as seen in 

the frequency-domain plot, is improved significantly due to the incorporation of the resistive 

pad and absorbers. The measured return loss is better than 12dB at 0.6-10-GHz as shown 

in Figure 4.7 A better illustration of the impact of these accessories is shown in the time 

domain plots. An additional narrow peak, indicating deterioration of the input reflection loss, 

is observed at around 3.5 ns when the resistive pad and absorbers were not incorporated. 

The simulation results of the radiation patterns in the E-plane show that the gain and 

the 3dB beam width are within 6-17dBi and 25-45degrees at 0.6, 3, and 5GHz, 

respectively, as shown in Figure 4.8(a-c).  
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Figure 4.7 Antenna’s return loss; (a) in the time domain (b) in the frequency domain, where 

(I) indicates the antenna alone and (II) represents the antenna with a resistive pad and 

absorbers. 
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Figure 4.8 (a) Calculated radiation pattern of E-plane at 0.6GHz. 

Boresight 
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Figure 4.8 (b) Calculated radiation pattern of E-plane at 3GHz. 

Boresight 
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Figure 4.8 (c) Calculated radiation pattern of E-plane at 5GHz. 
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The simulated results show that E-planes are tilted about 8-28 degrees off the 

boresight axis due to the ground-plane effect. Therefore, the transmitting and receiving 

antennae should be carefully aligned to achieve maximum possible gains. To optimize an 

alignment of two antennas, the measurement was performed on a metal plate using the 

Network Analyzer. Figure 4.9 shows the configuration of the aligned antennas. A set of initial 

values for the angle, stand-off distance, and gap were obtained from EM simulations, and 

then they were tuned. Figure 4.10 shows the measured insertion loss of the two developed 

antennas where the optimum alignment is 65 degrees of the angle, 20cm of distance, and 

7cm of gap. 
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Figure 4.9 Configuration of the aligned antennas. 



 110

 

1 2 3 4 5 6 7 8 9 10
-50

-40

-30

-20

-10

0

Frequency (GHz)

S
21

 d
B

)

 

Figure 4.10 Measured S21 of the two aligned antennas. 

 

4.3.2 Antenna Operating at Ka-Band 

Figure 4.11 shows the photograph of the fabricated Ka-band microstrip quasi-horn 

antenna. As can be seen from Figure 4.11, the antenna was directly connected to the OS-50 

connector without a balun, which results in simpler-structure physically and higher-

performance electrically. To improve both the impedance transformation and the antenna 

radiation characteristic, especially at lower frequency, the antenna was shaped by a 

combination of the exponential and cosine-squared functions to determine the height between 

the top conductor and the ground plane. This combination was selected by comparing the 

results of the simulations. The exponential function was used to determine the height up to 

one-half wavelength of the lowest frequency (26.5GHz) and the cosine-squared function was 
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used for the height from one-half wavelength to the open end.  The impedance change from 

the input port to the open end followed an exponential taper. 

 

 

Figure 4.11 Photograph of the Ka-band microstrip quasi-horn antenna. 
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Figure 4.12 shows the measured return loss of the designed microstrip quasi-horn 

antenna, which is better than 14 dB from 20 to 40 GHz. Figures 4.13 (a-b) show the 

calculated and measured H-plane radiation patterns at 26.5 and 35GHz, respectively, where 

the patterns are measured and calculated within –90º to +90º from the boresight. The 

calculated and measured gains are within 16-18 and 14.5-15 dBi, respectively.  Both the 

computed and measured half-power beamwidths are less than 20 degrees.  The calculated 

and measured E-plane radiation patterns at 26.5 and 35GHz, respectively, are displayed in 

Figures 4.14 (a-b) while the corresponding gains are within 16-18.5 and 14.5 -15.5 dBi, 

and their beamwidths are about 22 and 15 degrees, respectively.  All the calculations were 

carried out using Ansoft HFSS. The measured H-plane radiation patterns reasonably agreed 

with the calculated results, despite some physical dimension errors. However, the measured 

E-plane radiation patterns show lower gain due to a finite ground plane. It was impossible to 

achieve the same dimensions and shapes as those used in the simulations because the top 

conductor and foam were cut and integrated manually. It is important to note that both the 

measured and simulated radiation patterns of the E-plane are tilted about 10 degrees off the 

boresight axis, due to the ground-plane effect. 



 113

-25

-20

-15

-10

-5

0

20 25 30 35 40

Frequency (GHz)

R
et

u
rn

 lo
ss

 (
d

B
)

 

Figure 4.12 The measured return loss of the microstrip quasi-horn antenna. 
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Figure 4.13 (a) Radiation patterns of the measured and calculated H-planes at 26.5GHz. 



 115

0

30

60

90

120

150

180 deg.

  20dBi

  10dBi

0dBi 

-10dBi 

-30 

-60 

-90 

-120 

-150 

Measured H-plane
Calculated H-plane 

 

Figure 4.13 (b) Radiation patterns of the measured and calculated H-planes at 35GHz. 
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Figure 4.14 (a) Radiation patterns of the measured and calculated E-planes at 26.5GHz. 
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Figure 4.14 (b) Radiation patterns of the measured and calculated E-planes at 35GHz. 
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4.4 Signal Processing 

The base-band analog I/Q signals are digitized into digital I/Q signals at ADCs in the 

DAQ board of the Labview. These digitized I/Q signals need signal processing to be 

transformed into synthetic pulses in time domain. Therefore, signal processing including I/Q 

error compensation and IDFT was developed using LabView. 

The returned stepped-frequency from a target must be synchronized during data 

acquisition. Namely, a start point of data acquisition should coincide with the desired first 

step frequency. To synchronize the first step frequency to the starting point of acquisition, a 

trigger input was used, and Labview was programmed to utilize the trigger input for 

synchronizing data acquisition. 

The I/Q data collected through data acquisition is processed to compensate for the 

I/Q errors, where the I/Q errors for compensation were focused on some common 

amplitude and phase errors because the differential amplitude and phase errors, can be easily 

compensated in the super-heterodyne scheme [45]. These compensated I/Q signals were 

then formed into complex vectors (i.e., Ii + jQi, i = 0,1…N-1), and (M – N) zeros were 

added on the complex vectors before being composed into an array. 

 Finally, the array was applied by a hamming window to reduce side lobes, and then 

transformed to a synthetic pulse in the time domain. 
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4.4.1 Acquisition and Restoration of Complex Vectors 

The digitized I and Q samples from ADCs needed to be synchronized, restored, 

filtered and averaged to obtain a representative data point. Figures 4.15(a-b) represent the 

train of the frequency steps of the transmitted and returned signals, respectively. The settling 

time, ζ, of a synthesizer, and the delayed time, τ, of the received signals should be 

considered, since non-coherent demodulation occurs during the time ζ + τ. The samples are 

useless during the time ζ + τ, and it is thus necessary to restore the samples with effective 

samples only. 
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Figure 4.15 Procedure for generating representative complex vectors: (a) transmitted 

signals, (b) received signals, (c) restored effective complex vectors, (d) representative 

complex vectors after averaging. 
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The effective samples shown in Figure 4.15(c) are reconstructed such that there are 

adequate safety margins (δ ) to ensure that each packet has valid samples. The samples in 

each packet, Ck1, Ck2, …, Ckm (k=0, 1, 2, …, N-1) where Ckm denotes the mth complex 

vector corresponding to the k th frequency, are filtered and averaged to generate a new 

complex vector, Ck, as shown in Figure 4.15(d).  Averaging the samples reduces the errors 

caused by short time jitters of the TCXO and synthesizer. 

 

4.4.2 Compensation for the I/Q Errors  

 A practical (non-ideal) system produces common and differential amplitude and 

phase errors in the I and Q channels. The common errors are errors caused by the common 

circuits in the signal-propagation path to both the I and Q channels, which consist of the 

antennae, amplifiers, mixers, transmission lines, filters, etc. The differential errors are caused 

by a mismatch between the I and Q channels.  These errors are generated in the quadrature 

detector, due to the difference between the two mixers and the phase imbalance of the 90-

degree coupler contained in the quadrature detector. For a super-heterodyne scheme, the 

differential amplitude and phase errors in the I and Q channels are constant over the band of 

interest, as discussed earlier. 

In the absence of errors in the I/Q channels, the phase iϕ  of the base-band I and Q 

signals, expressed in terms of the target range d and frequency step fi, given by  

1,...,1,0,
2

),( −=−=−= Ni
d

d i
i

ii τω
ν
ω

ωϕ  4.1 
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where ν is the speed of the electromagnetic wave in the medium,  iω  is the angular 

frequency step, and N is the number of the frequency steps.  The time delay τ is equal to a 

two-way travel time of 2d/ν.  The complex vectors corresponding to a fixed target are 

expressed in terms of the angular frequency ωi as 

( )[ ] ( )[ ]
1...,2,1,0),exp(

sincos)()(

−=−=

+=+

NijA

jAAjQI

ii

iiiiiiiiii

τω

ωϕωϕωω
 4.2 

 
where Ai is the amplitude.  

 If the common and differential errors are included, the complex vectors become, 

(assuming Ai =1 for simplicity without loss of generality): 
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where i=0,1,2,…,N-1, cgi and cpi are the common amplitude and phase errors, and dgi and 

dpi are the differential amplitude and phase errors, respectively. 

 The differential amplitude and phase errors generate a Hermitian image of the 

response in the resultant synthetic range profile, resulting in a reduction of the sensor’s 

unambiguous range by one-half [45].  In a super-heterodyne system, these errors are 

constant in the operating frequency range, as a single constant intermediate frequency is used 

for the quadrature detector.  Consequently, measurement and compensation of these errors 

is simple.  The differential amplitude and phase errors in the I and Q channels at an 

intermediate frequency can be measured by using the methods presented in [18], [45].  By 
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following these techniques, the differential amplitude and phase errors were measured as 1 

dB and 3 degrees, respectively, for the microwave stepped-frequency radar sensor and 3.5 

dB and 7 degrees, respectively, for the millimeter-wave stepped-frequency radar sensor. 

The common phase error consists of a linear phase error αωi and a non-linear phase 

error β i as  

1,...,1,0, −=+= Nicp iii βαω  4.4 

 
The common linear phase error results in a constant shift of the response in the synthetic 

range profile, due to the fact that a frequency-dependent linear phase is transformed into a 

constant time delay through the Inverse Fourier Transform [38]. Therefore, it is not 

necessary to correct the common linear phase error. However, the non-linear phase error 

causes shifting as well as an imbalance in the response of the synthetic range profile. The 

common amplitude error affects the shape of the synthetic range profile significantly, as they 

tend to defocus the response in the profile and increase the magnitudes of side lobes.  

Therefore, these common non-linear phase and amplitude errors need to be corrected.  For 

their compensation, a new simple, yet effective and accurate, technique has been developed. 

The complex vector given in equation (4.3) for a fixed angular frequency ωk is 

rewritten in terms of the range d as 
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 from which, it is seen that these complex vectors will rotate circularly if the I/Q channels are 

completely balanced when d is increased or decreased at a constant rate.  In the 

process of correction, the complex vector, I(d)+jQ(d), is measured when a metal plate is 

moved along a track at a fixed frequency.  Initially, the complex vector rotates elliptically, 

either clockwise or counter-clockwise, with respect to the direction of the metal plate, as the 

I and Q components, are not orthogonal due to the differential phase errors.  After these 

differential errors are corrected, equation (4.5) can be rewritten as 
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kk
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++−
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2
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2
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from which, it is seen that the I and Q components become orthogonal in phase and 

balanced in amplitude, hence the complex vector I(d)+jQ(d) starts rotating circularly during 

the movement of the metal plate at a fixed frequency. The magnitude of the rotating vector is 

then measured and stored. This procedure is repeated at each frequency step across the 

operating frequency range.  These measured magnitudes are used as reference data to 

compensate for common amplitude errors. 
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After compensating for the common amplitude errors, the normalized complex 

vectors I+jQ can be expressed, using equation (4.6), which can be written as 

[ ] [ ]kkkk cpdjcpddjQdI +−+=+ ωτωτ )(sin)(cos)()(  4.7 

 

From equation (4.7), the phase of the complex vector I+jQ is obtained as kkk βαωτω ++  

with the aid of equations (4.4-5). As mentioned earlier, the non-linear phase error βk needs 

to be corrected.  Figure 4.16 depicts the calculated phases, kkk βαωτω ++ , over a 

frequency range. Cumulating the phase difference between two consecutive frequency steps, 

∆Φ(k-1,k) = kkk βαωτω ++ - 111 −−− −− kkk βαωτω , unwraps the calculated phases and 

makes it easy to draw the trace of the calculated phases as shown in Figures 4.16 (a-b).  

Figure 4.16 (c) shows that the rotation of the vector I+jQ is not constant, due to the non-

linear phase error βk. 
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Figure 4.16 Phase of the complex vector I+jQ versus frequency: (a) linear transformation of 

the trace of calculated phases to a linear phase line, (α+τ)ωk; (b) a magnified drawing of (a) 

showing the trace of calculated phases obtained by cumulating the phase differences 

∆Φ(0,1),…, ∆Φ(k-1,k),…, ∆Φ(N-2,N-1); (c) non-linearity of the calculated phases in polar form, 

where Ck’ is the k th complex vector after compensating for the common amplitude deviation. 
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Figure 4.17 Flow chart for calculating the common errors. 

 

After drawing an appropriate linear phase line as shown in Figure 4.16 (a), the non-

linear phase error βk is then determined by subtracting the linear phase line from the trace of 

the calculated phases.  Consequently, the complex vector is obtained, after correcting the 

non-linear phase error, as 
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The non-linear phase error βk at all the frequency steps for the metal plate is stored in 

memory and used as reference data for compensating for the non-linear phase error of an 

actual target.  The flow chart in Figure 4.17 shows the procedure for extracting the common 

amplitude and non-linear phase errors.  Figure 4.18 shows the common amplitude deviations 

and non-linear phase errors of the measured vectors for the metal plate, used for correction 

in the frequency band of interest. 
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Figure 4.18 Amplitude deviations and non-linear phase errors of the complex vectors due to 

the imperfection of the system. 
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In order to compensate for the measured complex vectors of targets for the common 

amplitude and non-linear phase errors, the reference data, extracted from a metal plate, as 

described earlier, are applied to these vectors. The stored reference data for the common 

amplitude errors are normalized, inversed, and multiplied to the target’s measured complex 

vectors. The stored reference data for the common non-linear phase errors are subtracted 

from the extracted phases of the target’s measured complex vectors. 

 

-1.5

-1

-0.5

0

0.5

1

1.5

-1.5 -1 -0.5 0 0.5 1 1.5

I

Q

(b)

-1.5

-1

-0.5

0

0.5

1

1.5

-1.5 -1 -0.5 0 0.5 1 1.5

I

Q

(a)
 

Figure 4.19   Normalized I/Q (a) before and (b) after compensating for the  amplitude 

deviations and non-linear phase errors. 
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Figures 4.19 (a-b) show the normalized I/Q outputs of the quadrature detector 

before and after compensating for the common amplitude and non-linear phase errors.  The 

simulation results for a (fixed) point target are shown in Figure 4.20, which shows that the 

developed compensation method for the common errors not only reduces, but also balances 

the side-lobes of the synthetic range profile.  Reduction of the side-lobes reduces the 

possibility of masking the responses from adjacent targets, and hence facilitating their 

detection.  Balancing the side-lobes increases the possibility of accuracy in identifying the 

target. Upon compensating for the errors in the I and Q channels, the digital I and Q 

components are combined into a complex vector for each frequency step.  An array V 

consisting of N complex vectors corresponding to N frequency steps is then formed as 

111 −−− += NNN jQIC .  Adding (M-N) zeros to the complex vector array V generates a new 

array VM of M elements.  This zero padding is needed to improve the range accuracy, as 

discussed earlier, and the speed of the Inverse Discrete Fourier Transform (IDFT) by using 

Fast Fourier Transform (FFT). Finally, FFT is applied on the array VM to get the synthetic 

pulse. 



 130

-40

-35

-30

-25

-20

-15

-10

-5

0

5

2300 2350 2400 2450

Range cell number

M
a

g
n

it
u

d
e

 i
n

 d
B

(a) (b)

 

Figure 4.20 Synthetic range profile obtained from a target, whose main peak indicates the 

target location: (a) before and (b) after compensating for amplitude deviations and non-linear 

phase errors. 
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CHAPTER V 

SYSTEM CHARACTERIZATION AND TESTS 

 
 
 This chapter discusses some of the important results achieved during experimentation 

with the two sensors that were developed. It also gives an insightful overview of the 

measurement procedure involved that helps to accurately evaluate the performance of the 

sensors. After validating their performance with the afore mentioned test procedures, a set of 

measurements were performed on various samples as well as on the actual road with these 

sensors. The final section describes some of the important results that were achieved with the 

aid of these sensors.  

 

5.1 Electrical Characterizations of the Systems 

 Figure 5.1 depicts the total system built for the microwave SFCW radar sensor that 

consists of a transceiver, two antennae and a signal processing block. This configuration is 

very similar to the millimeter-wave SFCW radar sensor system that uses one single antenna 

for both transmission and reception. These two systems were tested for their electrical 

performances as described below. 
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Figure 5.1 Configuration of the microwave SFCW radar sensor system. 

 

 

5.1.1 Microwave SFCW Radar Sensor System 

The transmission gain, denoted by GT, of the high frequency circuits’ block of the 

transmitter was measured in between the IF input and TX output ports over the entire 

operating frequency. Figure 5.2 shows that the measured transmission gains were deviated 

0.4-4.7dB from the designed transmission gain of 16dB at 3GHz, as shown in the Table 4.3 

in Chapter IV. The deviation was caused by losses of the FR-4 substrate and the up-

converter, which in turn depend on the frequency of operation, as well as losses of the bias 

circuits of the cascaded amplifier. 
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Figure 5.2 The measured transmission gain of the high frequency circuits’ block of the 

transmitter. 

 

Then, the output power at each component of the low frequency circuits of the 

transmitter was measured after adjusting the oscillator power with two attenuators to the 

desired specifications, viz. -1dBm at the splitter output that is fed to the LO amplifier, and –

4dBm at the IF output. Table 5.1 represents the measured output power at each component 

of the transmitter. The measured transmitter output was in the range of 7.5-11.5dBm  
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Table 5.1 Measured output power of the transmitter. 

 Gain  Loss  Pout GT 

STALO   4dBm  

Attenuator  1dB 3dBm -1dB 

LPF  0.5dB 2.5dBm -0.5dB 

Splitter  3.2dB -1dBm -3.5dB 

Attenuator  3dB -4dBm -1dB 

Up-converter  N/A N/A 

Amplifier N/A  N/A 

Amplifier N/A  7.4-11.5dBm 

11.4-15.5dB 

Total N/A N/A - 5.4-9.5dB 

 

 

 Similarly, the transmission gain of the high frequency circuit block of the receiver was 

measured in between the Rx input and IF output ports over the entire operating frequency, 

where the Rx input was connected to the Tx output through a 25dB attenuator that takes into 

account the 25dB transmission loss Lt, as mentioned in Chapter IV. Figure 5.3 shows that 

the measured transmission gains were deviated 0.4-2.5dB from the designed transmission 

gain of 4dB, as shown in the Table 4.4 in Chapter IV. These errors are caused by similar 

reasons as in the case of the transmitter. 
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Figure 5.3 The measured transmission gain of the high frequency circuit’s block of the 

receiver. 

 

 Figure 5.4 shows the linearity of the high frequency circuit block of the receiver. The 

measured input 1dB compression point of the high frequency circuit block was -4dBm at 

3GHz. Then, with the aid of a video amplifier that increases the maximum output power (= -

7.4dBm) of the quadrature detector, the ADC’s maximum input range constraint of (= 

9dBm) was satisfied. Table 5.2 represents the measured receiver’s electrical characteristics. 
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Figure 5.4 Linearity of the high frequency circuit’s block of the receiver at 3GHz. 

 

   

 

 

 

 

 

 

 



 137

Table 5.2 Measured output power at each component of the receiver where the input power 

was in the range of –17.6 to –13.5dBm. 

 Gain(Vo/Vi)  Loss  Pout GT 

LNA N/A N/A N/A 

Down-conv.  N/A -16.1 to –9.9dBm 
1.5-3.6dB 

LPF  0.5dB -16.6 to –10.4dBm -0.5dB 

Amplifier 13dB  -4.6 to 1.6dBm 12dB 

I/Q mixer  8.5dB -13.6 to-7.4dBm -9dB 

LPF(Ro=200)  0.2dB -19.8to-13.6dBm -6.2dB 

Amp.(Ro=1k) 29.6dB  2.8-9dBm 22.6dB 

Total N/A N/A - 20.4-22.5dB 

 

 

The system dynamic range was measured at 3GHz as shown in Figure 5.5, where an 

external attenuator was used to decrease the receiver’s input power level. The base-band 

I/Q signals were then sampled and transformed to a synthetic pulse. The attenuation level 

was increased from 25dB upwards, which accounts for the transmission loss, until the 

synthetic pulse was below 10dB SNR, which occurred at a level of 105dB. Therefore, the 

actual system performance factor and the system’s dynamic range were found to be 105dB 

and 80dB, respectively. The measured system dynamic range was slightly lower than the 

expected system dynamic range of 86dB. The difference was mainly caused by the total gain 
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deviation of 5dB at 3GHz. Table 5.3 shows other electrical characteristics and control 

parameters of the microwave SFCW radar sensor system. 
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Figure 5.5 Set-up for measuring the system dynamic range of the system. 

 

 

Table 5.3 Other measured electrical characteristics and the control parameters of the system. 

Electrical characteristics Control parameters 

DRs 80dB Freq. step ∆f 10MHz 

SFa (at 3GHz) 105dB Number of freq. steps 500 

DC Power consumption 2.9W PRI 100ms 

P1dB -4dBm ADC sampling freq. 1KHz 
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5.1.2 Millimeter-Wave SFCW Radar Sensor System 

The transmission gain GT of the high frequency circuit block of the transmitter was 

measured in between the IF input and TX output ports within 27-36GHz. Figure 5.6 shows 

that the measured transmission gains were deviated 4.2-5.7dB from the designed 

transmission gain of 10dB at 32GHz as shown in Table 4.2 in Chapter IV. The deviation was 

mainly caused by losses of bonding wires, connectors, and components. 
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Figure 5.6 The measured transmission gain of the high frequency circuit’s block of the 

transmitter. 

 

Then, the output power level for each component of the low frequency circuit portion 

of the transmitter was measured after two attenuators adjusted the measured PLL oscillator 
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power of 5.5dBm to the desired specifications; viz. 0dBm at the splitter output that is fed to 

the LO amplifier, and –0.5dBm at the IF output. Table 5.4 shows the measured output 

power at each component of the transmitter where the measured transmitter output was in 

the range of 3.8-5.3dBm. 

 

Table 5.4 Measured output power at each component of the transmitter. 

 Gain  Loss  Pout GT 

PLL osc.   4.5dBm  

Attenuator  0 dB 4dBm -0.5dB 

LPF  0.5dB 3.5dBm -0.5dB 

Spliter  3.5dB 0dBm -3.5dB 

Attenuator  0dB -0.5dBm -1.5dB 

Up-converter  N/A N/A 

Amplifier N/A  N/A 

Amplifier N/A  3.8-5.3dBm 

4.3-5.8dB 

Total N/A N/A - -1.7 to -0.2dB 

 

 

Similarly, the transmission gain of the high frequency circuit block of the receiver was 

measured in between the Rx input and IF output ports within 27-36GHz.  Figure 5.7 shows 

that the measured transmission gains were deviated 2.8-3.8dB from the designed 
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transmission gain of -1dB at 32GHz, as shown in the Table 4.1 in Chapter IV. These errors 

were caused by similar reasons as those of the transmitter. 
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Figure 5.7 The measured transmission gain of the high frequency circuit’s block of the 

receiver. 
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Figure 5.8 shows the linearity of the high frequency circuit block of the receiver. The 

measured input 1dB compression point of the high frequency circuit block was -6dBm at 

32GHz. 
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Figure 5.8 Linearity of the high frequency circuit’s block of the receiver at 32GHz. 

 

 The video amplifier increased the maximum output power (= -10dBm) of the 

quadrature detector to meet the ADC’s maximum input range (= 9dBm). Table 5.5 

represents the measured receiver electrical characteristics. 
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Table 5.5 Measured output power of the receiver where the input power was in the range of 

–9.2 to –7.7dBm. 

 Gain(Vo/Vi)  Loss  Pout GT 

LNA N/a N/A N/A 

Down-conv.  N/A -14 to –11.5dBm 
-4.8 to -3.8dB 

LPF  0.5dB -14.5 to -12dBm -0.5dB 

Amplifier 12dB  -3.5 to -1dBm 11dB 

I/Q mixer  8.5dB -12.5 to –10dBm -9dB 

LPF(Ro=200)  0.2dB -18.7 to –16.2dBm -6.2dB 

Amp.(Ro=1k) 32.2dB  6.5 to 9dBm 25.2dB 

Total N/A N/A - 15.7to 16.7dB 

 

 

The system dynamic range was not measured, as the wide range of external 

attenuator was not available in the laboratory. However, it was assumed to be 76dB from 

the measured dynamic range value of the microwave SFCW radar sensor system, as the 

process gain is 1dB lower than the microwave SFCW radar sensor system and gain 

deviation is 3dB worse than the corresponding values of the microwave SFCW radar sensor 

system. From the above assumed value of the system dynamic range, the actual system 
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performance factor was calculated as 89dB (= 76dB+13dB). Table 5.6 shows other 

electrical characteristic and control parameters. 

 

Table 5.6 Other measured electrical characteristics and the control parameters of the system. 

Electrical characteristics Control parameters 

DRs 76dB Freq. step ∆f 10MHz 

SFa (at 32GHz) 89dB Number of freq. steps 400 

DC Power consumption 2.6W PRI 100ms 

P1dB -6dBm ADC sampling freq. 1KHz 

 

 

5.2 Tests with the Millimeter-Wave SFCW Radar Sensor System 

 The assumptions implicit in course of measurements are as follows. Firstly, the 

targets or objects were homogeneous materials with relatively low loss. Secondly, the 

incident waves were TEM plane waves. Thirdly, the double reflected waves in a layer were 

ignored. Lastly, the loss of dry sand at Ka-band was simply estimated from those values at 

0.1 and 1 GHz presented in [31]. These assumptions may cause significant discrepancy 

between the actual penetration depth and the estimated one; however, the main purpose of 

the test was to verify its feasibility as a subsurface radar sensor and hence further 

investigation in this direction was not pursued. 
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5.2.1 Measurement of the Surface Profiling 

This measurement involves profiling the surface of a sample where the surface 

abruptly changes in height. A plastic sample (20 in. × 6 in.) was used for measuring the 

surface profile. The sensor’s antenna was pointed directly onto the surface of the sample 

without contact while the sample was moving in the x direction as in Figure 5.9. The 

measured data was collected every 0.2 inches along the direction of movement. Figure 5.10 

shows the reconstructed profile, obtained from the measurements, of the sample along with 

the actual profile. The reconstructed profile agrees well with the actual profile of the sample 

with less than ± 0.04-inch error in height except near the edges, at which the actual surface 

profile abruptly changes.  

 In order to find the lateral resolution, we estimated a minimum cross-range that can 

be detectable with this sensor from the reconstructed profile. The minimum cross-range is 

given by subtracting B from A, as shown in Figure 5.10, as the distance of B-A is constant at 

a particular height, which means that the sensor can reconstruct the bottom surface when B is 

greater than 0. The estimated minimum detectable cross-range, Rc_min, of 1 inches also agrees 

well with the lateral resolution of 0.92 inches, obtained theoretically for the range R of 3.5 

inches with the aid of equation (3.22) in Chapter III. Consequently, the reconstructed profile 

was quite comparable to the actual profile (Figure 5.10). The measurement results showed 

that the sensor has a lateral resolution of 1 inches and a good accuracy with less than ± 0.04-

inch error, except near the edges, at which a sudden change of the height occurs. 
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Figure 5.9 The set up for measuring of the surface profile. 
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Figure 5.10 Reconstructed and actual profiles of the surface of the sample in Figure 5.9, 

where the height is set to 0 at the top surface at x = 0. 
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5.2.2 Measurement of Liquid Level  

This procedure monitors the continuously varying liquid level in a tank. As shown in 

Figure 5.11, liquid level in a tank was measured with the SFCW sensor. The level of liquid 

was decreased from a reference level, an initially set value of 0, to 3 inches below the 

reference and the resulting changes were measured. The measured results were very close to 

the actual liquid level in the tank with less than ±0.04-inch error as shown in Figure 5.12 

(where the negative sign (-) means below the reference level). 

 According to the above two measurements, the sensor achieved a good range 

accuracy with less than ± 0.04-inch error, which agrees very well with the theoretical error of 

± 0.036 inches, obtained from equation (3.16) in Chapter III, where the frequency step and 

the number of steps were 20MHz and 4096 points, respectively. Also, a lateral resolution of 

1-inch was obtained, which agrees quite well with the theoretical lateral resolution of 0.72-

0.92 inches. In addition, the sensor can promise very accurate measurement of vertical 

displacement of the liquid level with less than a ± 0.04-inch error. 
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Figure 5.11 The set up for monitoring the liquid level in a tank. 
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Figure 5.12 Measured and actual liquid level in the tank in Figure 5.11. 

 



 149

5.2.3 Measurement of Buried Mines 

 To demonstrate possible usage in applications for mine detection, three different 

Anti-personnel (AP) metal mines were used as shown in Figure 5.13. The purpose of the 

measurement was to localize and detect AP mines buried under a sandy surface. 

 The first named AP1 is spherical in shape, 2.5 inches in diameter, buried at 2 inches 

depth (d1) and displaced 7 inches horizontally (h1) from the edge of the container, another 

named AP2 is cylindrical in shape, 5 inches in diameter and 2.5 inches high, buried at 6 

inches of depth (d2) and displaced 15 inches horizontally (h2), and a final one named AP3 is 

cylindrical in shape, 2.2 inches in diameter and 3.5 inches high, buried at 0.75 inches under 

the surface (d2) and 23 inches in horizontal displacement(h3).  

 A metal plate (0.04m2) was first placed 10 inches under the surface of sand and 

measurements were performed to find its depth by using equation (3.15), which does not 

consider the effect of the propagation medium. The measured depth of the metal plate was 

16.7 inches, which is longer than the actual depth as the dielectric medium was not 

considered. From the measured result of the metal plate, the calculated depth d in sand can 

be found using a proportional expression described as  

where dm is the measured depth by using equation (3.15) and d is the calculated depth in 

sand. 

7.16
10 md

d =  5.1 
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The depths (d1, d2, and d3) and horizontal displacements (h1, h2, and h3) of the AP 

mines were measured with the antenna moving in the horizontal direction as shown in Figure 

5.13. From equation (3.15), the measured depths of AP1, AP2, and AP3 mines were 

recorded as 3.39, 10.09 and 1.33 inches, respectively. Therefore, the calculated depths of 

AP1, AP2, and AP3 mines in sand were found at 2.05, 6.08 and 0.8 inches as shown in 

Figure 5.14, which shows synthetic pulses corresponding to each AP mine. The measured 

horizontal displacements of AP1, AP2, and AP3 mines were 7, 15.75, and 23.25 inches, 

respectively. Figure 5.15 shows the detected and localized mines. The results show that the 

measured horizontal displacements and depths of AP mines are fairly close to the 

corresponding actual horizontal displacements and depths with less than 0.75 and 0.08 

inches of error. 

Note that the AP3 mine buried at only 0.75 inches under the top surface was clearly 

detected and localized with the aid of the theoretical range resolution equation (eqn. 3.18) as 

0.59 inches. As a result, the sensor has demonstrated its ability in detecting and locating AP 

mines of very small sizes with a competitively high resolution. 
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Figure 5.13 The set up for detecting AP mines buried in sand. 
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Figure 5.14 Synthetic pulses extracted from measurements of AP mines in Figure 5.13. 
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Figure 5.15 AP mines localized in depth and horizontal displacement. 
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5.3 Tests with the Microwave SFCW Radar Sensor System 

 Two measurements on the microwave SFCW radar sensor prototype were 

performed to verify its feasibility as a subsurface radar sensor; one is conducted on a sample 

pavement provided by TTI for laboratory experimentation and the other on an actual road, 

as well as at a test site in the Riverside Campus area of Texas A&M University. 

 The assumptions applied on all measurements are listed as follows: Firstly, it was 

assumed that the targets or objects were homogeneous materials with low loss. Secondly, 

the incident waves were assumed as plane waves. Thirdly, the multiple-reflected waves in a 

layer were ignored as mentioned in Chapter II. Lastly, the layers were taken to be smooth 

half-spaces. In fact, these assumptions are not correct for practical pavement materials.  

However, as will be seen later, accurate measured results have been achieved for a practical 

pavement sample.  

 

5.3.1 Measurements on the Sample Pavement 

 A pavement sample was constructed with two layers in a wooden box of    

36 in. x 36 in. The top layer is asphalt having a thickness of 2.6-2.7 inches while the bottom 

layer is base with a thickness of 4.1 inches and filled with limestone. The sensor’s antennae 

were pointed obliquely onto the sample surface with a parallel polarization and 10 degrees of 

incident angle at 3GHz through the air at 0.2 m of stand-off distance. 

As shown in Chapters II and III, 10 degrees of incident angle was not much and had 

little affect on the reflection and transmission coefficients, as well as the penetration depth, 
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therefore it was ignored. Figure 5.16 illustrates the signals reflected at the interfaces between 

the sample’s layers. 
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Figure 5.16 Sketch of the pavement sample in a wooden box together with the incident and 

reflected waves.  Ei is the incident wave; Er1, Er2 and Er3 are the reflected waves at the 

interfaces between layers 0 and 1, layers 1 and 2, and layer 2 and the wooden box, 

respectively, and d1 and d2 are the thickness of the layers 1 and 2, respectively. 

 

  With reference to Figure 5.16, the single reflected field at the 2nd interface in Chapter 

II, resulting in equation (2.24b), repeated here with a normally incident wave, is given as 

under:  

( )112101102 exp dEE ir α−ΓΤΤ=  5.2 

where Ei represents the incident wave. 
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 Then, the relative dielectric constant εr(i+1) of layer i+1 (i =0, 1, 2) can be derived 

from equation (2.20), when a plane wave is incident transversely from layer i to layer i+1:  
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ii

ii
irir εε  5.3 

where ε′r(i) is the real part of the relative dielectric permittivity of layer i and Γi+1i indicates 

the reflection coefficient of the wave incidents from layer i to layer i+1.  

 From equations (2.18) and (2.25) in Chapter II, the single reflected field from the nth 

interface is found as 

( )
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=
−−−
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1
111 2exp
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mmmmmmnnirn dEE α  5.4 

where αm and dm are the attenuation constant and thickness of the layer m. 

With assuming Γ10 = -1, the reflected field Em from the metal plate is equal to the 

incident field Ei when a metal plate is placed at the first interface, which results in 

im EE =  5.5 

 
The reflection coefficient at the first and second interfaces are then obtained from equations 

(5.4) and (5.5) as 

m

r

E

E 1
10 =Γ  5.6 

and 
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( )110110

2
21 2exp dE

E

m
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α−ΤΤ
=Γ  5.7 

where Er2 represents the single reflected field at the 2nd interface.  

Using equations (5.4) and (5.7), the relative dielectric constants of the asphalt and 

base layers can be calculated as 
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In addition, the thickness of layer i can be derived from equation (3.15) in Chapter III as  

)(
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ε ′∆

∆
= +

 5.9 

 
where ∆n(i,i+1) is the difference between the bin numbers of cells corresponding to layers i 

and i+1 as shown in Figure 5.17.  It should be mentioned here that this procedure can also 

be applied to structures containing more than 3 layers. 

 Figure 5.17 represents the synthetic range profile of the pavement sample and a 

metal plate obtained from the measurement data. Table 5.7 shows the measured parameters 

of the pavement sample along with the actual values.  The measured thickness of each layer 

agrees well with the actual values.  Note that the theoretical relative dielectric constants of the 

sample’s asphalt and base materials, in Table 2.1 in Chapter II, were not used here since 1) 
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the reported values vary over a wide range as in Table 2.1 which is provide by TTI and 2) 

the reported asphalt and base materials are not the same as those in our pavement sample. 
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Figure 5.17 Synthetic range profiles obtained from a metal-plate target and the pavement 

sample.  
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Table 5.7 Comparison between actual and measured data. 

 Asphalt Base 

Relative dielectric constant Experiment 3.24 12.5 

Actual 2.6-2.7 4.1 
Thickness (inches) 

Experiment 2.72 4.04 

 

 

5.3.2 Measurements on the Test Site and Actual Road 

 The measurements were also conducted at two sites on the Riverside Campus of 

Texas A&M University. As discussed earlier, only stationary tests were performed due to 

the low PRI of the synthesizer.  

 The first measurement was conducted on the test site that was partitioned with 

several sections in which there are pavement layers with various thicknesses as shown in 

Table 5.8. However, the actual thickness and other properties should be different with those 

values in Table 5.8 as the test site was constructed 30 years ago. The second measurement 

on the road named as Rut Ride was performed where the thickness of the asphalt layer is 

fixed at 2 inches while the thickness of the base layer is varied continuously as shown in 

Figure 5.18. The measurement data was collected every 20 feet for a total length of 100 feet. 

 Figures 5.3.19-22 show the synthetic profiles of sections A-D. As shown in Figures 

5.3.19-22, this sensor system detected up to the second interface between the asphalt and 
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base layers at the section A, B, and C and up to the third interface between the base and 

subgrade layers at the section D, where the thickness of the asphalt layer is only one inch.  

The measured thickness of the asphalt and base layers was found, as shown in Table 5.8, 

using equations (5.6-9). 

Figure 5.23 (a-f) represents the synthetic profiles obtained at different positions of 

the road as shown in Figure 5.18. As expected from the previous measurement results, it 

only detected the second interface between the asphalt and base layers. The measured 

thickness of the asphalt layer, as shown in Table 5.9, showed less than 0.25 inches of error 

compared to the actual thickness of the asphalt layer.  

From the measured results, it can be deduced that the transmitted power was rapidly 

decreased in the layers due to significant loss at high frequencies.  However, it demonstrated 

that this sensor could clearly detect as least 5 inches of the thickness of the asphalt layer. 
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Table 5.8 Thickness and material of each section where x, y, and z are limestone, limestone 

+ 2% lime, and limestone + 4% cement, respectively. 

  Thickness (inches)/material 

Asphalt  Base Subgrade 
Section 

Actual Measured Actual Measured Actual 

A 5 4.68 4/z N/A 4/x 

B 5 4.82 4/z N/A 4/z 

C 3 3.12 8/y N/A 8/y 

D 1 0.99 4/y 3.96 12/x 

 

 

 z = 0 

6 in. 
Base εr ≈ 13 

Subbase εr ≈ 25 

z = 100 

14 in. 

2 in.  Asphalt εr ≈ 6 

 

Figure 5.18 Cross-section of the road. 
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Figure 5.19 Synthetic profile of section A. 
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Figure 5.20 Synthetic profile of section B. 
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Figure 5.21 Synthetic profile of section C. 
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Figure 5.22 Synthetic profile of section D. 
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Table 5.9 Comparison between actual and measured data. 

Position z(feet) 0 20 40 60 80 100 

Actual 2 2 2 2 2 2 
Thickness 

Measured 2.13 2.13 2.13 2.25 2.25 2.25 
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Figure 5.23 Synthetic profile of the road in Figure 5.18. 

 

 



 166

CHAPTER VI 

CONCLUSIONS 

 
 

Two new mircrowave and millimeter-wave integrated-circuit SFCW radar sensor 

systems, having high resolution and good accuracy, have been developed.  

A set of modified radar equations that accurately characterize any subsurface radar 

sensor intended to investigate multi-layered structures, such as the pavements consisting of 

the asphalt, base, and several subgrade layers or to detect and localize buried object under 

the surface, were derived. These equations involved a larger than usual number of 

parameters that subsurface radar sensors require to estimate their penetration depth.  

The system performance factor that was incorporated in the radar equation was 

renamed ″actual system performance factor″, to better characterize the SFCW radar sensor 

system. Along with this term, the radar equations enabled the estimation of the maximum 

penetration depth of the SFCW radar sensor for buried objects under ground and also for 

pavement layers.  A term called ″range accuracy″ was coined in the course of the 

dissertation work and was used for accurately measuring the vertical range of a target, and 

also for estimating a varying liquid level.  

The microwave SFCW radar sensor’s transceiver, operating in the 0.6-5.6GHz 

range and based on a coherent super-heterodyne scheme, was realized using MICs on FR-4 

substrates, which resulting in a low cost, light weight and small size implementation of the 

transceiver. 
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Also, a millimeter-wave SFCW radar sensor’s transceiver, employing a coherent 

super-heterodyne architecture, was developed with both MICs and MMICs on FR-4 and 

alumia substrates with an 8GHz operational bandwidth. 

 A UWB microstrip quasi-horn antenna for the microwave SFCW radar sensor 

system, realized with low cost and light weight, was also developed and demonstrated its 

excellent properties with better than 10dB of return loss and 6-17dBi of directional gain in 

the desired UWB range of frequency. It was found that an extra resistive load and pieces of 

absorbers could improve the return loss caused at the open end of the antenna significantly. 

A Ka-band microstrip quasi-horn antenna was also developed for potential usage in 

millimeter-wave SFCW radar sensor systems. It demonstrated excellent properties in the 

20-40GHz with greater than 14 dB of the return loss and 14 -17 dBi of directional gain. 

An innovatively simple yet effective technique for compensating the common I/Q 

errors caused by the system itself was demonstrated and applied to the signal processing, 

and some other blocks for acquisition and storage of I/Q data. 

 The microwave SFCW radar sensor’s transceiver was incorporated in a system 

along with UWB antennae and a signal processing block and tested meticulously to verify its 

electrical performance. The measured actual system performance factor was 105dB. 
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Tests of the millimeter-wave SFCW radar sensor’s transceiver were also performed. 

It was incorporated with a waveguide horn antenna and the system was re-tested. Its actual 

system performance factor was found to be 89dB. 

Measurements using these sensor systems were conducted on various samples as 

well as on actual roads. The microwave SFCW radar sensor system demonstrated its 

excellent performance with great measurement results on the sample pavement with less than 

± 0.1 inches of error. It also showed that the thickness of the asphalt layer on the actual road 

could be accurately measured less than 025 inches of error. 

The millimeter-wave SFCW radar sensor system also demonstrated its benefits as a 

surface and subsurface radar sensor. Its feasibility as a subsurface radar sensor was verified 

by testing it for detecting and localizing very small buried AP mines under sand with less than 

0.75 inches of vertical resolution. As a surface radar sensor, it profiled the surface of a 

sample whose height rapidly changes along the horizontal direction, with 1 inches of lateral 

resolution and less than ± 0.04 inches of range accuracy.  In addition, it accurately measured 

the displacement of liquid level with less than ± 0.04 inches of discrepancy. 

 

6.1 Recommended Future Work 

The following are some of the recommendations that could be suggested on the basis 

of the experiences gained during the course of this project: 

1. Advanced image processing such as SAR technique is needed to increase its lateral 

resolution for better localizing buried objects or finer profiling a rough surface. 
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2. Compensation for dispersion of the propagation media by using signal processing is 

needed to enhance its synthetic pulse shape resulting in higher vertical resolution. 

3. The transmitting power needs to be increased to penetrate much further in depth. 

4. A fast frequency synthesizer needs to be incorporated with the sensor systems for 

measurements on a moving vehicle. For instance, the sweep time of the frequency synthesizer 

needs to be 25ms if the speed of the vehicle is 20 miles per hour.  
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