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ABSTRACT

Devedopment of Microwave and Millimeter-Wave I ntegrated- Circuit Stepped-
Frequency Radar Sensors for Surface and Subsurface Profiling. (December 2003)
Joongsuk Park, B.S., Yonsal University, Korea

Chair of Advisory Committee: Dr. Cam Nguyen

Two new stepped-frequency continuous wave (SFCW) radar sensor prototypes,
based on a coherent super-heterodyne scheme, have been developed using Microwave
Integrated Circuits (MICs) and Monoalithic Millimeter-Wave Integrated Circuits (MMICs)
for various surface and subsurface gpplications, such as profiling the surface and subsurface
of pavements, detecting and localizing smdl buried Anti-Personnd (AP) mines and measuring
the liquid leve in a tank. These sensors meet the critical requirements for subsurface and
surface measurements including smdl sze, light weight, good accuracy, fine resolution and
deep penetration. In addition, two novel wideband microstrip quasi-TEM horn antennae that
are cgpable of integration with a seamless connection have dso been designed. Findly, a
ample sgna processng dgorithm, amed to acquire the in-phase (1) and quadrature (Q)
components and to compensate for the 1/Q errors, was developed using LabView.

Thefirst of the two prototype sensors, named as the microwave SFCW radar sensor
operating from 0.6-5.6-GHz, is primarily utilized for assessing the subsurface of pavements.
The measured thicknesses of the asphdt and base layers of a pavement sample were very

much in agreement with the actud data with less than +£0.1-inch error. The measured results



on the actua roads showed that the sensor accurately detects the 5-inch asphdt layer of the
pavement with aminima error of £0.25 inches. This sensor represents the first SFCW radar
sensor operating from 0.6-5.6-GHz.

The other sensor, named as the millimeter-wave SFCW radar sensor, operatesin the
29.72-35.7-GHz range. Measurements were performed to verify its feasbility as a surface
and sub-surface sensor. The measurement results showed that the sensor has a latera
resolution of 1 inch and a good accuracy in the verticd direction with less than + 0.04-inch
error. The sensor successfully detected and located AP mines of small sizes buried under the
surface of sand with less than 0.75 and 0.08 inches of error in the laterd and vertica
directions, respectively. In addition, it also verified that the vertica resolution is not greeter
than 0.75 inches. This sensor is claimed as the first Ka band millimeter-wave SFCW radar

sensor ever developed for surface and subsurface sensing applications.
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CHAPTERI

INTRODUCTION

1.1 Fundamentals of Radar Sensors

Radar sensors have been used as an accurate and cost effective technique for
nondestructive characterization of surface and subsurface in various gpplications, such as
detecting and locdizing buried mines or acheologicd dtes measuring distances,
displacements, thicknesses or moisture contents, and profiling the surface or subsurface of
pavement [1]-[8]. This section gives an overview of the fundamentas of these radar sensors.

An dectromagnetic wave incident on a medium is scattered in al directions when it
encounters a change in dectric or magnetic properties of the medium. A careful andysis of
the scattered eectromagnetic waves leads to a better understanding of the characteristics of
the medium, and aso helps in gppreciating the dynamics of a radar sensor in a holistic way,
aswill be covered in more detail in Chapter 11.

A radar transmits electromagnetic waves towards a target (or object), and then
receives the scattered eectromagnetic waves back from it. The two-way traved time () of

the eectromagnetic wave is associated with the range (R) of the target, as defined by

2R
t =— 1.1
C

where c is the speed of light in free space.

Journd Mode is|EEE Transaction on Microwave Theory and Techniques.



The important parameters of radar sensors are 2 penetration depth? and 2resolutior?.
The maximum penetration depth (Rvw), Which is achieved when the receiving power P is
equd to the recelver senstivity S, depends on the propagating medium'’s property, the
antenna gain, the transmitting power P, the receiver bandwidth B and so on, as expressed by

[9]

1
éPthGr e(p(- 4aRma><)l:l4 1.2
€ g '
é S a

Ria M

where § = KTBF(SN\R), and G; and G, are the tranamitting and receiving antenna gains,
respectively, and a is the attenuation constant of the medium. Modified radar equations for
subsurface radar sensors are derived in Chapter 11.

It is useful to consider the average tranamitting power Py, Which is the product of
the transmitting power P; and the inverse of the bandwidth B, hence Eq. 1.2 is modified as

1
Rmax M gptathGr @(p(_ 4aanax)l;|4 1.3

& KTF (SNR) d

The average tranamitting power is one of controllable factors extensvely used in
designing a sensor and relates to the type of the waveform used. From the above facts, it can
easly be deduced that more average transmitting power (Eq. 1.3) or more pesk transmitting

power combined with less bandwidth (Eq. 1.2) results in degper maximum penetration.



The absolute bandwidth (B) of the transmitted EM waves determines the range (or
verticd) resolution DR, which is the ability to distinguish dosdly spaced targets within a

gpecificrange R. It isgiven by

DR=— 1.4

The range resolution is inversdy proportiond to the bandwidth that can be
associated with the shape of the waveform, as discussed in Section 1.2. Thus, ae of the
important design congraints of a radar sensor is the choice of an appropriate waveform.
According to the waveform used for transmission, the radar sensor can be categorized as a
pulsed radar sensor or Continuous-Wave (CW) radar sensor. They are briefly introduced in

the following section.

1.2 Review of Pulsed Radar Sensors and Continuous Wave Radar Sensors
1.2.1. Pulsed Radar Sensors

The pulsed radar sensor, also known as the time-domain radar sensor, typicaly
employsatrain of impulses, mono-pulses or modulated pulses, as the transmitting waveform
(Figure 1.1). The first subsurface radar sensor was the impulse radar that measured the
properties of coa [10]. The impulse radar transmits a short pulse train with a pulse repetition
interval (PRI). Such an impulse can be generated by using avalanche transstors, step

recovery diodes (SRD), or tunnd diodes to produce a high pesk power or a pulse of short



duration [11],[12]. The pulsed radar sensors typicaly use the two-way travd time of the

trangmitted pulse to measure the range of atarget.

% @

—»
PRI
V,
p X | (b)

Figure 1.1 Waveforms of pulsed radar sensors; (&) impulse (b) mono-pulse, where t is the

pulse width and V,, is the peak amplitude (c) modulated pulse.

The pulsed radar sensor has been widely used in many gpplications owing to its
effective cog and smple dructure. However, it has been found that this sensor is
ingppropriate and has severe congraints while operating as a High-Resolution Radar (HRR)
sensor. To be a HRR sensor, the bandwidth (B) of the pulse needs to be increased as seen

by equation (1.4). As the bandwidth of the pulse is increased by shortening the pulse width



(t), which in turn is regtricted by available technologies, this type of sensor finds its usage
effectively congricted by technologica limitations and hence finds itsdf limited in high
resolution based radar gpplications. It is worthwhile to note that the increased bandwidth
degrades the receiver sengtivity, which results in decreasing the penetration depth.

Pulsed radars with afew hundred pico-seconds of pulse width can be designed, but
only a very low power levels, up to a fraction of a watt of the average power [13]-[14].
This means that the pused radars cannot achieve both high range resolution and deep
penetration Smultaneoudy, unless pulse compression technique is used.

Alternatively, CW radar sensors can be implemented either as frequency-modulated
continuous wave (FMCW) radar sensors or stepped-frequency continuous wave (SFCW)
radar sensors. These sensors can achieve an average power much higher than that of a

pulsed radar sensor. Both of these sensors are briefly discussed below.



1.2.2 Frequency-Modulated Continuous Wave Radar Sensors

FMCW radar sensors, also known as frequency domain radar sensors, have adso
been widely used as subsurface radar sensors, for instance, in measuring the thickness of a
cod layer and detecting buried objects under the ground [15]-[17].

Figure 1.2 shows the FMCW radar sensor using a beat frequency (4) to seek the

range (R) information of atarget, as defined by

R= i = ﬂ 1.5
2 2m
where m is the rate of sweeping frequency and the beat frequency accounts for the relative

time dday (t) of the tranamitted sgnd to the returned sgnd.

Tx
Df
Target
4_
_’ >
t
Df
l—>
Dt
Rx

Figure 1.2 FMCW radar sensor.



An important characteristic of FWCW radar sensors is that the rate of sweeping
frequency (m) should be carefully observed to obtain a satisfactorily accurate range of the
target. However, it is quite difficult to achieve this specification over a wide band, due to the
nortlinearity of the voltage-controlled oscillator (VCO). Moreover, its wide bandwidth
degrades the recelver’ s sengtivity, which results in reducing penetration depth. Hence, these
drawbacks limit the FMCW radar sensor in some gpplications that need a greater degree of

accuracy.

1.2.3 Stepped- Frequency Continuous Wave Radar Sensors

The SFCW radars, dso known as frequency-domain radar sensors, transmit and
recelve consecutive trains of N frequencies changed by the frequency step (Df). More details
are given in Chapter I1l. Bascdly, the SFCW radar transforms the amplitudes (A)) and
phases (f ;) of the base-band | and Q sgndsin frequency domain to a synthetic pulse in time

domain to find therange (R) of atarget [18], as defined by

2R¢
I, = A cosf —Acosgew 0 1.6a
C o
and
. w, 2R¢
Asnf—Asnge o 0 1.6b
]

The advantages of SFCW radar sensors are as follows [19],[20]: Firdly, it has a

narrow indantaneous bandwidth that ggnificantly improves the recaiver’s sengtivity while



maintaining the average power. Secondly, it can transmit a high average power, resulting in a
deeper penetration, due to the use of CW dgnds. Thirdly, the ron-linear effects caused by
the inherent imperfections of the transmitter and receiver can be corrected through
appropriate dgnd processing. Furthermore, the received signads propagated through
dispersve media can be accurately compensated through signad processing if the properties
of the media are known, as the system transmits only one frequency at a particular instant of
time. Ladtly, the Andog-to-Digita (A/D) converter uses a very low sampling frequency, due
to low frequency of the base-band 1/Q sgnals. This enables greater precison and ease in
desgning the circuits.

On the flip Sde, a few disadvantages of the SFCW radar sensors include their high
complexity and cost. However, owing to the impending ramifications due to the above

advantages, thereis a sgnificant impetus for exhaudtive research in thisfidd.

1.3 Status of Stepped- Frequency Continuous Wave Radar Sensors

The concept of the stepped-frequency technique was first presented to detect buried
objects by Robinson at Stanford research Ingtitute in 1972 [21], but active research began
only inthe early nineties. An SFCW sensor operated at 0.6-1.112-GHz was developed for
detecting moisture content in the pavement subgrade by Pippert et a. in 1993 [22]. Another
SFCW radar sensor was developed at 490-780-MHz for detection of buried objects by
Langman in 1996 [23] while a 10-620-MHz system was reported by Stickely in 1997 [24].

Langman et d. adso developed a microwave SFCW radar sensor operating in the 1-2-GHz



was presented for detecting landminesin 1998 [3]. Recently, a Network Analyzer was used
asa SFCW radar sensor at 0.5-6 GHz to detect concrete cracks by Huston in 1998 [25].

Most of the reported microwave SFCW radar sensors as subsurface radar sensors
operate a low frequencies with insufficient bandwidths, which cause poor laterad and vertica
resolution. A SFCW radar sensor is required to be of smaler size, lighter weight, finer
resolution and better accuracy for usage in various gpplications. In practice, an accurate
Sensor assessing pavement layers is essentid for pavement management during or after
congtructing the pavement. Portability is dso quite an important issue, as radar sensors are
aso required to detect and locdize mines of very smal szes during or after a war, so they
need a fine resolution and should be lightweight. In aldition, a smal and accurate radar
Sensor is needed to monitor digplacement of liquid levelsin a stringent environment.

In order to reduce Sze and weight, the circuits of the sensor should be integrated
using MICs and MMICs, and the antennae should be smdl with the possihility for a seamless
connection. A wide bandwidth can promise a fine range resolution (Eq. 1.4) and a good
laterd resolution can be achieved with a short wavelength as discussed later in Chapter 111.
To satidy these requirements, ultra-wideband (UWB) and high frequency radar sensors need

to be developed.
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1.4 Proposed Stepped- Frequency Continuous Wave Radar Sensors

A microwave SFCW radar sensor operating a low frequencies can satidfy both
deep penetration and fine range resolution Smultaneoudy for subsurface sensing, and is thus
atractive for subsurface evauation such as measuring the thickness of the pavement layers.
But, there is no such SFCW radar sensor, completely redized usng MICs and operated
over adecade of frequency bandwidth that has been reported for subsurface sensing.

Smilaly, amillimeter-wave SFCW radar sensor can achieve both vertical and latera
resolution very findy for surface and subsurface senaing. Yet, no millimeter-wave SFCW
radar sensor, completely redized usng MICs and MMICs, operaing in Kaband as a
surface and subsurface radar sensor, has been developed.

For SFCW radar sensors, both homodyne and super-heterodyne schemes need a
quadrature demodulator producing | and Q components to preserve the amplitude and phase
information of the targets. However, the homodyne scheme would yield large phase errorsin
the wideband SFCW radar sensor, due to difficulties in desgning the quadrature
demodulator for such a wide bandwidth. Alternately, the super-heterodyne scheme has an
advantage of usng a much lower frequency, as wdl as a Sngle Intermediate Frequency (IF)
a whichitis rdaively easy to compensate for the quadrature demodulator errors. Therefore,
the super-heterodyne scheme is more preferable for SFCW radar sensors operated in
wideband width than the homodyne.

In this dissertation, two new SFCW radar sensor systems are presented for the first

time. Each system includes transceiver, antenna, and signd processing parts. The transceivers



1

of both radar sensors are based on the coherent super-heterodyne architecture and are
integrated with MICs and MMICs. The antennae are suitable for an integrated system due to
their seamless connection and have been fabricated locdly. The one intended for the
microwave SFCW radar sensor system was tested and applied to the system while the other
for the millimeter-wave SFCW radar sensor system was tested for potentiad usage in the
sysem. Signd processing was developed using LabView to sample the base-band | and Q
ggnds, synchronize the digitized | and Q sgnds, reform them, and transform the reformed
data from the frequency domain into the time domain. In addition, a new smple yet effective
and accurate procedure was introduced to compensate the common amplitude deviations
and non-linear phase errors of the complex 1/Q vectors due to the inherent imperfections of
the system. Consequently, it can be stated that the performance of the two SFCW radar
sensor systems was accurately appraised with intended usage for subsurface and surface

radar sensors gpplications and is described in much detall in the forthcoming chapters.



CHAPTER I

SUBSURFACE RADAR SENSOR ANAY SIS

2.1 Introduction

Undergtanding the behavior of eectromagnetic (EM) waves is important to the
design of surface or subsurface radar sensors employing EM waves. This chapter presents a
theoretical anadlyss from an dectromagnetic perspective. The above mentioned sensors
transmit EM energy through the transmitting antenna to targets (or objects) such as sand, soil,
pavement, wood, liquid, mines, etc., and recelve EM energy reflected back from targets
through the receiving antenna.

The most important terms in radar sensors are 2resolutior? and 2 penetration dept?.
The range resolution determined by pulse shape is discussed in more detail in Chapter 111.
On the other hand, the penetration depth is determined by various parameters. Therefore, the
penetration depth of a radar sensor is intengvely focused in this chepter. Some are
controllable by the designer, but others are dependent upon the propagation media and
individua targets. The attenuation constant, wave velocity, reflection and transmisson
coefficients, spreading loss, and Radar Cross Sections (RCSs) of targets are those
parameters of the radar sensor that cannot be adjusted by the designer. On the other hand,
the transmitting power, antenna gain, frequency of the EM wave, and the receiver's

sengtivity are controllable by the designer.
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The EM waves of subsurface radar sensors propagate into materids with a wave
velocity that associates them with the eectrica properties of the materias. However, they
aso suffer from attenuation losses that are related to the materid properties. The attenuation
and velocity of EM wavesin agiven maerid are important parameters for radar sensors that
ad our underganding of how EM waves propagate, what they look like a a specific time
and location in the materid, how much power loss arises, and how thick the materid is.

If EM waves encounter a didectric discontinuity that results from a sudden variaion
of materia properties, part of the energy of the incident wave will be reflected, and the other
part of it will be tranamitted. When a plane EM wave is incident obliquely on the interface
with a polarizaion, its reflection and tranamission coefficients are governed by Fresnd’s
equation, while the transmitted and reflected angles are determined by Snell’s Law [26].

The attenuation congtant and wave veocity will affect the reflected power in the
dielectric medium. The reflection and tranamisson coefficients, as wel as the incident angle
and the Radar Cross Section (RCS) will affect the reflected power at the didectric
discontinuity.

The penetration depth is related to the transmitting power and the receiver's
sengtivity, which estimates the minimum sgnd level that can be detected. This sengtivity is
affected by the input noise bandwidth, receiver noise figure, and the required signd-to-noise
ratio (SNR). In addition, the higher the frequency, the greater the atenuation that will be

incurred in the propagation medium.
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Consequently, a radar equation including the maximum penetration depth of the
multi-layered haf-gpaces amilar to the pavement layers will be derived with the aid of image
theory, assuming that a plane wave is incident on homogeneous layers. The maximum

penetration depth is aso expressed in terms of the radar sensor’ s parameters.

2.2 Electromagnetic Wave Propagation
When EM waves propagate into a source free and lossy homogeneous medium,

assuming harmonic time dependence fidds, Maxwell’ s equations in phasor form are given by

[27]
N"E=-jwB 2.1a
N°H=jwD+J 2.1b
NxD=0 2.1c
NxB=0 2.1d

where E isthededtric field, H isthe magnetic fidd, B is the magnetic induction, D isthe
electric digplacement and J isthe dectric current.

When EM fidlds are in a materid, the dectric fidd, the magnetic fidd, the magnetic
induction, the eectric displacement and the dectric current are dl rdlated to each other by

condtitutive relations such as [27]
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D=eE 2.2a

wl
3

2.2b

J=sE 2.2c
where e = epe; ,which isthe product of the dielectric permittivity of the free space e (» 8.85
" 10™ F/m) and the relative diglectric permittivity of the materid e, , the complex permittivity
of the materid, m= mym, which is the product of the magnetic permesbility of the free space
my(» 4p ~ 107 H/m) and the rlative magnetic permeshility of the materid m, the complex
permesbility of the materia and the conductivity of the materid s .
Subdtituting (2.28) - (2.2¢) into (2.1a) and (2.1b) leads to Maxwell’s curl equations

[27]
N° E=-jwmH 2.3a

N° H = ngeéq; JSWQE: jwe.E = jw(et- jedE 2.3b
e 2

where e; (W) = e€(w) - je2 (w) =e (W)- js(w)/w isthe complex digectric permittivity.
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In order to explain in detail how the waves propagate in a didectric materid (i.e, a
lossy medium), modified Helmholtz equations, which are derived from Maxwell’s equations

and condtitutive equations, are needed as depicted in [28]

N2E +w?me E =N?E- g’E=0 2.4a

N2H +w?ne.H =N?H - g?H =0 2.4b

where g is the complex propagation constant of the wavesin the medium and defined by [28]

g=a+ jb = jwyne, :jWJITE 1- j;—e 2.5
or
— aely _ . .
g= JWJHE‘I/l- iCe = jw,/med/1- jtand 2.6
éely

where a isthe attenuation constant ( Np/m ), b is the phase congtant ( rad/m ), and the loss
tangent tand is defined as the ratio of the red to the imaginary part of the complex

permittivity e; asin [28]

el s
eC we
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2.2.1 Plane Wave Solution
Assuming a plane wave, the dectric and magnetic fidds propagating into a lossy

medium in the +z direction in the Snusoidd steady State are obtained by solving Hmholtz

equations (2.44) and (2.4b) as
E, (zt) = E e cos(wt - bz) 2.8a
ad
ExO -az
H,(zt) = e cos(vvt - bz- fhc) 2.8b

h
where h. = |h|Df n. isthe complex intrindgc impedance of the lossy medium and E,o and Hyo
are the dectric and magnetic field intenstiesat z= 0.

The euations (2.88) and (2.8b) account for both the attenuation and the phase
congtants (a and b). This means that if we know the attenuation and phase congtants of the
medium at a specific frequency w, it is possible to predict the fields at a specific time t and
distance z.

From equations (2.8a) and (2.8b), if the transmitting signd is captured in the recaiver

at adistance z, the amplitude of the eectric or magnetic field is attenuated by

A=-az20loc € = - 8.686az 2.9

where A isthe attenuation in dB.
Therefore, knowing the value of the attenuation constant of the propagation medium

Isimportant in predicting the power of the recaived field. When the transmitting antenna emits
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a plane wave, as can be seen from equations (2.89) and (2.8b), the time-averaged power
dengty §z) at adisance zis

| 2

1 PR |Ex0 -2
S(2)=|=ReE" H (= cosf , e “* 2.10
5o = el ] =Gt cost
where H' denotes the complex magnetic field intensity conjugate.

This demondrates that the power densty of the plane wave in a lossy medium

decreases exponentialy at arate of €% as the plane wave travels in the direction of z.

2.2.2 Attenuation and Phase Congantsin Different Media

For surface penetrating radars, the parameters of interest are the attenuation constant
and wave velocity of EM waves in their propagatiion media The atenuation constant
decreases the power of the received EM waves that determines the maximum range or
penetration depth. The phase congtant affects the wave velocity that is related to the target’s
range. The practical propagation mediaare lossy and usudly categorized into two types; high
loss and low loss materias. They are described daborately as below.

From equation (2.6), the attenuation and phase congtants (which are the red and

imaginary parts of the propagation congtant, respectively) of a medium thet is defined as

lossy, are given by [28]

a wJ_cc\/ (1+t 1) 2.11a
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b :Wﬂ/rre¢\/%(«/1+tan2d +1) 2.11b

From eguation (2.114), it is evident that the atenuation congant is a function of the

frequency.

A. High loss materid
Asabenchmark, if tand >> 1 (i.e, s >> we), the medium is termed as one with

high loss. From equation (2.5) the attenuation and phase constants are given by [28]

a».,|l—— 2.12a
2
and
b » % 2.12b

where the attenuation and phase congtants are dependent upon the frequency and

conductivity of the materid.

B. Low loss materid
Low loss materid is usudly a good insulator due to its low conductivity. If tand <<
1(i.e, s << we), the materid is sad to be of low loss. Equation (2.6) is gpproximated by

the binomid as



ye 1 1 ~
g » jW1/m3¢§l- E(j tand)+§tan2d§ 213
From equation (2.13), the attenuation constant (the rea part of the propagation constant) is

reduced to

a »w,/ met—— 2.14a

The phase congtant (the imaginary part of the propagation constant) is approximated as

b »Wﬁag‘p%tanzdé»wm 2.14b
e (4]

The common pavement materias of interest in subsurface radar can be consdered to
be low loss and norn-magnetic materiads (i.e., m= my) [29],[30]. Table 2.1 shows an example
of the measured properties of the pavement, typicaly layered asphdt above the base materid
and subgrade [8]. A measurement using the Network Analyzer at 3GHz was conducted by

the Texas Trangportation Ingtitute (TTI) that is shown in Table 2.1.

Table 2.1 Electrical properties of pavement.

Asphdt Base Subgrade
et 5-7 8-12 >20
e? 0.035 0.2-0.8 N/A
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Figure 2.1 illudrates that while the loss tangent is varied, the attenuation constants of
amedium cdculated by equation (2.144), approximated from equation (2.11a), are not much
different than those obtained by equation (2.118). Therefore, the practica pavements, as
shown in Table 2.1, can be assumed to be as low loss for cdculaing the attenuation
congtants. However, didectric permittivity and eectrica conductivity are both frequency
dependent. With increesing frequency, conductivity loss reduces and dipolar losses
associated with the water relaxation of the materid increases. Consequently, the total loss is

increased [31].

0.95

0.9

0.85 \
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\
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0.6

107 10" 10°
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Figure 2.1 The loss tangent vs. the ratio of the atenuation constants caculated by equation

(2.114) to those cdculated by equation (2.144).



2.2.3 Wave Vdocity

In a non-dispersve medium, the wave veocity is indegpendent of frequency. On the
other hand, in a dispersive medium, different frequency components propagate with different
veocities causng adigortion of the Sgnd due to variations in the phase constant at different
frequencies. The phase velocity v, (called the wave velocity), which kegps a constant phase

point on the wave, can be written as

V,=—=— 215

The phase veocity of an EM wave is expressed in terms of the speed of light in a
materid in equation (2.16). From equations (2.14b) and (2.15), the wave velocity in alow

loss materid and non-magnetic materid isfound to be
c é& 1(_ ., ,\u_ ¢cC
n=——g4a-=\tan“d);» —
@g 8( )H @ 2.16

The wave velocity is rdatively condsent over the common subsurface radar
frequency range of 10-1000MHz a conductivities of less than 0.1 S‘m. However, it is
increasingly independent of conductivitiesin the 1-10-GHz region where the weter relaxation
effect is dominant [31]. Therefore, dispersve characterigtics of materids at high frequencies

need be considered for the accuracy of the measurement.



2.3 Scattering of a Plane Wave Incident on Targets

EM waves incident on a target will be scattered, with a portion of the scattered
energy captured by the recelving antenna. Since the ectromagnetic properties of the target
affect the reflected power, the recelved power can be estimated if the properties of the target

and the propagating medium are known.

2.3.1 Scattering of a Plane Wave Incident on a Half- Space

If an EM wave isincident on an interface, part of its energy is reflected and the other
part is trangmitted through it. In the case of a smooth and flat surface, the reflection
coefficients depend upon the polarization of the incident wave, the angle of incidence, and the
wave impedances of the materids [32]. The polarization is determined by the angle formed
between the dectric fidd vector and the incident plane [28]. If the dectric fidd is in the
incident plane, the incident plane wave has a pardlel polarization, as shown in Figure 2.2,
where the incident plane is on the xy plane. Alternatedly, if the eectric field isincident normaly

on the plane, the incident plane wave isin perpendicular polarization.

A. Reflection & asngleinterface

If aboundary exists between two media, by applying the boundary conditions (which
requires continuity of the tangentiad components of the E- and H-field a the boundary), the
reflection coefficients G,or and Gy Of the incident wave in the parald and perpendicular

polarizations are given by [28]
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_h,cosf, - h, cosf,

Gr = h, cosf , +h, cosf . 21ra

h, cosf, - h, cosf,

G ~h,cosf, +h, cosf 217

where f; and f. are the incidents and transmitted angles; h; and h, are the intrinsic

impedances of mediums 1 and 2, respectively.

Figure 2.2 A plane wave with a pardle polarization incident on a dielectric interface.



25

If apardld-polarized wave is incident on the interface through alossy medium 1, as
shown in Figure2.3, the time-averaged power density S(R) reflected from the interface a R,

which is the distance from the interface, is found by using equation (2.10) as

S (R =[G, en(- 42,R)S (R 2.18

par

where S(R) is the incident time-averaged power density at R, a; is the attenuation constant

of the lossy medium 1.

Medium 1 Medium 2
<« S(R) Gpar < :
— S(R)
1 a,
>
R

Figure 2.3 Received power dendty attenuated by the reflection at the interface and the

attenuation in the propagating medium.

Figure 2.4 shows the magnitudes of the reflection coefficients for both the pardld
and the perpendicular polarizations of a plane wave that is incident on a smooth flat surface,

placed a distance z from the trangmitting antenna, with varied angles when the wave
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incidents from free space to those losdess media with rdative didectric congtants vaues e¢
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Figure 24 Magnitudes of reflection coefficients of a plane wave incident on different

didectric materias from free space with varied angle.

The phase of the reflected signd from a didectric interface is determined by the
phase of the reflection coefficient [33]. Assuming a norma incidence of a plane wave on a

dielectric interface with a parallel polarization, equation (2.17a) can then be reduced to
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hz B h1
e 2.19
G h,+h,

In case of alow loss and non-magnetic materid, such as pavement as seen in Section

2.2, the intrinsic impedance is dmogt ared vaue h » \/m /e e¢ . Therefore, from equation

(2.19), we have

where e¢; and e¢, are the red parts of the relaive didectric permittivity of those materidsin

2.20

regions 1 and 2, respectively.

To verify equation (2.20) in practica the pavement, as shown in Table 2.1, the
reflection coefficients at the interface in between the asphat and base layers were caculated
usng equations (2.19) and (2.20), while the imaginary part of the didectric permittivity of the
base layer was varying in the range of 0.2-0.8, as shown in Table 2.1. As expected, the
reflection coefficients obtained from equation (2.20) show a most a 1% error, as shown in
Figure 2.5. Therefore, an assumption of losdess materid is quite valid in cdculding the
reflection coefficients of the pavement materids. Similarly, it can be deduced that the

transmission coefficients can aso be calculated under the assumption of losdess materids.
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Figure 2.5 Reflection coefficients in norma incident where A is caculated using eguation

(2.19) and B is caculated using equation (2.20) with an assumption of low loss.

From equation (2.19), the phase of the reflection coefficient is either 0 or p radians.
For ingance, if the Sgnd isincident from a materid with lower didectric congtant to one with
a higher didectric, the polarity of the reflected sgnd is opposte to that of the incident signd.
This happens with most practica redizations of the subsurface radar sensors, such as with
the assessment of pavements or the detection of mines. On the contrary, when the incident
sgnd propagates from a materiad with higher didectric congant to one with a lower
didectric, the reflected sgnd is returned with the same polarity as the incident sgnd. The

opposite polarity of the reflected Sgnd as compared to the incident signa and the result can



be used to detect an ar void, which might indicate a defect in the pavement, bridge,
laminated wood, wall and so on.

However, in case of alossy materid, the reflection coefficient would be a complex
vaue due to the complex intringc impedance of the lossy materid. The phase of the reflected
sgnd would then be h between 0 and 2 radians, depending on the losses of various
materids. In addition, the phase of the reflection coefficient will dso be changed by the
frequency of the incident signa, since the didectric permittivity is a function of the frequency
of the incident Sgnd. Therefore, the phases of the reflection coefficients in lossy media are

found if the didectric permittivities over the band of interest are known.

B. Reflection and transmission of a plane wave a the interfaces of multi-layered mediums
Subsurface radar sensors investigating the pavement will encounter multiple layers
under the pavement. In order to recognize the reflected power from the interfaces of the
pavement, the reflection coefficients, as well as the transmisson coefficients at the interfaces,
should be known. The transmission coefficients Ty and T Of the incident wave in both

pardld and perpendicular polarizations, respectively, are given by [28]

B 2h,, cosf . 901

P h,cosf, +h, cosf, 8
Zh, cosf .

2.21b

P " h,cosf, +h, cosf,



where f; and f; are the incidents and the tranamitted angles, h; and h, are the wave
impedances of mediums 1 and 2, respectively.
The wave passng through an interface will be refracted by Sndl’s Law, which is

defined as[28]

2.22

[0)]
>
—
D
s

where e¢; and e¢, aretherdative didectric constants of mediums 1 and 2, respectively.
When an incident wave traverses through multiple layers, as shown in Figure 2.6, the
total reflected fidd E; o Can be expressed approximately by the superposition of dl

reflected waves,

E »E,+E,+E,;+E, 2.23

r _total

where E;;, E.,, and E; are the sngle-reflected fidds at the ¥, 2 and 3¢ interfaces,
respectively, and E¢, is the double- reflected field within region 1. Then, these reflected

waves can be expressed by
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Figure 2.6 Reflected waves a the interfaces of multi-layered haf-spaces.
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where G,y and T4g indicate the reflection and transmisson coefficients of the wave incidents

from region O to region 1, respectively, f o indicates the transmitted angle of the wave

incident from region O to region 1, a; and a , are the attenuation constants of media 1 and 2,
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respectively, and findly, d; and d, are the thicknesses of mediums 1 and 2, respectively.

Therefore, the Sngle-reflected field at each interface is generdized as

& 2a.d o
Ghn 1&) ( mm- 1Tm im e(pg —:UE 225a
Em—l tmm 1 m

and the double-reflected fidd in the region n is given by

E¢ = (Goa S Gy onr pg Szo( )T mm)ge > 250

cosf e 1 2B

In practice, the reflection coefficients are smdler than ther tranamisson coefficient
counterpart, which results in ignoring the double-reflected field in the totd reflected field. For
ampliaty, if the incident field is normd, the time-averaged power dendty S (R) reflected

from the " interface is given by

S.(R) =(em.1)2§6(mm) (T ) uéu@exp( da,d )us<R) 226

where S(R) is the incident time-averaged power density at R, a is the attenuation congtant
of the k™ medium and R is the distance from the interface. Note that the returned power will
be sgnificantly decreased if the transmission coefficients are smdll.

The phase of the transmitted signal propagated through a didectric interface between
the two different dielectric materids is determined by the phase of the transmisson
coefficient. As expressed in equation (2.21a), the magnitude of the transmission coefficient
will be a postive red vaue and the phase of the transmisson coefficient can be between O

and 2p radians. For losdess materids, the transmission coefficient will be ared vaue, which



leads to it having the same polarity as the incident sgnd. However, in case of lossy materids,
the phase of the tranamission coefficient can be any vaue between 0 and 2p radians. Note
that the phase of the transmisson coefficient depends upon the frequency of the incident
sgnd, aswdl asthelosses of the various materids.

Smilarly, reflection and transmission coefficients in lossy media can be derived by the
definitions provided by Fresnel and Snell [26]. However, the lossy medium has a complex
permittivity, which leads to complex reflection and transmission coefficients. It can therefore
be inferred that the reflected and transmitted waves would be attenuated in amplitude and

modified in angle in alassy medium, while the angle done changes in alosdess medium.

2.3.2. Radar Cross Sections

For subsurface radar sensors that specifically detect and localize objects buried
underground, the Radar Cross Sections (RCS) vaues of the objects to be identified should
be known. The RCS condtitutes an important parameter in the radar equation that is defined
as the effective area that captures the transmitted signal and isotropicaly radiates al the
incident power [34]. RCS provides to the radar equation some crucid characterigtics of the

desired target observed by arecelver. The definition of RCS, s, istherefore given by [34]

power scattered toward source per unit solid angle
S = 2.27
incident power dengity at the target / (4p)

In other words,



where E; is the scattered fidd a the receiving antenna, E; is the incident fidd at the target,

and Ris the digance to the target. An infinity range means that the incident wave is a plane

wave.

Table 2.2 shows the theoretical RCS vadues of typicd geometric shapes in optica
regions (i.e, 2r/l > 10) [18] where the ratio of the calculated RCS to the red cross
sectiond area of a sphere is 1. These vaues are very accurate as the RCS of a sphere is
independent of the frequency in the optica region. The most typica geometry is a hdf-space
for radar sensors that investigate the surface or subsurface of pavement conssting of an
asphdlt layer, a base layer, and various subgrade layers. The haf-space is considered to be

an infinite plate that can be either asmooth or a rough plate, according to roughness of that

plate [30].

Table 2.2 Radar cross sections of typica geometric shapeswherel isthe wavdength.

f
= ImHR 2L

E[

Geometric Shapes Dimendon RCS(s)
Sphere Radiusr pre
Flat plate ror 4pri 2
Cylinder H” radiusr 2prH




2.4 Radar Equation

The radar equation illugtrates the significant characteristics of a radar system [34].
However, it is necessary to be modified for subsurface radar sensor accounting for the
atenuation congtants of the propagation media and wave velocity in the media. The modified
radar equation includes the transmitted power P;, the antennagain G, the recaver sengtivity
P;, and wavelength of the tranamitted wave | , al of which are controllable by a radar
designer. In addition, it takes into account for the RCS vaue of the target, the maximum
penetration depth drey, and the attenuation congtant a of the propagation medium.
Conversdy, these parameters are not controllable by the radar designer. However, it is
difficult to use in practica gpplications such as multi-layered pavement. Therefore, the radar
equation needs to be derived for any subsurface radar sensor investigating pavement layers
or buried objects under the ground to estimate its maximum penetration depth. For smplicity,
the pavement layers and the ground are assumed to be haf-spaces and a plane wave with a

pardle polarization was used.



2.4.1 Generd Radar Equation

Power density S for a plane wave is proportiona to |Ef as seen in equation (2.10).
Asseenin Fgure 2.7, if the transmitted power P, (which is the power a the input termind of
the tranamitting antenna) is radiated into a losdess medium, it will be affected by the

attenuation constant of that medium. The power density Sat the target in range Ris

_RG

= 2.29

where G, is the transmitting antenna gain. By using equation (2.10), [Ei at the target can be

expressed as

2 _ |Z’]c| RG

E = R 2.30

where E; istheincident field a the target. If the received power P, is captured by an antenna
with an effective gperture A4, the scattered power will be attenuated until it reaches the

receiver antenna. Then, smilarly, |E¢f at the antenna of the receiver is

2h| P
E 2:|_°_r
|E4] — 231

where E; is the scattered field at the receiver antenna.
As areault, the received power in terms of RCSis obtained by substituting equations
(2.30) and (2.31) into equation (2.28), which is the definition of RCS.

o _PGAs

r 2 ~4 2.32
(4 )R
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Figure 2.7 Configuration for radar equationsin alossy medium.

If the propagation medium is lossy, the attenuation of the medium needs to be
involved. Also, asystem loss L is added to account for the loss factor existent in the practical
radar system itsdlf [35]; for example the antenna polarization, mismatch, and efficiency and
S0 on; then the equation can be modified as
_PRGA,s exp(- 4ad)

(40 R'L

where a and d are the atenuation congtant and distance of the propagation medium,

=

r

2.33

respectively, and the exponentid term accounts for the loss of the medium as shown in
equation (2.18) or (2.26).

In case of a monogdatic sysem in which the transmitting antenna and the receiving
antenna are the same or located in a proximate postion [34], their corresponding gains are
equa to G (i.e. Gy = G, = G ). However, the effective aperture of the receiving antenna

expressed in terms of the antenna gain and the wavelength is[36]

2
A, = GL;F') 2.34




The radar sensor can detect sgnds returned from a target if the received power is
higher than the recalver sengtivity § that is determined by the noise temperature (T), the
noise bandwidth (B), the tota noise figure () of the recaeiver and the 9gnd to noise ratio
(SNR). Figure 2.8 depicts the required minimum input Sgnd leve for the detection of a

target.

KT

Figure 2.8 The required minimum input Sgnd leve or the sengtivity of arecaver where N; =
KTB is the input noise power, k = 1.38 ~ 10 (JK) is the Boltzmann congtant, T is the
standard noise temperature ( T =290 K ), B ( Hz) is the noise bandwidth, and F isthe tota

noise figure of the receiver.

As shown in Figure 2.8, the minimum required input Sgna power is defined by [37]

S =KTBF(S\NR) 2.35



As a measure of the radar, the system performance factor SF of the radar sensor

was defined in[9]:

2.36

‘4
1
»n|o

Note that this system performance factor is useful for radar equation. Consequently, the
radar equation incorporating a maximum range Ry.x, Obtained when the received power is
equal to the recalver sengtivity, and the system performance factor is found from equations

(2.33-36);

_ (@)riL
G % exp(- 4aR__ )

2.37

Note that the maximum range R is dso involved in the exponentid term.



2.4.2 Radar Equation for Half- Spaces

For surface and subsurface radar sensors, the radar equation needs a modification,
goplying the definition of the reflection and the tranamisson on a hdf-space smilar to the
surface of the pavement or the ground. If aradar sensor transmits a plane wave and receives
back a plane wave reflected from a hdf-space at the distance d R (Fig. 2.9a), then the
recelved power a the recelver antenna derived by using image theory [30], as shown in Fig

29 b, isgiven by

PG.A,
P - t ™t GZ
" —4p (2R)2 L 2.38

where Gisthe reflection coefficient of the haf-plane.

From equations (2.32) and (2.38), the radar cross section of a haf-space plateis found as

s =pR’G? 2.39

Thisreault is equd to the RCS of a hdf-space presented in [30]. Therefore, equation (2.38)

isverified.
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Figure 2.9 () A radar sensor receiving from a single haf-space (b) equivaent to (@) when

the image theory is used.
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Figure 2.10 Subsurface radar sensors receiving from the 2 interface: (a) geometry of the

pavement (b) geometry of the pavement when the image theory is applied.



With extending the image theory nto subsurface radar sensors investigating multi-
layered dructures, as shown in Fg. 2.10, when a plane wave is incident up on those
interfaces obliqudy with a pardld polarization, the received power from the second
interface, denoted by P,,, can be derived as the following procedures. The reflection
coefficient term of equation (2.38) needs to be replaced with the aid of equation (2.26):

= (G,) (T )/ (Tor)  ex g Cf;%% 2.40

Then the distance term of equation (2.38) needs to be modified using the trigonometric as

(2R)? _®2R 2x19

= 241
gcosf cosf ., &

wheref ; and f 1o are the incident and trangmitted angles at the first interface, respectively.
Note that the thickness of the dielectric layer, d;, should be replaced with x, = d,+/e,, as

the wave vedocity is reduced in the didectric layer. Therefore, from equation (2.38), the

received power from the second interface is expressed by

PG’ ? & 4a,d, 0
t (G, (T, (To0) pg f
PER 2% &) cosfo g 242
cosf,, cosf ;g

P =

r2

where G, = G, = G for amonodtatic system.



Then, the generdized radar equation from equation (2.42) can be defined as

Apsl

d a
RG? *(Gy1) 80 (Ton 1) (T 1 )
L t (Ghn-l) ng)l( mm'l) ( m-ﬂn) e(pmm

P E2RLE 2 6

L ;
écosf 4 i Cosfy g

2.43

where P, is the returned power at the receiver antenna from the n” infinite plate.

The n" interface is detectable if Py, 3 S. Consequently, the radar range equation

taking into account the radar’s system performance factor SF is found by using equations

(2.36), (2.37) and (2.43);

1

>

Qo

.2
eapeE R 8 X2
gCOSf 1 1= Cosfy g

el & 4da.d, cu
Gzl 2(Ghn—l)ze() (Tmm—l)Z(Tm lm) e(pg <
Bt Cosf n 1 gg

SF =

2.44

This equation can be used to estimate the maximum penetration depth of radar sensors

investigating multi-layered half-spaces, such as pavement layers.



2.4.3 Radar Equation for Buried Objects
To egtimate the maximum detectable range for a buried object under the ground, as
shown in Figure 2.11, equation (2.44) needs a modification that replaces the 2" interface

into the RCS of the buried object. The time-averaged power density Sat the object is

PG & 2a.d, o
S= — 2 (T10)2 g £
X, O COSI 440 ;a 2.45
4|0§ x
cosf,, cosf,, g
Thus, the reflected power from the object is
PG A.s da.d, O
R = S L4 (Tlo)z( ) pg %I
( )2"3e R +_ % 0 L COST 110 g 2.46

gcosf 4 cosf g

where the system loss L is added later as discussed earlier.
Consequently, the maximum detectable range, dimax, Under the surface can be

derived using the system performance factor S-:

LA
+ leax 9'.

o - gcosf L cosf . 5 0 47

& 4a,d o]
G®l%s (Tlo)Z(T01) Eng Fflmax‘ia
t10

where d,, . = zlmax/\/a.




This equation is verified by equation (2.46) when the RCS of a buried target, s, is

2
replaced with the RCS of a haf-space, which is pae R4 Yima g G*, with the aid of
gcosf 4 cosf g
equation (2.39).
Surface\
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Figure 2.11 Buried object under the surface.
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CHAPTER I

SFCW RADAR SENSOR ANALYSIS

3.1 Introduction

As discussed in Chapter |, SFCW radar sensor as a HRR sensor is attractive due to
ther diginct advantages. Understanding this sensor’s principles is necessary not only to
design, but so to andysis of its properties.

The resolution of a radar sensor can be either vertical or latera, depending on the
direction of observation. The vertical (or range) resolution depends upon the total absolute
bandwidth of the tranamitted sgnads and wave veocity. On the other hand, the laterd
resolution is directly proportiond to the 3dB beamwidth of the antenna and the distance
between the antenna and the target. Therefore, the wider the bandwidth, the greater the
observed vertica resolution, whereas the higher the frequency of operation, the narrower the
|ateral resolution.

Increasing the frequency of the transmitted signd makes it much eader to achieve
accurate lateral and vertical resolution; however, it dso has the added disadvantage of
degrading the penetration depth. Usudly, lower frequencies can penetrate deeper, but they
provide very smal laterd and vertica resolution, due in part to the redrictions on the
absolute bandwidth. Therefore, there is an inherent tradeoff involved in satisfying both the

penetration depth and resolution requirements.



This evidently implies that the design parameters of a SFCW radar sensor should be
consdered carefully and understood thoroughly in order to achieve an optimum design.
These parameters include the frequency step Df, the totd bandwidth B, and the pulse
repetition interval PRI. The frequency step is related to an ambiguous range R, which is an
unfolded range that can be defined by the sampling theory, while the absolute bandwidth of
the tranamitted sgnd determines the vertical resolution and the pulse repetition interval affects
the recaiver’ s sengtivity.

Further, the actud system performance factors are used by the radar equation
derived in Chapter 1. Consequently, smulations will be conducted to estimate the
penetration depth in terms of the actud system performance factor for the two SFCW radar
sensor systems. The smulation results for the UWB SFCW radar sensor system will show
the maximum penetration depth of the asphalt and the base layers of the pavement, and so
depict the effect of an incident angle. On the other hand, the smulation results for the
millimeter-wave SFCW radar sensor system represent the maximum detectable depth of a

buried object under the ground.
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3.2 Principles of SFCW Radar Sensors
The SFCW radar sensor employs a consecutive train of N frequencies (i.e, fo, fy,...,

fn-1) generated with a uniform frequency step Df, as shown in Figure 3.1(a-C), that depicts its

waveform in time and frequency domains, and time vs. frequency domains.

fo f.. fho fra
4+—>
PRI
< g
N~ PRI t )
@
B [« P
A
A A A A |—
o * k_’ B
c oo ’ PRI
N —
fo Ad
» f >
fo f1 fn-2 fn—l I‘ N’ RP t
(b) ©

Figure 3.1 The waveform of a SFCW radar sensor in (a) time domain (b) frequency domain

(c) time vs. frequency domain.



The total bandwidth B is, thus N times Df. An important parameter that needs to be
conddered is the pulse repetition interval PRI that is defined as the time required for
transmitting a single frequency [18].

The step-frequency radar sensor operates as a frequency-modulation system -
transmitting sequences of snusoida sgnds toward a target and processing the return sgnals
in order to find the properties of that target. The mathematical expressons of the transmitted

waveform of the SFCW radar sensor can be expressed as [18]

X (w,,t) = A cos[wit +qi] 31
wherew; = 2p(fo + iDf), i =0,...,N-1; Aj and gj are the amplitude and the relative phase of
the ith transmitted ggnd. If the transmitted signals are returned back to the receiver from a

fixed point target, the returned Sgnds, induding atwo-way travel time t, can be represented

as

r,(w,,t,t) = B codw, (t- t)+q,] 3.2
where B; is the amplitude of the ith returned sgnd and t is the two-way travel time to the

target. However, the two-way trave time t, that is directly rdated to the range R of the

target is

R=CSt 3.3
2

where c is the speed of light in free space.
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The returned signals are then coherently down-converted into base-band Sgndsby a
portion of the transmitted sgnas at the quadrature detector. After down-conversion, the

normalized base-band in-phase (1) and quadrature (Q) sgnds are obtained as

|, =cos(- wit )= cosf 34a

Q W, t)=sn(- wt)=snf, 3.4b

The andog 1/Q dgnds are sampled into digitd 1/Q sgnds through an Anaog to
Digitd (A/D) converter. It is worthwhile to note that the range information of the target can

be found from the phase f; = wit of the I/Q signd. In order to retrieve the two-way travel

time t, the Fourier Transform is used. By combining the digitized 1/Q sgnas n complex

vector form, an andytic Sgnd is obtained as

C =1 +]Q =exp(- jf;) 35

The IDFT that transforms the complex vector C; in a frequency domain into a range

profile of the target in time domain is[18],[38]

1 M-1 Ai 2pni ()
y =— a C,exp(?JZpllil
n M-, BMH{

3.6

where0O £ n£ M-1.
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However, adding M-N zeros on the N complex vectors corresponding to the N stepped-
frequencies to make the size of an array, V, induding the M vectors into the power of two
increases the speed of the Inverse Discrete Fourier Transform (IDFT), as wdl as a range

accuracy as discussed later. Therefore, the IDFT applied to the array V becomes

3.7

where 0 £ n £ M-1 and k is the index of the vector V. Substituting equation (3.5) into (3.7)

gives
M- 88 ' H '

where
ety 38

Equetion (3.9) states that j , is vaid only if (M-N)/2 £ k £ (M+N)/2 -1, otherwise j |, =

Letting k = m + (M-N)/2 leads egquation (3.8) to

N-1
a exp

1
y =— 3.10
n ™M

& IO
8&:83

T

CDQ('D~

Rewriting and normalizing equation (3.10) in terms of the range R, we have



N-1 € B M-N& 20f 2REU
y = e(pej(éla §n+ o M7 311
m=0 @ g 8]

In addition, rearranging it gives

28 4RO gepn( - N)ONal € ggpn 20D 2R U
=epi— 5expg v e it T Mg

where f,, = fo + mDf, f, isthe start frequency. Then, solving equation (3.12) gives

3.12

a?ﬂ@

N O
AY n -
394pfoR9 aepn(lvl NS, ea(N 1)0 2

Yo —expé Tex pg §J 5 Q 3.13

0
&2

@O

& 2MDfRO2p
where a :8 c g_ Therefore, the magnitude response of the IDFT becomes

3.14

where N isthe number of frequency steps.

Figure 3.2 indicates the magnitude response of the IDFT (caled the synthetic pulse)
where that pulse, congsting of N lobes, is repeated every M cells due to M points of IDFT
[38]. The pesks of the main lobes of equation (3.14) occur when n = n, + IM corresponds
toa==2p, =01, 2... Hence, the range of the target in terms of n,, which is the cdll

number corresponding to the main lobe' s peak a a = 0, becomes



n.c
R=—2" 3.15
2MDf

where M isthe number of IDFT.

o e on-1 "

VA % .
k n+M n

Ny ng+1

Figure 3.2 Synthetic pulse obtained by the IDFT.

Let the 2range accuracy? dR be the minimum displacement of the pesk of the main lobe, as

shown in Figure 3.1. Then, the range accuracy obtained by letting n, = 1is

dR =

SMDf 3.16

It is important to note that equations (3.15) and (3.16) are vdid with no error if the
frequency source is ided and the frequency step dze Df is uniform. In practice, the
frequencies are, however, contaminated by phase noise and the frequency step is not

uniform. Therefore, the range accuracy wouldn’t be improved beyond limitation. An andyss



of these effects on range accuracy was not covered here, as it will be beyond the scope of
this dissertation.

In the case of multiple targets, the synthetic pulses obtained from each target will be
superimposed. When two synthetic pulses caused by two targets & R1 and R2 have the
same magnitudes, the range resolution DR can be defined by the range difference R2 - R,
where the cdl number ng, corresponding to the main-lobe's peak of the target at R2
coincides with the main lobe s null of the target a R1, asillustrated in Figure 3.3.

The main lobe's null occurs when n = ny; + M/N, resulting in N = Ny + M/N.
Conseguently, the range resolution DR is given by

n,c

where the result isidentical to the range resolution, defined for the impulse radar as NDf = B.

— Targetat R1

L U — Target at R2

oA
~

Npr N2 np1+M n

Figure 3.3 Range resol ution as defined by the main lobe' s null.



3.3 Design Parameters of SFCW Radar Sensor
Repesating equation (3.5) here as equation (3.18), the complex vector of the 1/Q

componentsis expressed as

Cw.t)=1,w.t)+jQw.t)=Aenp( jf) 3.18
where C; is denoted by the complex 1/Q vectors. When the SFCW radar sensor recelves a
train of stepped-frequency is from a Sationary point target at range R, the phase (f ;) of the

complex 1/Q vectorsis given by equation (3.19):

fi=-2pfit,=- —— 3.19
C
wheref; isthei™ frequency and t,=2R/c is the two-way travel time. The change of the phase
f; of the complex 1/Q vectors, with respect to time, produces a constant radia frequency w

(rad/sec), as given by

ff, _ 4pRdf, _ 4pRDX

It c d c(PRI) 3.20

If atarget range Risfixed, the the complex 1/Q vectorsin amagnitude of A rotate at
a congtant rate along the locus, as sown in Figure 3.4, where the phasef ; is a function of the
stepped-frequency f;, as seen in equation (3.20), and A is assumed as a constant value.

The above analyss can be generdized to a Stugtion involving two targets at R, and
R, wherein the magnitude and phase of the complex vectorsare Ay and f ; for thetarget at R,

and B, and f ; for the target a R, whilethe radid frequency w of the complex 1/Q vectorsis
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the sum of the different radid frequencies (Wg; and wg) of the complex 1/Q vectors

produced by the two targets, and is expressed by

A .
iQ
Locus of G, ._Q).\
\‘\
Ay
\
Ce
Seeq Ajcosf,

1
—
-

-
- -
Sedaun”

——————y

-

N2 Cu= Asexp(-jfy)

Figure 3.4 Complex 1/Q vectors rotating at a congtant rate for a fixed point target when the

amplitudes A; of returned signds are congtant.

W =Wy tWg, =-K(R +R,) 321
where K = -4pDf / [c(PRI)] is condant if the targets are in the same propagating medium.

The vector diagram resulting from the two targets is depicted in Figure 3.5.
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Figure 3.5 Complex vectors Ci = Ci g1 + Ci g, moving dong the locus due to two point
targets.

3.3.1 Laterd and Verticd Resolution

Laterd/Verticad resolution denotes the ability of the sensor to distinguish two targets

(or objects) that are closdy spaced in lateral and verticd directions, respectively. A

resolution could ether vertical or laterd, depending upon the direction of observation, as
shown in Figure 3.6.
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Figure 3.6 Resolution of a radar sensor, where DR, and DR, denote the latera and vertica

resolution, respectively.

In figure 3.7(8), the laterd resolution is defined by [35]

DR, = Rq 3.22
where q is the antenna beamwidth (in radians) and R is the range of atarget satisfying a far

field condition, as given by [36]

, 2D?
|

R 3.23

where| isthewaveength and D isthe dimension of the antenna.

The laterd resolution DR, is thus dependent of the antenna beamwidth and the range
of atarget in far fidd distance, which means that the high frequencies yied a high (or narrow)
laterd resolution if no advanced signd processing (such as the Synthetic Aperture image

processing technique) is applied.



Figure 3.8(a) represents the laterd resolution vs. the far field distance with varied
beamwidths. According to the amulation results, it is needed to employ the frequency range
of the Ka-band to achieve the laterd resolution in inches for the surface profiling sensor. The
3dB beamwidth of the Ka band waveguide horn antenna that is to be incorporated into the
system is about 0.26 radians. If the range of atarget is 0.12m, the laterd resolution will be
0.031m (= 1.2 inches).

On the other hand, the verticd resolution DR, is determined by the total operating
bandwidth B given by equation (1.2). However, the total bandwidth Bisequa toN ~ Df that

givesthe verticd resolution of the SFCW radar sensor as[18]

C
Di =
R, 2NDF 3.24

Figure 3.8(b) represents the vertical resolution vs. the bandwidth with varied relative
dielectric congtants when a hamming window factor (= 1.33) is agpplied. According to the
amulation results, the required bandwidth should be at least 4GHz to achieve the verticd
resolution in inches for the subsurface radar sensor. However, with the theoreticad range
resolution, it is quite hard to distinguish two synthetic pulses clearly, especidly if those pulses
are superimposed. Hence, it was decided that the operating absolute bandwidths should be

5GHz and 8GHz for the microwave and millimeter-wave SFCW radar sensors, respectively.
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3.3.2 Ambiguous Range

As seen from equation (3.20), the phase f ; of the complex 1/Q vectors is determined
by the frequency f;. The resulting phases f ; of the complex 1/Q vectors are in the range of
2p. When two targets located at R, and R, produce phasesf; r and f_ro, respectively, at
a frequency of f; and if the phase difference (Df g, and Df ry) obtained from the two
consecutive frequenciesDf gy =i ri-fiss rmand Df =T ro - fis1_re @€ equd, then the
two targets tend to appear at the same location.

From another perspective, as in equation (3.20), the phase differences Df g, and

Df g, associated with R, and R, respectively, is given by



Df

Df o, =- 4sz1 3.25a
Df

Df o, =- 4sz2 3.25b

If Df e =Df o= 2pn, then the two targets are anbiguous. From equations (3.25a-b), the

ambiguous range R, isfound as[18]

c

R =[R- R|=—=

3.26
As seen by equation (3.26), the ambiguous range is determined by the frequency step Df.
The ambiguous range can dso be found by using the sampling theory [38]. If asgnd
with bandwidth B is sampled by a sampling time D, the signd is replicated every n(1/Dt)Hz
in afrequency doman where n isthe integer, as shown in Figures 3.9(a-b). In order to avoid
diagng, the bandwidth B must be less than one-hdf the inverse of the samplingtime (i.e, B £
1/2Dt). Smilaly, usng a dudity of the sampling theory enables us to infer that the range R
must be less than one-haf of an inverse of the frequency step times the speed of light (i.e, R

£ ¢/2Df) as shown in Figures 3.9(c-d). Thus, the resulting ambiguous range R, is the same,

as given by equation (3.26).
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Figure 3.10 illugtrates the ambiguous ranges vs. the frequency steps with various
dielectric congtants. According to the smulation results, the narrower the frequency step, the
greater the ambiguous range, which inclines us to consder a frequency step of 10MHz, in
spite of having an added disadvantage of requiring a large sweep time to cover the entire
bandwidth. The rationale for this choice is further buttressed by the fact that the frequency
synthesizer available in the testing lab does't dlow for the generation of arbitrary frequency

gepsin the vicinity of 10 MHz.
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Figure 3.10 Ambiguous range vs. frequency step of the SFCW radar sensor for different

didectric congtants.

For the microwave and millimeter-wave SFCW radar sensor, the frequency step of
10MHz was used. Though other frequency steps (1, 100 MHz) were redizable in the lab,
they had sgnificant limitations. The 1IMHz frequency step was deemed too narrow to sweep
the total operating bandwidth, while the 100MHz step was so wide that the ambiguous range

wasonly 1.5m.



3.3.3 Pulse Repetition Interva

The SFCW radar sensor needs an entire train of stepped frequency signds for a
process to find the range information of a given target. The SFCW radar sensor transmits a
angle frequency and receives the reflected sgnd frequency during a paticular PRI.
However, for coherent demodulation, the PRI should be &t least larger than the two-way
travel time to the target. Therefore, the PRI for a single stepped-frequency must be larger

than the two-way travel time to the furthest target a R, which can be estimated as

PRI 3 2—5 3.27

However, as the PRI should be considered up to the ambiguous range, it can be
inferred from equations (3.26-27) that the PRI term related to the frequency step is given by

[18]

PRI 3 3.28

1
Df
From equation (3.28), the minimum required PRI should be greater than 0.1us if the
frequency step is set to 10MHz. Thus, if a PRI of 50us is used with a frequency step of
10MHz, at a bandwidth of 5GHz, the sweep-time of the entire bandwidth would be 25ms.
However, the fastest PRI of the frequency synthesizer in the laboratory is 100ms.

ThisPRI leads to a 50sec sweep-time for a frequency step of 10MHz, when a bandwidth of



67

5GHz is chosen. On account of this congdraint, it was possble to conduct only stationary

measurements.

3.3.4 Number of Frequency Steps

The SFCW radar sensor illuminates a target with a consecutive train of N
frequencies, recelves the train of N frequencies, and coherently processes them in a sgnd
processing block in order to extract the synthetic pulse. Therefore, its process gain is said to
be N if there is no integration loss. Generdly, the effective integration number N IS given by

[35]

N = 3.29

N

L

where N isthe number of frequency steps and L; isthe integration loss.
Integration loss is caused by a window function, an imperfection in the coherent

process, and so on. The hamming window yidds an integration gain (= /L) of 0.54 [35].

For subsurface SFCW radar sensors, a complete coherent process is achieved when the

dispersion dfect of the propagation media is compensated for by sgna processng with

known properties. Therefore, the radar equations (2.41) and (2.44) derived in Chapter 1,

need to be modified for the SFCW radar sensor, as given by

wg gt
o = cosf, Gcosf, g 3.30
& 4 d. ou
eff(Gnn 1) A mm 1)4

Bm= 1 pg f om 1 zg



ad
® R o'
o Em s ety
o = cosf, cosf ,, g 331
& 4a,d

G?l *Ns (T,,) exp &+
eff ( 10) g COSf 1o g
Consequently, equations (3.30) and (3.31) can be used for detecting pavement layers and

buried object under the ground, respectively.

3.4 The System Performance Factor and Penetration Depth

The system performance factor S, as seen from equations (3.30) and (3.31), is one
of the most important parameters in the radar equation for estimating the penetration depth of
the subsurface radar sensor. In practical subsurface radar sensor systems, the system
performance factor can be limited by the actual recelver dynamic range, as discussed below.
Hence, it was necessary to incorporate a correction into the system performance factor

The maximum available dynamic range, denoted by DR, of the receiver of a sensor
isthe ratio of the maximum available receiving power, denoted by P, m,, that the receiver can
tolerate without suffering a digtortion to the recelver’s sengtivity, S, which satidfies a
specified SNR a the output of the recaiver. The upper limit of the maximum available
compression free dynamic range is determined by the 1dB compression point Pyqs Of the
recaiver amplifier in order to avoid its saturaion, while the lower limit is determined by the
receiver’s sengtivity. For safety consderations in practica systems, the maximum available

receiver power needs to be below the 1dB compression point of the receiver amplifier.
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The maximum available receiving power of a sensor’s receiver is occurred when the
sensor system is directed on a metd plate during a calibration process. If the transmisson
loss L, is conddered to be the difference between the transmitted and the received power
when their corresponding antennae are directed on the meta plate placed a the stand-off
distance, R asillugtrated in Figure 3.11, it is found that the maximum available tranamitting

power Py ma can be estimated from the maximum available receiving power, as follows.

Pt_ma = IDlr_ma + Lt £ (PldB + Lt)(dB) 332

It should be noted thet the above andysisis vdid only if the maximum receiving power isless
than the saturating power of the receiver.

The trangmisson loss L (= S in Figure 3.11) is caused by the spreading loss, the
antennad s mismatch and efficiency, and others practicd losses arigng from connectors and
cables. The transmission loss can be caculated usng EM amulations, or measured using the
Network Andyzer if antennae are available, as shown in Figure 3.11.

The ingtantaneous bandwidth of the SFCW radar sensor is equad to the inverse of the
PRI, as the frequency band of a single frequency f duringtimet is equd to 1/t around the
center frequency f [38]. Thus, the ingtantaneous bandwidth of the input signd a the recelver
Is much less than the total bandwidth B, which results in alow senstivity leve a the recever,
as defined by equation (2.35).

A low noise amplifier (LNA) should be placed at the front-end, followed by a down-

converter to reduce the total noise figure as given by [39]:
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Figure 3.11 Measurement of the transmission loss L; where R is the stand-off distance.

F,-1 F.-1
F=FR+——+ - 3.33
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Asareault, if the SNR, is s, the sengtivity of the recaiver is given by [39]
S =KTBF(NR), 3.34

wherekT =-174dBm/Hz a T = 290 K.
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Figure 3.12 illugtrates the system performance factors and dynamic ranges of the

sensor system. A procedure to caculate the actud system performance factor, which is

modified from the system performance factor, is described as below.

The system performance factor can be found by using equations (2.41), (2.44) and

(3.32):
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m-S)=(P . +L - S)dB) 3.35

Figure 3.12 Graphicd andyss of the system performance factors and the dynamic ranges

when DRy £ DR .

On the other hand, the recaiver’s maximum available dynamic range, denoted by
DR e, Can be defined as the difference between the maximum available receiving power

and the receiver’ s sengtivity:

DRr_ma = (Pr_ma - SI XdB) 3.36

This leads the system performance factor (in terms of the maximum available dynamic range)

to be

SF =(DR, ., +L,)(dB) 3.37
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The sysem performance factor represents the maximum performance of the system if the
system satifies the maximum available dynamic range. However, it is important to note that
the system incorporates A/D converters for sgna processng. Therefore, the A/D
converter’s dynamic range, denoted by DRy, should be conddered in the sysem with its

dynamic range given by [38]

DR,, » 6.N(dB) 3.38

where N isthe number of bits of A/D converter.

Therefore, the receiver’s available dynamic range, denoted by DR, is limited by
dther the recaver's maximum available dynamic range or the A/D converter’s dynamic
range, whichever is narrower. However, a Sgna processing gain increases the recaver's

dynamic range; therefore, the system dynamic range, denoted by DR, can be defined as

DR, =|DR,, +10log(N, )[(dB) 3.39

Asareault, the actual system performance factor, denoted by SF,, isgiven by:

&, =(DR, + L, )(dB) 3.40

Now, the penetration depth of the SFCW radar sensor system can be estimated
using the radar equation incorporating the actua system performance factor obtained by

equation (3.40).
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3.4.1 Edtimation of Penetration Depth of the Asphdt and Base Layers

The maximum penetration depths of the asphdt and base layers of the pavement, as
shown in Figure 3.13, were simulated at 3GHz for the SFCW radar sensor. In addition, the
effect of the incident angle was dso smulated for the same sensor.

The parameters used for smulation are listed in Table 3.1 where the system loss L
was st to 19dB, which includes the antenna efficiency (= 6dB per a resstive loaded
antenna, i.e. 12dB for a pair of antennas), the antenna mismatch (= 1dB per antennas, i.e. 2
dB for a pair of antennas), and the other losses (= 5dB cables, connectors, etc.) [31]. The
process gain was 24dB, while the hamming window function and 500 frequency steps were
used on the sgnd processing without the integration loss. The A/D converters in the data
acquigtion (DAQ) board of LabView have aresolution of 12 bits per sample, which leadsto
adynamic range of 72dB. The measured transmisson loss was 25dB after incorporating the
antennas (which will be discussed later in Chapter 1V). Therefore, the actud system
performance factor was estimated to be 121dB by using equation (3.39).

Fgure 3.14 illugrates the maximum penetration depth (or maximum detectable
thickness) of asphdt layersvs. the actud system performance factor with different attenuation
congtants. The results show that the atenuation constant and the actual system performance
factor dgnificantly affect the penetration depth. According to the smulation results, this
sensor system based on the actud system performance factor of 121dB, can detect the
thickness of the asphdt layer in the range of 2.3-9.5m, depending upon the attenuation

constants.
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The smulaion results shown in Fgure 3.15 represent the maximum penetration
depth (or maximum detectable thickness) of an asphdt layer vs the actud sysem
performance factor with an incident angle of 20 degrees, where the atenuation congtant of
the asphalt layer was fixed a 0.3 (Np/m). The results show that the incident angle of 20
degrees does not sgnificantly affect the maximum detectable range.

Figure 3.16 shows the smulation results for the maximum penetration depth (or
maximum detectable thickness) of the base layer vs. the actud system performance factor
with different attenuation congtants, where the thickness of the asphdt layer was fixed to 3

inches.

G, Ax ; e e
'\r Alr al a2
Antenna
fy >
P dy d;
¥ <> <>
Antenna < R » |Asphalt| Base | Sugrade
G laver layer | layer

Figure 3.13 Pavement layers used for estimating penetration depths in the smulation.

In addition, this sensor system can detect the thickness of the base layer in the range
of 0.2-0.4m, depending upon the attenuation congtants, when the thickness of the asphalt

layer isfixed to 3 inches.



Table 3.1 Parameters used in the smulation for estimating the penetration depth of the

pavement.
Electrical properties of pavement layers at 3GHz
e¢,; 57
Asphdt layer €21 0.03-0.05
a 0.05-0.5(Np/m)
e¢,; 8-12
Base layer e 0.3-0.8
a 3-9(Np/m)
Subgrade layer et 20
Radar sensor parameters
Antennagan G 10dB
Wave length at 3GHz I 0.1m
System loss L 19dB
Process gain Gp 24dB
Incident angle fu 20 degrees
Stand off distance R 0.2m
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Figure 3.14 Maximum penetration depth (or maximum detectable thickness) of the asphat
layer vs. the actual system performance factor with different attenuation constants where 2&

denotes the attenuation constant (Np/m).
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Figure 3.15 Maximum penetration depth (or maximum detectable thickness) of the asphat
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3.4.2 Edimation of Penetration Depth for Buried Mines

The maximum penetration depth of a buried metd target under sand, as shown in
Fgure 317, was dmulaed for the millimeter-wave SFCW radar sensor where the
attenuation congtants of the dry sand used were in the range of 370 (Np/m). As the
accurate vaues of the attenuation congtants of the dry sand a the Kaband were not
available, it was necessary to estimate the attenuation congtants of the dry sand from those
vauesa 1GHz (0.1-2.3) and 100 MHz (0.01-0.23), as mentioned in [31]. The parameters
used for the amulation are listed in Table 3.2, where the system loss was set to 17dB, which
incdudes the antenna efficency & 4dB and the antenna mismatch a 2dB [31], and
connectors, cables, adapter, and circulator losses at 9dB. The process gain was 23dB, while
the hamming window function and 400 frequency steps were gpplied to the signd processng
without the integration loss. The measured transmission loss was 13dB when a waveguide
horn antenna was used. Therefore, the actud system performance factor was estimated to be
108dB where the A/D converter’s dynamic range was 72dB.

Figure 3.18 shows the maximum detectable depth vs. the actud system performance
factor to detect a spherica object (radius = 0.025m) buried under the sand with different
attenuation congtants. The results show that the millimeter-wave SFCW radar sensor system
can detect the buried spherical target in the range of 0.05-0.5m, depending upon the

attenuation congtants of the sand used.
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Figure 3.17 Buried target used for estimating the penetration depth in the smulation.

Table 3.2 Parameters used for estimating the detection of a buried object with the millimeter-

wave SFCW radar sensor.

Electrical properties of the material used at 30GHz
e¢; 3-6
Dry sand
a 3-70
RCS of the target S 0.0019n7
Radar sensor parameters
Antennagan G 24dB
Wave length I 0.01lm
System loss L 17dB
Process gain Gp 23dB
Stand off distance R 0.1m
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Figure 3.18 Maximum detectable depth vs. the actud system performance factor with

different attenuation congtants used to detect a spherical object (radius = 0.025m) buried

under the ground (e, = 3) where2& denotes the attenuation congtant (Np/m) of the ground

materid.
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CHAPTER IV

DEVELOPMENT OF SFCW RADAR SENSORS

4.1 Introduction

A stepped-frequency radar sensor system can be said to comprise of transceiver,
antenna and Sgnd processing parts. The transceiver architecture can be either a homodyne
or super-heterodyne scheme. The super-heterodyne scheme is more complex, but enables
eader correction of the 1/Q errors, unlike the homodyne scheme; hence, it was chosen asthe
transceiver architecture of the stepped-frequency radar sensor systems. Therefore, two
stepped-frequency radar sensor systems employing this coherent  super-heterodyne
architecture were developed. The fird one, which essentidly is a millimeter-wave stepped-
frequency radar sensor, is used for surface and subsurface senaing, that specificdly finds its
goplications in surface prafiling, monitoring liquid level, and detecting and localizing mines.
The other one, known as the microwave stepped-frequency radar sensor is used for
investigating thickness d the asphalt or base layers. A receiver and transmitter based on
these requirements, as discussed in the previous chapter, were desgned accordingly. The
transcalver of the millimeter-wave stepped-frequency radar sensor was integrated with MICs
and MMICs on an FR-4 and dumina subgrate, while that of the microwave stepped-
frequency radar sensor was integrated with MICs on FR-4 substrates. This enabled the

redization of low cog, light weight and small sze transceivers



Microstrip quasi-horn antennae thet are suitable for integration with the transceivers
were developed for both of the sensor systems. These types of antennae provide high gains
comparable to waveguide horn antennae, however their E plane radiation angles are dightly
deviant from the boresight, due to the ground plane. Therefore, for the microwave stepped-
frequency radar sensor system employing two antennae, an optimd dignment was
determined with the aid of the measurement results using the Network Analyzer.

Signd processng was developed using LabView. The sgna processing includes
data acquigtion, synchronization, and regeneration, as well as a new smple compensaion
technique for common amplitude and phase errors. In addition, a Smple Fast Fourier
Transform (FFT) that converts the frequency domain data to synthetic pulses in the time

domain was performed.

4.2 Transceiver

The transceiver architecture of atypica stepped-frequency radar sensor can either
be ahomodyne or super-heterodyne. Figure 4.1(a—b) shows a block diagram of a stepped-
frequency radar system based on the homodyne and the super-heterodyne architectures,
respectively. The super-heterodyne system down-converts the input Ssgnd twice to get a

base-band signal centered at DC.
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Figure 4.1 System block diagrams of a stepped-frequency radar sensor; () homodyne
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The inputs are first down-converted to an intermediate frequency (IF), which is the
sngle center frequency of the down-converted band, then the IF is down converted into the
base-band signd. For the super-heterodyne system, the quadrature detector is placed
followed by the firs down-converter. Alternately, the homodyne system, dso cdled as a
zero |IF system, down-converts the input directly into the base-band in-phase () and
quadrature @Q) components by using a quadrature detector. Thus, the homodyne system
operating at a wide bandwidth requires a wideband quadrature detector, which leads to
inconsstent 1/Q imbalances over the band of interest as the responses of the 90 degree phase
shifter are not congtant in the wide-bandwidth. On the other hand, the heterodyne system can
use a quadrature detector operating in a narrow band instead of awide band. Therefore, 1/Q
imbalances are nearly congtant as the responses of the 90 degree phase shifter are constant
a the sngle IF. Consequently, despite the complexity, the super-heterodyne system is dill

very much preferred over the homodyne system.



4.2.1 Transceiver of the Millimeter-Wave SFCW Radar Sensor System
Fgure 4.2 represents the system level block diagram of the newly developed

millimeter-wave stepped-frequency radar sensor based on coherent super-heterodyne
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A snsor employing a mono-datic system, which transmits and recelves sgnds
through the same antenna, was configured with a transceiver, antenna and signa processing
parts.

A gnusoidd sgnd of 1.72 GHz was generated by a phase-locked loop (PLL)
oscillator consisting of a reference frequency of 6.71875 MHz, a 28- frequency divider and a
2-pole loop filter. The generated continuous wave is used as an intermediate frequency (IF)
ggnd a the sub-harmonicdly pumped mixer in the tranamitter path and as an LO sgnd a
the quadrature demodulator in the receiver path. The sub-harmonicaly pumped mixer up-
convertsthe IF sgnal, modulated with the incoming 14-17.99- GHz stepped frequencies that
are increased by a frequency step of 10 MHz with an externd synthesizer, to 29.72-37.7-
GHz dgnds that are tranamitted toward a target. The reflected sgnds from the target are
down-converted to a sngle IF sgnd of 1.72 GHz by mixing with the 14-17.99-GHz
stepped-frequencies by the sub-harmonicaly pumped mixer in the recaeiver path. The IF
sgnd is then converted into base-band | and Q signals by the quadrature detector. These |
and Q sgnds are digitized with ADCs in the DAQ board of LabView, and then processed
to extract the target’ sinformation.

The transceiver has been completdy redized usng both discrete and integrated
circuits- both MICs and MMICs. The circuits of the transceiver were clearly differentiated
into high and low frequency circuits in order to reduce the cost of fabrication, as well as to
facilitate their design as shown in Figure 4.1. The high frequency circuits were integrated on

an dumina substrate that has a thickness of 10mil and a rdative didectric constant of 9.8



with alow loss. The high frequency circuits were composed of a Ku-band medium power
amplifier (Agilent, HMMC-5618), Kaband sub-harmonicadly pumped mixers (Hittite,
HMC266), Kaband low noise amplifiers (TRW ALH140C), transmisson lines and a Ku-
band power divider, and these were mounted and etched on an dumina substrate. The Ku-
band medium power amplifier increases the externd LO power generated from the
gynthesizer. The harmonic mixer up-converts the input at the IF port or down-converts the
input a the RF port with the second harmonic of the frequency of the LO port. The LNAS
amplify the transmitting and recalving sgnas and reduce the totd noise figure of the recaiver.
These high frequency components were then bonded with 3-by-0.5mil gold ribbons by usng
awedge-bonding machine (West bond, 7600C).

The low frequency circuits that operate below 1.72GHz were fabricated on an FR-4
PC board, that had a thickness of 31-mil and a relative didectric constant of 4.3 with aloss
of 0.15dB/in. a 1.72GHz. A PLL circuit, two attenuators, two low pass filters, a power
divider, two amplifiers, a quadrature detector, and a two channd video amplifiers were
mounted and etched on the FR-4 substrate. The PLL oscillator generates a stable single IF,
and the attenuators adjust the LO and IF power below the specifications of the following
circuits. LPFs reduce the high frequency harmonics included in the IF sgnd and the IF
harmonics added in the base-band 1/Q sgnds. The power divider splits the IF in two; one
for the IF of the up-converter and the other for the LO of the qudrature detector. The LO
amplifier increases the LO power to pump the quadrature detector; and the quadrature

detector down-converts the single frequency input, which includes information on the targets,



into the base-band 1/Q sgnds. The two channel video amplifier increases the power of the
base-band I/Q signas to meet the input range of the A/D converter.

Table 4.1 represents the analys's of the receiver design. The transmisson loss L, (=
13dB) was measured with a waveguide horn antenna, as shown in Figure 3.11, to estimate
the available transmitting and receiving power. The dominant parts were the LNA and down-
converter, as the 1 dB compresson points of the LNA and down-converter limit the
maximum avallable recelving power. The maximum available recaving power must be set
below -7dBm to avoid the down-converter and the LNA from saturating, thus, it was set to
—8dBmwith a1l dB margin.

Thetota noisefigure (F) of 5.7dB was estimated from equation (3.33), as the noise
figure (F,) of the LNA and that (F,) of the down-converter are 4dB and 12dB, respectively.
When the fastest PRI of 100ms, resulting in an instantaneous bandwidth of 10Hz, was used
with the output SNIR, set to 14dB [35], the recelver sensitivity was calculated as —150.3dBm
from equation (3.34).

Then, the input range of the A/D converter was determined according to the A/D
converter specifications. The A/D convertersin the DAQ board have 12bits of resolution per
sample, which resulted in a dynamic range of 72dB, and the maximum input range was
between £ 0.2V to + 42V, which led to a sengtivity of 35uV a + 0.2V of the maximum
input. Thus, the maximum input was s&t to + 2V, which led the input range of the ADC to be
intherange of = 2V (= 9dBm@1k) to + 0.5mV (= -63dBm). The video amplifier was used

for boosting the quadrature detector output to the ADC input range.



Table 4.1 Recaiver desgn andysswhere Pin_1dB istheinput 1dB compression point, Pout

is the output power, the maximum available receiving power P; . is-8dBm, and 1dB for the

insartion loss of FR-4 substrate was added.

Gan(Vo/Vi) Loss Pin_1dB Pout
LNA 11dB 4dBm 3dBm
Down-conv. 12dB 4dBm -9dBm
LPF 0.5dB -9.5dBm
Amplifier 13dB 1dBm 3.5dBm
1/Q mixer 8dB 4dBm -45dBm
L PF(Ro=200) 6.2dB -10.7dBm
Amp(Ro=1k) 27.7dB 10dBm
Subdtrate 1dB 9dBm
Totd 51.7dB 27.7dB
DR, 72dB SF, 108dB
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From the maximum avalable recaiving power of -8dBm, the maximum available
tranamitting power was set to be 5dBm from equation (3.32). The system performance
factor SF was then calculated as 155.3dB (= 5dBm+150.3dBm) by using equation (3.35).
Usng the maximum avaladle recelving power of —8dBm led the receiver's maximum
avalable dynamic range to be 142.3dB (= -8dBm+150.3dBm) from equation (3.36).
However, the ADC's dynamic range limits the receiver avallable dynamic range DR, to
72dB. Therefore, the actud system performance factor, denoted by SF,, for the radar
equation was calculated as 108dB (=95dB+13dB) from equation (3.40).

Smilarly, Table 4.2 shows the andysis of the transmitter design. In order to reach the
maximum available tranamitting power level of 5dBm, a cascaded amplifier was used. Two
atenuators were used to tune the power levels, one in between the PLL oscillator and the
splitter output and the other in between the splitter output and the up-converter input.

Figure 4.3 shows a photograph of the integrated transceiver in the overdl dimension
of 4 x 6 inches, where the dumina and FR-4 substrates were mounted on an duminum

block, which supports two substrates on a strong ground plane and integrates them into one.
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Table 4.2 Trangmitter design anadyss where 1dB for the insertion loss of FR-4 substrate was

added.

Gan Loss Pin_1dB Pout
PLL osc. 50Bm
Attenuator 2dB 3dBm
LPF 0.5dB 2.5dBm
Splitter 3.50B 1dBm
Attenuator 5dB -4dBm
Up-converter 12dB 4dBm -16dBm
Amplifier 11dB 4dBm -5dBm
Amplifier 11dB 4dBm 6dBm
Substrate 1dB 7dBm

Totd 22dB 24dB
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Figure 4.3 Photograph of millimeter-wave stepped-frequency radar transceiver.



4.2.2 Transcelver of the Microwave SFCW Radar Sensor System
Figure 4.4 illugrates the system leve block diagram of the newly developed 0.6-5.6-
GHz microwave stepped-frequency radar sensor based on the coherent super-heterodyne

architecture.
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Figure 4.4 System level block diagram of the microwave stepped-frequency radar sensor.
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The temperature compensated crystal oscillator (TCXO) in the transceiver generates
adggnd of 10 MHz, which is used as the LO signd for the quadrature detector and the IF
ggnd for the up-converter. The up-converter converts the incoming 0.59-5.59-GHz LO
ggnds from the synthesizer to 0.6-5.6-GHz sgnds that are meant to be tranamitted toward
the targets (through an UWB tranamit antenna)) Alternately, the down-converter converts
the returned Sgnds from the targets (through the recelver antenna) to an IF sgnd of 10 MHz
by mixing them with the coherent LO dgnds from the synthesizer. The IF sgnd is then
converted into the base-band I/Q sgnd in the quadrature detector by mixing t with the
coherent LO ggnd from the TCXO. The 1/Q sgnds are findly digitized with ADCs and
processed in digital signd processing blocks to extract the target information.

The transceiver, redized with integrated MICs, was separated into two parts for
easy fabrication, evauation, and trouble-shooting. One is for low-frequency circuits and the
other isfor high-frequency circuits. Both low and high-frequency circuits were fabricated on
31-mil FR-4 substrates. However, the loss of FR-4 (0.4dB/in. at 5GHz) is much higher than
that of the common RT/Duroid subgtrates, which are widely used for microwave circuits,
hence the subgtrate for the high frequency circuits was designed in a compact Sze of 2 x 4
inches.

The high-frequency circuits include an up-converter, a cascaded RF amplifier, two
LO amplifiers, a low noise amplifier (LNA), and a down-converter. The up-converter
modulates the IF sgndsinto the RF sgnas with the aid of external LO signds. The cascaded

amplifier increases the power of the transmitting RF signds, and the two LO amplifiers boost



the externd LO up to the required power levd for pumping the up-converter and down-
converter, respectively. The LNA reduces the totad noise figure (F) of the transcelver and
increases the power of the recelved RF signals. The down-converter demodulates the
received RF signadsinto asngle frequency cadled the IF sgndl.

The low-frequency circuits condst of a stable locd oscillator (STALO), attenuators,
low pass filters (LPFs), a power divider, an IF amplifier, an LO amplifier, an 1/Q detector,
and a two channd video amplifier. A temperature controlled crysta oscillator (TCXO) was
used for STALO. The atenuators limit the power of LO and IF sgnds bdow the
specifications of the following drcuits. LPFs reduce the high frequency harmonicsincluded in
the IF signd and IF harmonics added in the base-band 1/Q signas. The power divider splits
the output of TCXO into two, one for the IF of the up-converter and the other for the LO of
the qudrature detector. The LO amplifier increases the LO power to pump the quadrature
detector. The quadrature detector down-converts the single frequency input, which includes
information on targets, into the base-band 1/Q sgnas. The two channd video amplifier
increases the power of the base-band 1/Q sgnasto meet the input range of the ADC.

Table 4.3 shows the andlyss of the tranamitter desgn. The trangmisson loss L, (=
250dB) was first measured with the developed antennae to estimate the available transmitting
and recelving power. The maximum available transmitting power was set to 11dBm to avoid
the tranamitter amplifier from saturating. Two attenuators were used for adjusting the power
levels, onein between the STALO output and the splitter output and the other in between the

gplitter output and the up-converter input.



Table 4.3 Transmitter analyss where 1dB for the insertion loss of FR-4 substrate was

added.
Gan Loss Pin_1dB Pout

STALO 5dBm

Attenuator 3dB 2dBm
LPF 0.3dB 1.7dBm
Soliter 3.2dB -1.5dBm
Attenuator 2.50B -4dBm
Up-converter 8dB 5dBm -12dBm

1% Amplifier 12dB 3dBm 0dBm
2" amplifier 12dB 3dBm 12dBm
Substrate 1dB 11dBm
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Table 4.4 shows the andysis of the receiver desgn. From the maximum avallable
transmitting power, the maximum available receiving power was estimated to —14dBm from
equation (3.32). The input range of the ADC was st to £ 2V (= 9dBm@1Kk), which is the
same that was used for the millimeter-wave SFCW radar sensor system, and the video
amplifier was used for ncreasing the quadrature detector output level to the ADC input
range.

A totad noise figure (F) of 6dB was estimated from equation (3.33), as the noise
figure (F;) of the LNA and that (F,) of the down-converter are 5.5dB and 8dB,
respectively. When the other conditions were the same as those for the millimeter-wave
SFCW radar sensor system, the receiver sengtivity § was estimated to —148dBm from
equation (3.34).

From a maximum transmitting power of 11dBm, the system performance factor SF
was cdculated as 159dB (= 11dBm+148dBm) by using equation (3.35). The receiver’s
maximum avallable dynamic range was 134dB (= -14dBm+148dB) from equation (3.36).
From the ADC' s dynamic range of 72dB, the actua system performance factor for the radar

equation was caculated to 121dB (=96dB+25dB) from equation (3.40).



Table 4.4 Recaver andys's where the maximum available receiving power is-8dBm and

where 1dB for the insartion loss of FR-4 substrate was added.

Gan(Vo/Vi) Loss Pin_1dB Pout
LNA 12dB 3dBm -2dBm
Down-conv. 8dB 5dBm -10dBm
LPF 0.3dB -10.3dBm
Amplifier 13dB 2.7dBm
1/Q mixer 6dB 4dBm -3.3dBm
L PF(Ro=200) 6.2dB - -9.8dBm
Amp.(Ro=1k) 26.8.dB - 10dBm
Subdtrate 1dB 9dBm
DR, 72dB SF, 121dB

Figure 45 shows a photograph of the integrated transmitter with an overdl
dimenson of 4 x 7 inches where the FR-4 subdtrates for low and high frequency circuits
were mounted on an duminum block to support the subgtrates on the strong ground plane

and integrate them into one huge block.
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Figure 4.5 Photograph of the microwave stepped-frequency radar transceiver.
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4.3 Antenna

The Antennaiis avery crucid component of any surface and subsurface radar sensor
sysem. The requirements of UWB radar sensor sysems have fudled intense research
activity in the development of wideband antennas. Typical wideband radar sensors have
employed transverse electromagnetic (TEM) horn antenna, as well as dipole, bow-tie, spird,
and log-periodic antennae [31]. The log-periodic antenna shows good polarization and
suitable bandwidth characterigtics, however, its physicd Sze redtricts its use drasticdly. The
spiral antenna has awide bandwidth, but it is aso limited due to its dispersve characteristics.
Alternately, TEM horn antennae are extremely attractive for UWB radar sensors owing to
their inherent characteritics of wide bandwidth, high directivity, good phase linearity, and
low digtortion. Depite its excdlent properties, the TEM horn antenna is also limited, due to
its high cost and large Sze. Moreover, the waveguide horn antenna can operate only within
the waveguide bandwidth, and is dso expensive to manufacture. To assuage these limitations,
various types of TEM horn antennae have been developed [40]-[42]. These antennaee,
however, prohibit a direct connection between the antenna and microwave integrated
circuits. TEM horn antennae require a baun a their input, thereby limiting the operating
bandwidth. The baun dso makes it extremdy difficult to integrate these antennas directly
with the transceiver circut. In addition, the leakage, caused by direct coupling between the

transmitting and receiving antennas in the mono- static system that uses two antennas closely

Spaced, isinevitable.
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Therefore, a cost-effective antenna that operates a8 UWB and is compatible with
printed circuits is required for the integrated-circuit radar sensor systems. Recently, a new
type of antenna that shows an extremely broad bandwidth of multiple decades, rdatively high
gain, and compatibility with microgtrip circuits, was developed and demonstrated up to 18
GHz [43], [44]. Based on this concept, two new classes of UWB antennae were
developed. One was developed for the microwave SFCW radar sensor system, and the
other operating at the Kaband was aso presented for potentia usage in the millimeter-wave
SFCW radar sensor system. These antennae have smilar performance compared to the
waveguide horn antennae, but they can operate over wider bandwidths, do not need a

trangtion to printed circuits, and are much easier to produce at a much lower cost.

4.3.1 Antennafor Microwave SFCW Radar Sensor System

The microgrip quas-horn antenna for the microwave SFCW radar sensor was
designed to present at least 10 dB of return loss over a wide band of 0.5-10 GHz. The
length of the antenna, whichis primarily restricted by the lowest operating frequency, was set
to 16 inches. Its design was described in detail in [43]. Figure 4.6 shows a sketch of the
fabricated antenna. The antenna used Styrofoam, which has the nearly same redive
dielectric congtant (i.e., e; = 1.03) as the air, as a dielectric medium and a supporter for the
antenna' s top conductor. Reflections from the open end and the edges were sgnificantly
reduced by appending a resistive pad to the open end and absorbers to the edges as

illustrated in Fgure 4.6.
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Figure 4.6 Sketch of the UWB antenna.
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The resgtive pad, which is made of a metd film with a thickness and restivity of
0.025 inches and 250 ohms/square respectively, was tuned empiricdly to an optimd size of
2x3 inches. Electromagnetic smulaions were performed udng Ansoft's HFSS to
theoreticaly verify the far field radiation patterns. Figure 4.7 shows the measured return loss
in both the time and frequency domains. The return loss a the low frequency end, as seenin
the frequency-domain plot, is improved sgnificantly due to the incorporation of the resstive
pad and absorbers. The measured return loss is better than 12dB at 0.6-10-GHz as shown
in Figure 4.7 A better illustration of the impact of these accessories is shown in the time
domain plots. An additional narrow peek, indicating deterioration of the input reflection loss,
Is observed at around 3.5 ns when the resistive pad and absorbers were not incorporated.

The amulation results of the radiation patterns in the E plane show that the gain and
the 3dB beam width are within 6-17dBi and 25-45degrees a 0.6, 3, and 5GHz,

respectively, as shown in Figure 4.8(a-C).
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Figure 4.7 Antenna s return 1oss; (8) in the time domain (b) in the frequency domain, where
() indicates the antenna aone and (1) represents the antenna with a resistive pad and

absorbers.
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Figure 4.8 (a) Caculated radiation pattern of E-plane at 0.6GHz.
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Figure 4.8 (b) Cdculated radiation pattern of E-plane a 3GHz.
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Figure 4.8 (c) Caculated radiation pattern of E-plane at 5GHz.
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The smulated results show that E-planes are tilted about 8-28 degrees off the
boresight axis due to the ground-plane effect. Therefore, the transmitting and receiving
antennae should be carefully digned to achieve maximum possible gains. To optimize an
dignment of two antennas, the measurement was performed on a meta plate usng the
Network Andyzer. Figure 4.9 shows the configuration of the digned antennas. A set of initia
vaues for the angle, sand-off distance, and gap were obtained from EM smulations, and
then they were tuned. Figure 4.10 shows the measured insertion loss of the two developed
antennas where the optimum dignment is 65 degrees of the angle, 20cm of distance, and

7cm of gap.

ooy BT 1 Asphalt |
e e : / Subgrade
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Figure 4.9 Configuration of the aligned antennas.
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Figure 4.10 Measured S21 of the two aigned antennas.

4.3.2 Antenna Operating at Ka-Band

Figure 4.11 shows the photograph of the fabricated Ka band microstrip quasi-horn
antenna. As can be seen from Figure 4.11, the antenna was directly connected to the OS-50
connector without a baun, which results in Smpler-dructure physcdly and higher-
performance eectricaly. To improve both the impedance transformation and the antenna
radiaion characteristic, especialy at lower frequency, the antenna was shaped by a
combination of the exponentia and cosine-squared functions to determine the height between
the top conductor and the ground plane. This combination was sdected by comparing the
results of the smulations. The exponentia function was used to determine the height up to

one- haf waveength of the lowest frequency (26.5GHZz) and the cosine-squared function was
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used for the height from one-haf wavelength to the open end. The impedance change from

the input port to the open end followed an exponentia taper.

Figure 4.11 Photograph of the Ka band microstrip quas-horn antenna.
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Figure 4.12 shows the measured return loss of the designed microstrip quasi-horn
antenna, which is better than 14 dB from 20 to 40 GHz. Figures 4.13 (a-b) show the
caculated and measured H-plane radiation patterns at 26.5 and 35GHz, respectively, where
the patterns are measured and caculated within —90° to +90° from the boresight. The
cdculated and measured gains are within 16-18 and 14.5-15 dBi, respectively. Both the
computed and measured haf-power beamwidths are less than 20 degrees. The cdculated
and measured E plane radiation patterns at 26.5 and 35GHz, respectively, are displayed in
Figures 4.14 (a-b) while the corresponding gains are within 16-18.5 and 14.5 -15.5 dBi,
and their beamwidths are about 22 and 15 degrees, respectively. All the caculations were
carried out using Ansoft HFSS. The measured H-plane radiation patterns reasonably agreed
with the caculated results, despite some physical dimension errors. However, the measured
E-plane radiation patterns show lower gain due to afinite ground plane. It was impossible to
achieve the same dimensions and shapes as those used in the smulations because the top
conductor and foam were cut and integrated manudly. It is important to note that both the
measured and smulated radiation patterns of the Eplane are tilted about 10 degrees off the

boresight axis, due to the ground- plane effect.
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Figure 4.12 The measured return loss of the microgtrip quas-horn antenna.
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Figure 4.13 (a) Radiation patterns of the measured and calculated H-planes at 26.5GHz.
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Figure 4.14 (b) Radiation patterns of the measured and caculated E-planes at 35GHz.
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4.4 Sgnd Processing

The base-band andog 1/Q Sgnds are digitized into digitd 1/Q sgndsa ADCsin the
DAQ boad of the Labview. These digitized 1/Q sgnds need dgnd processing to be
transformed into synthetic pulses in time domain. Therefore, Sgnd processing including 1/Q
error compensation and IDFT was developed using LabView.

The returned stepped-frequency from a target must be synchronized during data
acquigtion. Namely, a dart point of data acquistion should coincide with the desired first
step frequency. To synchronize the first step frequency to the sarting point of acquigition, a
trigger input was used, and Labview was programmed to utilize the trigger input for
synchronizing data acquigition.

The 1/Q data collected through data acquidition is processed to compensate for the
I/Q errors, where the I/Q errors for compensation were focused on some common
amplitude and phase errors because the differentia amplitude and phase errors, can be easly
compensated in the super-heterodyne scheme [45]. These compensated 1/Q signas were
then formed into complex vectors (i.e, | + jQ, i = 0,1...N-1), and (M — N) zeros were
added on the complex vectors before being composed into an array.

Finaly, the array was gpplied by a hamming window to reduce side lobes, and then

transformed to a synthetic pulse in the time domain.
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4.4.1 Acquisition and Restoration of Complex Vectors

The digitized | and Q samples from ADCs needed to be synchronized, restored,
filtered and averaged to obtain a representative data point. Figures 4.15(a-b) represent the
train of the frequency steps of the transmitted and returned signals, respectively. The sattling
time, z, of a syntheszer, and the ddayed time, t, of the received sgnds should be
consdered, snce noncoherent demodulation occurs during thetimez + t. The samples are

usdessduring thetime z + t, and it is thus necessary to retore the samples with effective

samples only.
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Figure4.15  Procedure for generating representative complex vectors: (a) transmitted
sgnds, (b) received dgnds, (c) restored effective complex vectors, (d) representative

complex vectors after averaging.



The effective samples shown in Figure 4.15(c) are recongtructed such that there are
adequate safety margins (d ) to ensure that each packet has valid samples. The samples in
each packet, Cy, Ceo, ..., Cim (k=0, 1, 2, ..., N-1) where Cy,, denotes the m™ complex
vector corresponding to the k™ frequency, are filtered and averaged to generate a new
complex vector, Cy, as shown in Figure 4.15(d). Averaging the samples reduces the errors

caused by short time jitters of the TCXO and synthesizer.

4.4.2 Compensation for the 1/Q Errors

A practica (non-idedl) system produces common and differentid amplitude and
phase errorsin the | and Q channels. The common errors are errors caused by the common
cireuits in the dgnd-propagation path to both the | and Q channds, which consst of the
antennae, amplifiers, mixers, transmisson lines, filters, etc. The differentid errors are caused
by a mismatch between the | and Q channels. These errors are generated in the quadrature
detector, due to the difference between the two mixers and the phase imbaance of the 90-
degree coupler contained in the quadrature detector. For a super-heterodyne scheme, the
differential amplitude and phase errorsin the | and Q channels are constant over the band of
interest, as discussed earlier.

In the absence of errorsin the I/Q channels, the phase j ; of the base-band | and Q

sgnds, expressed in terms of the target range d and frequency step fi, given by

i dw)=- Mot =01 N-1 41
n
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where n is the speed of the dectromegnetic wave in the medium, w;, is the angular
frequency step, and N is the number of the frequency steps. Thetime delay t isequa to a
two-way trave time of 2d/n. The complex vectors corresponding to a fixed target are
expressed in terms of the angular frequency w; as

W)+ jQw,) =Acod (W )]+ jAsn] (w,)]
=Aexp(- jwt), i=0L2.,N-1

4.2

where A isthe amplitude.
If the common and differentid errors are included, the complex vectors become,
(assuming A =1 for smplicity without loss of generdity):
. B cg,
W)+ QW)= (+=)cosftw, +cp]

43
- j(1+dg, +C—g‘)9'n[twi +dp, +cp ]

wherei=0,1,2,...,N-1, cg; and cp; are the common amplitude and phase errors, and dg; and
dp; are the differentia amplitude and phase errors, respectively.

The differentid amplitude and phase errors generae a Hermitian image of the
response in the resultant synthetic range prdfile, resulting in a reduction of the sensor’s
unambiguous range by one-haf [45]. In a super-heterodyne system, these errors are
congtant in the operating frequency range, as asingle congtant intermediate frequency is used
for the quadrature detector. Consequently, measurement and compensation of these errors
is dmple.  The differentid amplitude and phase erors in the | and Q channds a an

intermediate frequency can be measured by using the methods presented in [18], [45]. By



following these techniques, the differentid amplitude and phase errors were measured as 1

dB and 3 degrees, respectively, for the microwave stepped-frequency radar sensor and 3.5

dB and 7 degrees, respectively, for the millimeter-wave stepped-frequency radar sensor.
The common phase error conssts of alinear phase error aw; and a non-linear phase

eror b; as

cp, =aw, +b,, i=01..,N-1 4.4

The common linear phase error results in acongtant shift of the response in the synthetic
range profile, due to the fact that a frequency-dependent linear phase is transformed into a
congant time delay through the Inverse Fourier Transform [38]. Therefore, it is not
necessary to correct the common linear phase error. However, the nonlinear phase error
causes shifting as well as an imbdance in the response of the synthetic range profile. The
common amplitude error affects the shape of the synthetic range profile sgnificantly, as they
tend to defocus the response in the profile and increase the magnitudes of side lobes.
Therefore, these common non-linear phase and amplitude errors need to be corrected. For
their compensation, a new smple, yet effective and accurate, technique has been developed.

The complex vector given in equation (4.3) for a fixed angular frequency wy is
rewritten in terms of the range d as

I(d)+ jQ(d) = (1+%)cos[t (dw, +cp,]
45

. C .
. J<1+dgk+%>sn[t (dyw, +dp, +cp,]



from which, it is seen that these complex vectors will rotate circularly if the 1/Q channels are
completely balanced when d isincreased or decreased at a constant rate. In the
process of correction, the complex vector, 1(d)+jQ(d), is measured when a metd plate is
moved dong a track a a fixed frequency. Initidly, the complex vector rotates dlipticdly,
either clockwise or counter-clockwise, with respect to the direction of the metd plate, as the
| and Q components, are not orthogond due to the differentid phase errors. After these

differentia errors are corrected, equation (4.5) can be rewritten as

I(d)+ jQ(d) = (1+ chk) coslt (dyw, +cp,]
4.6
. j(l%k)s‘n[t (dw, +cp,]

from which, it is seen that the | and Q components become orthogona in phase and
balanced in amplitude, hence the complex vector 1(d)+)Q(d) starts rotating circularly during
the movement of the metal plate at a fixed frequency. The magnitude of the rotating vector is
then measured and stored. This procedure is repeated at each frequency step across the
operating frequency range. These measured magnitudes are used as reference data to

compensate for common amplitude errors.
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After compensating for the common amplitude errors, the normalized complex

vectors | +jQ can be expressed, using equation (4.6), which can be written as

1(d)+ jQ(d) = coslt (d)w, +cp,]- jsn[t (d)w, +cp,] 47

From equation (4.7), the phase of the complex vector 1+)Q is obtained as tw, +aw, +b,

with the aid of equations (4.4-5). As mentioned earlier, the non-linear phase error by needs

to be corrected. Figure 4.16 depicts the caculated phases, tw, +aw, +b,, over a
frequency range. Cumulating the phase difference between two consecutive frequency steps,
DF (k1 = tw, +aw, +b, -tw, , -aw, , - b, ,, unwraps the caculated phases and
makes it easy to draw the trace of the caculated phases as shown in FHgures 4.16 (ab).

Figure 4.16 (c) shows that the rotation of the vector 1+]Q is not congtant, due to the non-

linear phase error by.
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A linear phaseline
A trace of measured phases

Phase

_———

> —>

fk-l fk fk+ 1

(b) (©

Figure 4.16 Phase of the complex vector |+]Q versus frequency: (a) linear transformation of
the trace of calculated phasesto alinear phaseline (a+t)wi; (b) a magnified drawing of (a)
showing the trace of cdculated phases obtained by cumulating the phase differences
DF ©1),--.» DF (14,---» DF (nv2,ny; (€) non-linearity of the calculated phases in polar form,

where C;’ isthe k™ complex vector after compensating for the common amplitude deviation.
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tw,+cpy of [+jQ vector normalized A(1+cg/2)

End

Figure 4.17 FHow chart for calculating the common errors.

After drawing an gppropriate linear phase line as shown in Figure 4.16 (@), the ron-
linear phase error by is then determined by subtracting the linear phase line from the trace of

the caculated phases. Consequently, the complex vector is obtained, after correcting the

non-linear phase error, as
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1(d) + jQ(d) = coslt (d)w, +aw, |- jsn]t (d)w, +aw,]
- epl- | (@)- aJw) +
The non-linear phase error by at dl the frequency steps for the metd plate is stored in
memory and used as reference data for compensating for the non-linear phase error of an
actud target. The flow chart in Figure 4.17 shows the procedure for extracting the common
amplitude and non-linear phase errors. Fgure 4.18 shows the common amplitude deviations

and non-linear phase errors of the measured vectors for the metal plate, used for correction

in the frequency band of interest.

Amplitude deviationsin dB
©

Phaseerrorsin Degree

— Amplitude

=
N
|

——Phase

-15 | | T | -15

0.6 1.6 2.6 36 4.6 5.6
Frequency in GHz

Figure 4.18 Amplitude deviations and nortlinear phase errors of the complex vectors due to

the imperfection of the system.
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In order to compensate for the measured complex vectors of targets for the common
amplitude and nontlinear phase errors, the reference data, extracted from a metal plate, as
described earlier, are applied to these vectors. The stored reference data for the common
amplitude errors are normalized, inversed, and multiplied to the target’s measured complex
vectors. The stored reference data for the common nontlinear phase errors are subtracted

from the extracted phases of the target’ s measured complex vectors.

1.5 1.5
! f S ! N

0.5 7\ 0.5

o O o 0

-0.5 0.5 \ /

-1 1 v

1.5 | 1.5
15 -1 05 0 05 1 15 15 -1 -05 0 05 1 15

(a) (b)

Figure 4.19 Normalized 1/Q (a) before and (b) after compensating for the amplitude

deviations and non-linear phase errors.



Fgures 4.19 (a-b) show the normaized 1/Q outputs of the quadrature detector
before and after compensating for the common amplitude and non-linear phase errors. The
amulation results for a (fixed) point target are shown in Figure 4.20, which shows that the
developed compensation method for the common errors not only reduces, but aso balances
the sde-lobes of the synthetic range profile.  Reduction of the sde-lobes reduces the
posshility of masking the responses from adjacent targets, and hence facilitating ther
detection. Baancing the sde-lobes increases the possihility of accuracy in identifying the
target. Upon compensating for the errors in the | and Q channds, the digitd | and Q
components are combined into a complex vector for each frequency step. An aray V
condsting of N complex vectors corresponding to N frequency steps is then formed as
Cuh = lIy.1 +1Qy.;- Adding (M-N) zeros to the complex vector array V generates a new
aray Vy of M dements. This zero padding is needed to improve the range accuracy, as
discussed earlier, and the speed of the Inverse Discrete Fourier Transform (IDFT) by using
Fast Fourier Transform (FFT). Findly, FFT is applied on the array V) to get the synthetic

pulse.
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Figure4.20  Synthetic range profile obtained from atarget, whose main peak indicates the
target location: (a) before and (b) after compensating for amplitude deviations and non-linear

phase errors.
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CHAPTERV

SYSTEM CHARACTERIZATION AND TESTS

This chapter discusses some of the important results achieved during experimentation
with the two sensors that were developed. It dso gives an insghtful overview of the
measurement procedure involved that helps to accurately evduate the performance of the
sensors. After vaidating their performance with the afore mentioned test procedures, a set of
measurements were performed on various samples as well as on the actuad road with these
sensors. The final section describes some of the important results that were achieved with the

ad of these sensors.

5.1 Electricd Characterizations of the Systems

Figure 5.1 depicts the total system built for the microwave SFCW radar sensor that
conggts of atransceiver, two antennae and a Sgnd processing block. This configuration is
veay amilar to the millimeter-wave SFCW radar sensor system that uses one single antenna
for both transmisson and reception. These two systems were tested for their eectrica

performances as described below.
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Integrated transceiver

Transmitter

L ow-freq. High-freq. TX Transmitter
circuits ”:I circuits < > antenna

I
IF¢ Receiver
L.ow-_freq. H_igh.-freq. < RX Receiver
circuits y circuits antenna
IF <t
|l v wQ LO
LabView Trigoer _
embedded in |« 99 Syntesizer
computer

Figure 5.1 Configuration of the microwave SFCW radar sensor system.

5.1.1 Microwave SFCW Radar Sensor System

The transmisson gain, denoted by G+, of the high frequency circuits block of the
transmitter was measured in between the IF input and TX output ports over the entire
operating frequency. Figure 5.2 shows that the measured transmission gains were deviated
0.4-4.7dB from the designed transmisson gain of 16dB a 3GHz, as shown in the Table 4.3
in Chapter 1V. The deviation was caused by losses of the FR-4 subgtrate and the up-
converter, which in turn depend on the frequency of operation, as well as losses of the bias

circuits of the cascaded amplifier.
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Figure 5.2 The mesasured transmission gain of the high frequency circuts block of the

trangmitter.

Then, the output power at each component of the low frequency circuits of the
transmitter was measured after adjusting the oscillator power with two attenuators to the
desired specifications, viz. -1dBm at the splitter output that is fed to the LO amplifier, and —
4dBm at the IF output. Table 5.1 represents the measured output power at each component

of the tranamitter. The measured tranamitter output was in the range of 7.5-11.5dBm



Table 5.1 Measured output power of the transmitter.
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Gan Loss Pout Gr
STALO 4dBm
Attenuator 1dB 3dBm -1dB
LPF 0.5dB 2.5dBm -0.5dB
Solitter 3.2dB -1dBm -3.5dB
Attenuator 3dB -4dBm -1dB
Up-converter N/A N/A
Amplifier N/A N/A 11.4-15.5dB
Amplifier N/A 7.4-11.5dBm
Totd N/A N/A - 5.4-9.5dB

Smilarly, the transmission gain of the high frequency circuit block of the recaiver was
measured in between the Rx input and IF output ports over the entire operating frequency,
where the Rx input was connected to the Tx output through a 25dB attenuator that takes into
account the 25dB transmission loss L, as mentioned in Chapter 1V. Figure 5.3 shows that
the measured transmisson gains were deviated 0.4-2.5dB from the designed transmisson
gain of 4dB, as shown in the Table 4.4 in Chapter 1V. These errors are caused by smilar

reasons as in the case of the trangmitter.
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Figure 5.3 The measured transmission gain of the high frequency circuit's block of the

recaver.

Figure 5.4 shows the linearity of the high frequency circuit block of the receiver. The
measured input 1dB compression point of the high frequency circuit block was -4dBm at
3GHz. Then, with the aid of a video amplifier that increases the maximum output power (= -
7.4dBm) of the quadrature detector, the ADC's maximum input range condraint of (=

9dBm) was satisfied. Table 5.2 represents the measured receiver’ s éectrica characterigtics.
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Figure 5.4 Linearity of the high frequency circuit’s block of the receiver at 3GHz.
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Table 5.2 Measured output power at each component of the receiver where the input power

wasin therange of —17.6 to —13.5dBm.

Gan(Vo/Vi) Loss Pout Gr
LNA N/A N/A N/A
1.5-3.6dB
Down-conv. N/A -16.1t0 —9.9dBm
LPF 0.5dB -16.6 to —10.4dBm -0.5dB
Amplifier 13dB -4.61t0 1.6dBm 12dB
1/Q mixer 8.50B -13.6 to-7.4dBm -9dB
L PF(Ro=200) 0.2dB -19.8to-13.6dBm -6.2dB
Amp.(Ro=1k) 29.6dB 2.8-9dBm 22.60dB
Totd N/A N/A - 20.4-22.5dB

The system dynamic range was measured at 3GHz as shown in Figure 5.5, where an

externd attenuator was used to decrease the receiver’s input power level. The base-band

1/Q sgnds were then sampled and transformed to a synthetic pulse. The attenuation level

was increased from 25dB upwards, which accounts for the transmisson loss, until the

gynthetic pulse was below 10dB SNR, which occurred at a level of 105dB. Therefore, the

actua system performance factor and the system’s dynamic range were found to be 105dB

and 80dB, respectively. The measured system dynamic range was dightly lower than the

expected system dynamic range of 86dB. The difference was mainly caused by the totd gain
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deviation of 5dB a 3GHz. Table 5.3 shows other dectricd characterisics and control

parameters of the microwave SFCW radar sensor system.

LabView
embedded
in computer

<«—] Transceiver

11Q

Tx

v

Attenuator

« |

Rx

Figure 5.5 Set-up for measuring the system dynamic range of the system.

Table 5.3 Other measured eectricd characteristics and the control parameters of the system.

Electricd characterigtics

Control parameters

DR 80dB Freq. step Df 10MHz
SF, (at 3GHz) 105dB Number of freq. steps 500
DC Power consumption 29W PRI 100ms
Pis -4dBm ADC sampling freqg, 1KHz
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5.1.2 Millimeter-Wave SFCW Radar Sensor System

The tranamisson gain Gt of the high frequency circuit block of the tranamitter was
measured in between the IF input and TX output ports within 27-36GHz. Figure 5.6 shows
that the measured transmisson gains were deviated 4.2-5.7dB from the designed
transmisson gain of 10dB at 32GHz as shown in Table 4.2 in Chapter 1V. The deviation was

mainly caused by losses of bonding wires, connectors, and components.

Transmission gain (dB)

27 28 29 30 31 32 33 34 35 36

Frequency (GHz)

Figure 5.6 The measured transmission gain of the high frequency circuit's block of the

tranamitter.

Then, the output power level for each component of the low frequency circuit portion

of the tranamitter was measured after two attenuators adjusted the measured PLL oscillator
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power of 5.5dBm to the desired specifications; viz. 0dBm at the splitter output that is fed to
the LO amplifier, and —0.5dBm at the IF output. Table 5.4 shows the measured output
power a each component of the transmitter where the measured transmitter output was in

the range of 3.8-5.3dBm.

Table 5.4 Measured output power a each component of the transmitter.

Gan Loss Pout Gr
PLL osc. 4.50Bm
Attenuator 0dB 4dBm -0.5dB
LPF 0.5dB 3.50Bm -0.5dB
Soliter 3.50B 0dBm -3.5dB
Attenuator 0dB -0.5dBm -1.5dB
Up-converter N/A N/A
Amplifier N/A N/A 4.3-5.8dB
Amplifier N/A 3.8-5.3dBm
Totd N/A N/A - -1.7t0-0.2dB

Smilarly, the transmission gain of the high frequency circuit block of the receiver was
measured in between the Rx input and IF output ports within 27-36GHz. Figure 5.7 shows

that the measured transmisson gains were deviated 2.8-3.8dB from the designed
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transmisson gain of -1dB at 32GHz, as shown in the Table 4.1 in Chapter 1V. These errors

were caused by smilar reasons as those of the transmitter.

Transmission gain (dB)
S

27 28 29 30 31 32 33 34 35 36

Frequency (GHz)

Figure 5.7 The measured transmission gain of the high frequency circuit's block of the

recaeiver.
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Figure 5.8 shows the linearity of the high frequency circuit block of the recaiver. The

measured input 1dB compression point of the high frequency circuit block was -6dBm at

32GHz.
-5
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Figure 5.8 Linearity of the high frequency circuit’s block of the recaiver a 32GHz.

The video amplifier increased the maximum output power (= -10dBm) of the

quadrature detector to meet the ADC's maximum input range (= 9dBm). Table 55

represents the measured receiver dectrica characterigtics.
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Table 5.5 Measured output power of the receiver where the input power was in the range of

—9.2to-7.7dBm.
Gan(Va/Vi) Loss Pout Gr
LNA N/a N/A N/A
-4.810-3.8dB
Down-conv. N/A -14t0-11.5dBm
LPF 0.5dB -14.5t0-12dBm -0.5dB
Amplifier 12dB -3.5t0-1dBm 11dB
1/Q mixer 8.50B -12.5t0-10dBm -9dB
L PF(Ro=200) 0.2dB -18.7 to -16.2dBm -6.2dB
Amp.(Ro=1k) 32.2dB 6.5t0 9dBm 25.2dB
Totd N/A N/A - 15.7to 16.7dB

The sysem dynamic range was not messured, as the wide range of externd
attenuator was not available in the laboratory. However, it was assumed to be 76dB from
the measured dynamic range vaue of the microwave SFCW radar sensor system, as the
process gain is 1dB lower than the microwave SFCW radar sensor sysem and gan
deviation is 3dB worse than the corresponding vaues of the microwave SFCW radar sensor

system. From the above assumed vaue of the syssem dynamic range, the actua system
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performance factor was caculated as 89dB (= 76dB+13dB). Table 5.6 shows other

electrica characterigtic and control parameters.

Table 5.6 Other measured dectrical characteristics and the control parameters of the system.

Electricd characteridics Control parameters
DR, 760dB Freg. step Df 10MHz
S, (at 32GH2) 89dB Number of freq. steps 400
DC Power consumption 2.6W PRI 100ms
Pis -6dBm ADC sampling freqg, 1KHz

5.2 Tests with the Millimeter-Wave SFCW Radar Sensor System

The assumptions implicit in course of measurements are as follows. Firdly, the
targets or objects were homogeneous materids with relatively low loss. Secondly, the
incident waves were TEM plane waves. Thirdly, the double reflected waves in alayer were
ignored. Ladtly, the loss of dry sand at Ka-band was smply estimated from those vaues a
0.1 and 1 GHz presented in [31]. These assumptions may cause significant discrepancy
between the actud penetration depth and the estimated one; however, the main purpose of
the test was to verify its feashbility as a subsurface radar sensor and hence further

invedtigation in this direction was not pursued.
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5.2.1 Measurement of the Surface Profiling

This measurement involves profiling the surface of a sample where the surface
abruptly changes in height. A plagic sample (20 in. © 6 in.) was used for measuring the
surface profile. The sensor’'s antenna was pointed directly onto the surface of the sample
without contact while the sample was moving in the x direction as in Figure 5.9. The
measured data was collected every 0.2 inches dong the direction of movement. Figure 5.10
shows the recongtructed profile, obtained from the measurements, of the sample dong with
the actud profile. The recongtructed profile agrees well with the actud profile of the sample
with lessthan = 0.04-inch error in height except near the edges, a which the actua surface
profile aoruptly changes.

In order to find the lateral resolution, we estimated a minimum cross-range that can
be detectable with this sensor from the recongtructed profile. The minimum cross-range is
given by subtracting B from A, as shown in Figure 5.10, asthe distance of B-A is congtant at
aparticular height, which means that the sensor can reconstruct the bottom surface when B is
greater than 0. The estimated minimum detectable cross-range, R; in, Of 1 inches also agrees
well with the laterd resolution of 0.92 inches, obtained theoreticaly for the range R of 3.5
inches with the aid of equation (3.22) in Chapter 111. Consequently, the reconstructed profile
was quite comparable to the actua profile (Figure 5.10). The measurement results showed
that the sensor has alaterd resolution of 1 inches and a good accuracy with lessthan + 0.04-

inch error, except near the edges, at which a sudden change of the height occurs.
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Error of Height (inch)

Figure 5.10 Recongtructed and actua profiles of the surface of the sample in Figure 5.9,

where the height isset to O at the top suface at x = 0.
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5.2.2 Measurement of Liquid Leve

This procedure monitors the continuoudy varying liquid level in atank. As shown in
Figure 5.11, liquid levd in a tank was measured with the SFCW sensor. The leve of liquid
was decreased from a reference levd, an initidly set vadue of O, to 3 inches below the
reference and the resulting changes were measured. The measured results were very close to
the actud liquid levd in the tank with less than +0.04-inch error as shown in Figure 5.12
(where the negative Sgn (-) means below the reference leve).

According to the above two measurements, the sensor achieved a good range
accuracy with lessthan £ 0.04-inch error, which agrees very well with the theoretica error of
+ 0.036 inches, obtained from equation (3.16) in Chapter 111, where the frequency step and
the number of steps were 20MHz and 4096 points, respectively. Also, alatera resolution of
1-inch was obtained, which agrees quite well with the theoretical laterd resolution of 0.72-
0.92 inches. In addition, the sensor can promise very accurate measurement of vertical

displacement of the liquid leve with lessthan a+ 0.04-inch error.
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Figure 5.11 The st up for monitoring the liquid leve in atank.
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Figure 5.12 Measured and actud liquid leve in the tank in Figure 5.11.
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5.2.3 Messurement of Buried Mines

To demongrate possible usage in gpplications for mine detection, three different
Anti-personnd (AP) metal mines were used as shown in Figure 5.13. The purpose of the
measurement was to localize and detect AP mines buried under a sandy surface.

The first named APL is sphericd in shape, 2.5 inches in diameter, buried at 2 inches
depth (d1) and displaced 7 inches horizontaly (h1) from the edge of the container, another
named AP2 is cylindrica in shape, 5 inches in diameter and 2.5 inches high, buried a 6
inches of depth (d2) and displaced 15 inches horizontaly (h2), and afina one named AP3is
cylindricad in shape, 2.2 inches in diameter and 3.5 inches high, buried a 0.75 inches under
the surface (d2) and 23 inches in horizonta displacement(h3).

A meta plate (0.04n¥) was first placed 10 inches under the surface of sand and
measurements were performed to find its depth by using equation (3.15), which does not
congder the effect of the propagation medium. The measured depth of the metal plate was
16.7 inches, which is longer than the actud depth as the didectric medium was not
conddered. From the measured result of the metd plate, the caculated depth d in sand can

be found using a proportional expression described as

5.1

q= 10d.,
16.7
where dy, is the measured depth by using equation (3.15) and d is the caculated depth in

sand.
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The depths (d1, d2, and d3) and horizontal displacements (hl, h2, and h3) of the AP
mines were measured with the antenna moving in the horizonta direction as shown in Figure
5.13. From equation (3.15), the measured depths of AP1, AP2, and AP3 mines were
recorded as 3.39, 10.09 and 1.33 inches, respectively. Therefore, the caculated depths of
AP1, AP2, and AP3 mines in sand were found a 2.05, 6.08 and 0.8 inches as shown in
Figure 5.14, which shows synthetic pulses corresponding to each AP mine. The measured
horizontal displacements of AP1, AP2, and AP3 mines were 7, 15.75, and 23.25 inches,
respectively. Figure 5.15 shows the detected and localized mines. The results show that the
measured horizontd displacements and depths of AP mines are farly close to the
corresponding actual horizontal displacements and depths with less than 0.75 and 0.08
inches of error.

Note that the AP3 mine buried at only 0.75 inches under the top surface was clearly
detected and localized with the aid of the theoretica range resolution equation (egn. 3.18) as
0.59 inches. As aresult, the sensor has demongtrated its ability in detecting and locating AP

mines of very smd| szes with a competitively high resolution.
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Figure 5.13 The set up for detecting AP mines buried in sand.
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Figure 5.14 Synthetic pulses extracted from measurements of AP minesin Figure 5.13.
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5.3 Tests with the Microwave SFCW Radar Sensor System

Two measurements on the microwave SFCW radar sensor prototype were
performed to verify its feasibility as a subsurface radar sensor; one is conducted on a sample
pavement provided by TTI for |aboratory experimentation and the other on an actud road,
aswell asa atest dtein the Riversde Campus area of Texas A&M Universty.

The assumptions gpplied on dl measurements are liged as follows Firdly, it was
assumed that the targets or objects were homogeneous materids with low loss. Secondly,
the incident waves were assumed as plane waves. Thirdly, the multiple-reflected wavesin a
layer were ignored as mentioned in Chapter 1. Laglly, the layers were taken to be smooth
haf-gpaces. In fact, these assumptions are not correct for practica pavement materias.
However, as will be seen later, accurate measured results have been achieved for a practica

pavement sample.

5.3.1 Measurements on the Sample Pavement

A pavement sample was congtructed with two layers in awooden box of
36 in. x 36 in. The top layer is asphdt having a thickness of 2.6-2.7 inches while the bottom
layer is base with a thickness of 4.1 inches and filled with limestone. The sensor’s antennae
were pointed obliquely onto the sample surface with a pardld polarization and 10 degrees of
incident angle a 3GHz through the air & 0.2 m of stand-off distance.

As shown in Chapters |1 and 111, 10 degrees of incident angle was not much and had

little affect on the reflection and transmisson coefficients, as well as the penetration depth,
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therefore it was ignored. Figure 5.16 illustrates the sgnds reflected at the interfaces between

the sample' slayers.

___ layer O (Air) j

rl EI’Z

/ f +T°1 T4

layer 1 (Asphalt) TlO A "y

€2 v ( )
layer 2 (Base) Ta1 Ge d
(wooden box)

Figure 5.16 Sketch of the pavement sample in a wooden box together with the incident and

reflected waves. E; is the incident

wave E.i, E;, and E,; are the reflected waves at the

interfaces between layers 0 and 1, layers 1 and 2, and layer 2 and the wooden box,

respectively, and d; and d, are the thickness of the layers 1 and 2, respectively.

With reference to Figure 5.16, the single reflected fidd at the 2™ interface in Chapter

I, resulting in equation (2.24b), repested here with a normdly incident wave, is given as

under:

Er2 = Ei T10T01Gbl exp (' a 1d1)

where E; represents the incident wave.
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Then, the relative dielectric condant e, 1) of layer i+1 (i =0, 1, 2) can be derived

from equation (2.20), when a plane wave isincident transversdly from layer i to layer i+1:

0
e(FHl) = ef%gl+ G : 53
+i

where e¢; is the red part of the redive didectric permittivity of layer i and G.q; indicates
the reflection coefficient of the wave incidents from layer i to layer i+1.
From equations (2.18) and (2.25) in Chapter 11, the single reflected fidd from the ri"

interface isfound as

_|E

g% o1 T ©P - 22,d ) 54

(7]

rn nn-1

where a ,, and dn, are the attenuation constant and thickness of the layer m.
With assuming Gy = -1, the reflected fidd E,, from the metd plae is equd to the

incident field E; when ametd plate is placed at the firgt interface, which resultsin

E.| =|E] 55

The reflection coefficient at the first and second interfaces are then obtained from equations

(5.4) and (5.5) as

5.6
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where E,, represents the single reflected field at the 2™ interface.
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Using equations (5.4) and (5.7), the relative didectric congtants of the asphdt and

base layers can be calculated as

- Gy O

er = gi ~ 5.8a
?1) + QO 4]

aa- G"Zl 02

ef,, =e oy 5.8b
) =ed gr G, 5

In addition, the thickness of layer i can be derived from equation (3.15) in Chapter 111 as

CDn(i Ji+0)

oMY e,

5.9

where Dnj i+y) is the difference between the bin numbers of cdls corresponding to layers i

and i+1 as shown in Figure 5.17. It should be mentioned here that this procedure can dso

be applied to structures containing more than 3 layers.

Figure 5.17 represents the synthetic range profile of the pavement sample and a

meta plate obtained from the measurement data. Table 5.7 shows the measured parameters

of the pavement sample adong with the actud values. The measured thickness of each layer

agreeswell with the actua values. Note that the theoretica relative diglectric congtants of the

sampl€e' s asphdt and base materids, in Table 2.1 in Chapter 11, were not used here since 1)
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the reported values vary over awide range asin Table 2.1 which is provide by TTI and 2)

the reported asphalt and base materias are not the same as those in our pavement sample.
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—— pavement
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Amplitude ( metal plate)
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a 300
Dn s D N (1,2

p S 240

/\ 180
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ﬁ va )

\HN ; Wy :
3100 3200 3300 3400

Range cell number
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Figure 5.17 Synthetic range profiles obtained from a metd-plate target and the pavement

sample.
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Table 5.7 Comparison between actual and measured data.

Agphdlt Base
Relative didlectric constant Experiment 3.24 12.5
Actud 2.6-2.7 4.1
Thickness (inches)
Experiment 2.72 4.04

5.3.2 Measurements on the Test Site and Actual Road

The measurements were aso conducted a two Stes on the Riversde Campus of
Texas A&M Universty. As discussed earlier, only stationary tests were performed due to
thelow PRI of the synthesizer.

The firg measurement was conducted on the test dte that was partitioned with
severd sections in which there are pavement layers with various thicknesses as shown in
Table 5.8. However, the actual thickness and other properties should be different with those
vaues in Table 5.8 as the test site was constructed 30 years ago. The second measurement
on the road named as Rut Ride was performed where the thickness of the asphdt layer is
fixed a 2 inches while the thickness of the base layer is varied continuoudy as shown in
Figure 5.18. The measurement data was collected every 20 feet for atota length of 100 feet.

Figures 5.3.19-22 show the synthetic profiles of sections A-D. As shown in Figures

5.3.19-22, this sensor system detected up to the second interface between the asphalt and
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base layers at the section A, B, and C and up to the third interface between the base and
subgrade layers at the section D, where the thickness of the asphdlt layer is only one inch.
The measured thickness of the asphdt and base layers was found, as shown in Table 5.8,
using equations (5.6-9).

Figure 5.23 (a-f) represents the synthetic profiles obtained at different postions of
the road as shown in Figure 5.18. As expected from the previous measurement results, it
only detected the second interface between the asphat and base layers. The measured
thickness of the asphdt layer, as shown in Table 5.9, showed less than 0.25 inches of error
compared to the actud thickness of the asphalt layer.

From the measured results, it can be deduced that the transmitted power was rapidly
decreased in the layers due to significant loss a high frequencies. However, it demondrated

that this sensor could clearly detect asleast 5 inches of the thickness of the asphalt layer.
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Table 5.8 Thickness and materid of each section where x, y, and z are limestone, limestone

+ 2% lime, and limestone + 4% cement, respectively.

Thickness (inches)/materid
Asphdlt Base Subgrade
Section
Actud | Measured | Actud | Measured Actud

A 5 4.68 4z N/A 4/x
B 5 4.82 4/z N/A 4/z
C 3 3.12 8ly N/A 8ly
D 1 0.99 4ly 3.96 12/x

z=0 z=100

It 2in Asphdlt er » 6 I

Subbase er » 25

Figure 5.18 Cross-section of the road.
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Figure 5.19 Synthetic profile of section A.
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Figure 5.20 Synthetic profile of section B.
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Figure 5.21 Synthetic profile of section C.
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Position Z(fet) 0 20 40 60 80 100
Actual 2 2 2 2 2 2
Thickness
Measured | 2.13 2.13 2.13 2.25 2.25 2.25
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Figure 5.23 Synthetic profile of the road in Figure 5.18.
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CHAPTER VI

CONCLUSIONS

Two new mircrowave and millimeter-wave integrated-circuit SFCW radar sensor
systems, having high resolution and good accuracy, have been devel oped.

A st of modified radar equations that accurately characterize any subsurface radar
sensor intended to investigate multi-layered structures, such as the pavements consisting of
the asphdlt, base, and severd subgrade layers or to detect and localize buried object under
the surface, were derived. These equations involved a larger than usud number of
parameters that subsurface radar sensors require to estimate their penetration depth.

The system performance factor that was incorporated in the radar equation was
renamed 2 actud system performance factor?, to better characterize the SFCW radar sensor
sysem. Along with this term, the radar equations enabled the estimation of the maximum
penetration depth of the SFCW radar sensor for buried objects under ground and also for
pavement layers. A term cdled 2range accuracy? was coined in the course of the
dissertation work and was used for accurately measuring the vertica range of a target, and
aso for edimating avarying liquid levd.

The microwave SFCW radar sensor’s transceiver, operating in the 0.6-5.6GHz
range and based on a coherent super-heterodyne scheme, was redlized usng MICs on FR-4
subgtrates, which resulting in a low cog, light weight and small sze implementation of the

transcaiver.
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Also, a millimeter-wave SFCW radar sensor’s transceiver, employing a coherent
super- heterodyne architecture, was developed with both MICs and MMICs on FR-4 and
aumia substrates with an 8GHz operationd bandwidth.

A UWB microgtrip quasi-horn antenna for the microwave SFCW radar sensor
system, redized with low cost and light weight, was aso developed and demondtrated its
excdlent properties with better than 10dB of return loss and 6 17dBi of directiond gain in
the desired UWB range of frequency. It was found that an extra resstive load and pieces of
absorbers could improve the return loss caused at the open end of the antenna significantly.

A Kaband microgtrip quas-horn antenna was aso developed for potentia usage in
millimeter-wave SFCW radar sensor systems. It demonstrated excellent properties in the
20-40GHz with greater than 14 dB of the return lossand 14 -17 dBi of directiond gain.

An innovativedy smple yet effective technique for compensating the common 1/Q
errors caused by the system itsalf was demonstrated and applied to the signd processing,
and some other blocks for acquisition and storage of 1/Q data.

The microwave SFCW radar sensor’s transcelver was incorporated in a system
aong with UWB antennae and a signd processing block and tested meticuloudy to verify its

dectrical performance. The measured actua system performance factor was 105dB.
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Tests of the millimeter-wave SFCW radar sensor’ s transceiver were aso performed.
It was incorporated with a waveguide horn antenna and the system was re-tested. Its actua
system performance factor was found to be 89dB.

Measurements using these sensor systems were conducted on various samples as
wdl as on actud roads. The microwave SFCW radar sensor system demonstrated its
excdlent performance with great measurement results on the sample pavement with less than
+ 0.1 inches of eror. It dso showed that the thickness of the asphalt layer on the actua road
could be accurately measured less than 025 inches of error.

The millimeter-wave SFCW radar sensor system also demonstrated its benefits as a
surface and subsurface radar sensor. Its feasibility as a subsurface radar sensor was verified
by testing it for detecting and locdlizing very smdl buried AP mines under sand with less than
0.75 inches of verticad resolution. As a surface radar sensor, it profiled the surface of a
sample whose height rapidly changes dong the horizonta direction, with 1 inches of laterd
resolution and less than £ 0.04 inches of range accuracy. In addition, it accurately measured

the displacement of liquid leve with lessthen + 0.04 inches of discrepancy.

6.1 Recommended Future Work

The following are some of the recommendations that could be suggested on the basis
of the experiences gained during the course of this project:
1. Advanced image processing such as SAR technique is needed to incresse its laterd

resolution for better locdizing buried objects or finer profiling a rough surface.
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2. Compensation for digoerson of the propagation media by usng signd processing is
needed to enhance its synthetic pulse shgpe resulting in higher vertica resolution.

3. The transmitting power needs to be increased to penetrate much further in depth.

4. A fast frequency synthesizer needs to be incorporated with the sensor systems for
measurements on amoving vehicle. For instance, the siweep time of the frequency synthesizer

needs to be 25msif the speed of the vehicle is 20 miles per hour.
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