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Abstract
Most industrial processes are composed of multiple subsequent steps. In this
article, we provide a statistical approach to design experiments and to define
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the complex system of interactions among steps. We consider each intermediate
outcome as an additional input factor in the next step and we plan experiments
following a particular sequential structure. To encompass the potential devia-
tions from the target levels of such input factors, designs are selected according

to the D-optimality in average criterion and, in order to assess their prediction
Funding information

GlaxoSmithKline capabilities, a suitable extension of the fraction of design space technique has

been proposed. The manufacturing design space of the process is then defined
by combining the interconnected manufacturing design spaces of the process
steps and by deriving the linear combination of the process inputs that ensures
the required quality standard for the final outcome. Appealing properties of this
approach are also shown by the application to a three-steps biochemical process
of expression and purification of a recombinant protein in which 10 input factors
are included in the design.
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1 | INTRODUCTION

A multi-step process is a system composed of multiple subsequent stages: the quality of the final product is the result
of the interactions among the steps. More specifically, the quality of the product at one stage is not only affected by the
operations performed at that stage, but also by those of previous stages.! Dealing with multi-step processes is common in
many industrial fields, but their complex structure still presents significant challenges for researchers.

In particular in pharmaceutical industry, the introduction of the quality by design (QbD)? paradigm has increased
the demand of systematic and science-based approaches to support pharmaceutical development and manufacturing
activities. QbD principles have been developed to guarantee high level of product and process understanding and, hence,
high level of quality for patients.>* The QbD implementation includes the identification of the critical quality attributes
(CQAs) of pharmaceutical products, defined as those attributes which impact the clinical performance. Then, to ensure
product quality, the manufacturing process should be designed to obtain these attributes consistently at the desired values.
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The multidimensional combination and interaction of inputs and process parameters such that the final CQAs meet
the desired ranges is defined as the manufacturing design space, “which is one of the fundamental concepts in the QbD
paradigm.?

Clearly, the establishment of the manufacturing design space in a multi-step context should take into account that (i)
the quality of the final product is the result of the combination of operations and resources employed in the subsequent
steps, which are, in turn, controlled by multiple input factors/process parameters and (ii) input factors of different steps
interact to determine the intermediate and the final outcome/CQA. Such structure and the lack of first principle models
pose technical issues in the design, analysis, and optimization of multi-step processes.

Usually, given the complexity of the problem, the process is investigated one step at-a-time.> This strategy fails to detect
potentially critical interactions between steps and requires a remarkable amount of experimental resources. On the other
hand, by approaching the multi-step process as a big single-stage with traditional experimental designs would involve
a large study, with potentially around 10 or more interacting factors, usually not affordable in practice (for biochemical
processes the number of factors typically investigated in a single experiment is below 10). Indeed, a full description and
understanding of the system should explore all the potential interactions between all the input factors of the process,
requiring a high experimental effort. Therefore a suitable strategy to design experimental studies for multi-step processes
is fundamental for scientists, especially in pharmaceutical industry in which the compliance with regulatory guidelines
is often matched with the need to speed-up the development process.

Literature on multi-step processes has mainly addressed process robustness, control and optimization and discussion
of case studies.®® To the best of our knowledge, research on design of experiment in a multi-stage framework has been
focused on split-plot designs and its variants (see the review of Yuangyai and Lin®). Multi-stage experimentation can
be performed in a split-plot fashion, but the complexity ramp up as the number of steps increases.>!? In general, the
proposals are not flexible in terms of number of steps involved, number of factors, number of levels for each factor, and
type of experimental design used.’

In this article, we introduce an efficient approach to design an experimental study for a multi-step process. Motivated
by QbD principles, the final objective of the design strategy is the determination of the manufacturing design space of the
whole process. The procedure consists in designing a set of experiments to fit an empirical model for the final outcome.
We present a new framework in which the output of each step is included as an input factor in the subsequent step and
experiments are planned following a particular sequential structure. The setting of the additional input factor is subject
to error since it can be set only by changing the input factors of the previous step, according to a model. Then, to fit a
tentative model for each step, the D-optimal design in average!!!2 has been adopted as a design criterion. Since the error in
setting input factors affects the prediction properties of the design, we propose an extension of the fraction of design space
technique, which includes this effect. Once the model for the final outcome has been estimated, starting from the quality
requirements on the final product, the multi-step manufacturing design space is derived by combining the interconnected
manufacturing design spaces of the steps. As a result, a set of operating ranges for all the directly controlled input factors
of the process is obtained. The application of the procedure is particularly relevant for—but not limited to—biochemical
processes within pharmaceutical industry, for which we report an illustrative case-study example.

This article is organized as follows: in Section 2, we formalize the structure of multi-step processes and we introduce
the notation, and in Section 3, we present the sequential strategy to design experiments. In Section 4, we report the method
to define the multi-step manufacturing design space, while in Section 5, the complete procedure is implemented for a
three-step process of expression and purification of a recombinant protein. In Section 6, we conclude with a discussion
and future developments.

2 | MULTI-STEP PROCESSES AND NOTATION

Let us consider a process made of V steps, Sy, ..., Sy, and let us denote with x? = (x(li),x(zi), ...) the set of controllable
input factors of S;, for i=1, ... ,V, and with ) the output of the process (Figure 1). The main concern of multi-step
systems is that the behavior of the final outcome depends both on the effect of process inputs and on the interactions
among steps, namely " depends on x?,Vi=1, ... ,V and their interactions.

*Note that in the ICH guideline Q8 on pharmaceutical development? this CQAs-consistent production space is named design space. However, this
terminology may be ambiguous in the context of this manuscript since the term design space is commonly used in the design of experiment literature
to refer to the set of all the possible design points of the experiment.
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In such complex systems, mechanistic models relating inputs and outputs are not generally available so that
researchers have to rely on Design of Experiment (DoE) techniques.!* Hence, empirical models are devoted to the iden-
tification of the manufacturing design space, which then consists in learning how to set x, ... ,x( in such a way that
") has the desired characteristics (e.g., quality, safety).

On the one hand, if the process is intended as a big single stage (Figure 1), the behavior of Y can be typically described
by a regression model y") = f(x®, ... ,x"); B) + ey where f(-; B) is the model response, f is the unknown model parame-
ters vector and ey is a random error term. Designing an experiment to fit such a complex model would require, in general,
a high number of runs, due to the high number of parameters to estimate. Even if few steps are involved in the process, the
planning of the experiment with traditional DoE techniques'? is hardly affordable in practice. Indeed, let us consider an
experimental scenario with V' =3, in which the experimenter would like to study three input factors per step. Assuming
fC, B) linear in g involving main, quadratic and two factor interactions effects, the number of parameters to be estimated
in the model for y® would be 54 (plus the intercept). On the other hand, designing experiments by not taking into account
the interactions among steps (e.g., by changing input factors one-step-at-a-time and observing the final outcome) would
require prohibitive experimental resources giving only partial knowledge of the process. These drawbacks call for an ad
hoc design strategy to effectively plan experiments in a multi-step context.

Let us assume that the output of each intermediate step can be observed, so that a multi-step process can be represented
as in Figure 2, where y® is the outcome of S; for i=1, ..., V. In contrast to the setting of Figure 1, we consider the
structure of the process as made of multiple components. From now on, we assume that the experimenter is interested in
a single characteristic (i.e., a single CQA in the context of pharmaceutical development) of each intermediate material.
This assumption is relevant for the development to our proposal (for a thorough discussion, see Section 6): only one output
is carried out as an input in the next step.

Within this setting, the first step and so ), depends on x’ while each y”) for i=2, ...,V is affected by the input
factors proper of that step, x?, but also by the outcome of the previous one, y~. We then introduce a mathematical
formalization of a multi-step process in which each step is characterized by a model,

Y =AixD; V) + €D,
0 = £ 30D, g0y 4 g, a)

P = fr y R ) 4+ e,

where for the i-th step, f;(-) is the response model, x? is the vector of input factors, g is the vector of the unknown
model parameters and £? is a random error. We assume f;(-) linear in the parameters so that the i-th equation of (1)
can be restated as y© = z/B% + £, where z is the vector (of size p;) whose components are the term included in the
model f;(-). For instance, if the i-th step has two input factors and f;(-) is a full quadratic model (without intercept)
then x® = (x?),x;i)) and z/ = (xii) ,x;i) , y(i‘l),xii) -x;i) ,xii) . y(i‘l),x;i) -y, [)_cf) 12, [x;i)]z, [y~V]2) with p; =9. In addition, by
letting y® be the vector of the n; observations from step i, then y® = Z; " + £¢® where Z; is the design matrix expanded
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variance o-l.2, Yu =1, ... ,n; (homoschedasticity) and that the {sﬁ?} are uncorrelated random variables. Finally, since we
deal with situations in which the real experimental conditions may fluctuates around those specified in the design, that
is, the actual design matrix could be different to the the planned design matrix, we denote with Z; the observed design
matrix expanded to the form of f;(-).

to the f;(-) model form (i.e., it has size n; X p;). For €® = (e . ,eﬁfi))’ we assume that 53) has zero mean and

3 | DESIGN OF EXPERIMENTS FOR MULTI-STEP PROCESSES

In this section, we present the design strategy to plan the experiments in multi-step processes. In general, the model for the
final outcome is used to draw conclusions on the end-process material and so to derive the manufacturing design space.
Following the set-up in (1), to fit an empirical model for y") we have to estimate V models. Thus, we need to generate
V experimental plans: the procedure consists of a sequence of V phases where, in the generic phase i, the objective is
to fit a model for the outcome of S;. On this purpose, phase i consists of (a) the design of the experiment for S; (b) the
implementation of the experiments to observe the y® and finally (c) the analysis of the results for fit a model for y®.

So in phase i (i.e., phase 1, ..., phase i — 1 have already been run), the experimental design for S; is derived according
to a suitable optimality criterion. Such experimental design provides target levels for x and y“~ . However, since y/~
is the output of S;_,, its target levels cannot be set directly as for xX¥. The desired target values can be reached only after
running the previous steps, S1, S, ..., Si_1, under proper settings of x), ... ,x(=D. In particular, = can be controlled
only through the inputs of S;_; and the model estimatesfi_l(-) (estimator of f; _1(-)) computed in phase i — 1, but due to
the prediction error intrinsic in each model, y¢~ cannot be set precisely to the desired levels. More specifically, while
all the input factors x) in step i are subjected to a negligible experimental error, '~V is also subjected to the error of
the model for S;_;. Therefore, due to the multi-step structure of the process, each experimental plan involves one factor
whose levels are set with error: the experiments should be designed by taking into account the potential deviations from
the target levels that may occur due to this error.

To the best of our knowledge, the first author interested in the effect of error in setting factor levels was Box!'* and this
topic has been more recently addressed by Pronzato!! and Donev!? in the context of optimal designs. However, robustness
to error in setting factor levels of optimal designs has not been much addressed in the literature.'®

In order to clarify the experimental strategy proposed, Example 1 and Figure 3 illustrate the multi-step procedure in
the case of three steps.

Example 1. The multi-step experimental strategy is illustrated in Figure 3 in the case of a three-step process: the pro-
cedure consists of three phases. In phase 1 the experiments are performed on S; to fit a model for yV. In phase 2, the
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experiments are performed on S; and S, to fit a model for y®. However, note the difference between the experiments on
S1 in phase 1 and in phase 2. In phase 1, the experiments on S; are performed under some settings of xV) that are optimal
to fit a model for yV. In phase 2, the experiments on S; are run once again but under different set-ups of x), which are
the ones ensuring y™V close to the target levels optimal to fit a model for y*». The same reasoning holds for phase 3.

Section 3.1 is focused on how to design the experiment for S; at phase i and the complete and detailed procedure to
implement the proposed experimental strategy from phase 1 up to phase V is reported in Section 3.2.

3.1 | Design of experiment for step i in phase i

Let us consider that phase 1, phase 2, ..., phase i — 1 have already been run, that is, f 1)y ey f” ;_1(+) are available. For
instance, phase i — 1 is devoted to make experiments to fit a model for y~ Y, thus the experiments have been carried out
from S; up to S;_; and the experimental conditions (values of x¢~ 1 and yU~?) that generated the observed y¢~ Vs are

known so that Z;_; is available and used to estimate the parameters ﬁ(H) via least squares.

We are now in phase i. First, we wish to design an experiment to fit an empirical model for y (phase i (a)). Typically,
input factors are set to target levels according to a given experimental plan. The plan is generated following optimality
criteria, which are generally based on convex functions of the information matrix of the design!® (e.g., the well-known
D-optimality requires the maximization of its determinant or, equivalently, the minimization of the determinant of the
inverse information matrix!7).

However, for the i-th step,

(i) the levels of x® are directly controllable and so adjustable to the target values required by the experimental plan,
(ii) the levels of y~1 can be controlled by running S;_; and by changing x¢~V and U ~? according to the model f;_, (-).

In particular, the levels of y@ =1 are set through f,_,(x, y(-2); B = zi_li}(i_l). If following a design criterion 7,
is the target level for =1 in the u-th experimental run and ¢, is the design point such that f i—1(tu) = 7y, then the point
estimator f,_,(t,) = t, ﬁ(i_l) is unbiased with variance

i = 0, (1 + 0(Zia Zia) '), )
which can be estimated by replacing o-l.z_1 with the sample variance &iz_l (note that the choice of t, may not be unique, see
Remark 1). Then, experimental data in the u-th run will be generated by Yb(f_l) = 1, + e, rather than by 7,,, where ¢, is the
error in setting y@~ 1 in the u-th observation. By assuming e, normally distributed with zero mean and variance 52 (and
also E[e, - ¢j] = 0 for u #j), the level of ¢~V becomes a random variable, that is, YL(,H) ~ N(zy,12). Thus, the planned Z;
is composed of deterministic elements, associated to the input factors x®_ and random elements associated to YU =1, that
is, the generic row of Z; is z] = (xgi),xgi), - Y(i‘l),xii) . x(zi), ,xf) LY@b o [x?)]z, L [YEDZ .

Remark 1. Consider the target level 7, for y¢~ 1 in the u-th experimental run. There may be many possible choices of the
design points ¢, that satisfies f ._1(tu) = 7,. From a statistical perspective, the choice of t, can lead to different 52, that is,
to different magnitudes of the prediction variance. A natural choice is then to take the t, for which the corresponding 52
is the lowest. The selection of the most appropriate ¢, could be also driven by practical considerations like cost reasoning
or operative purposes.

Remark 2. Note that in phase i (a), the planned Z; has random components due to the still unobserved outcomes of S;_;.
Since we work under the assumption that intermediate outcomes can be measured, when the experiment on S;_; in
phase i (b) takes place, the realizations of Y@~V can be observed. Thus, the experimental conditions that generate y are
not random: Z; is the matrix Z; conditional on the realizations of the Y@~ Vs, and Z; is not random (see also Donev'?).

Therefore least squares estimates of f” can can be obtained in phase i (c) by B30 = Zz) 1 Zyo.
In phase i (a) the design and so the choice of the target levels for both input factors set directly and with error of S;
should be made according to some optimality considerations. In the presence of error in setting the levels of some input

factors, the average D-optimal criterion has been proposed.!!12 Average D-optimal design is based on minimizing the
expected value of the determinant of the random inverse information matrix, that is,

min E[det(Z,Z)™]. 3)
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The distribution of det (Z;Zi)‘1 is very complex and, in general, not available in closed-form, so that we compute
E[det (Z;Zl-)‘l] with Monte Carlo approximation. To implement the criterion in (3), we have extended the Fedorov’s
exchange algorithm.!” Starting from an initial design of a given size, at each iteration the algorithm will select a point of
the design to be removed and exchanged with a new point from a candidate set. The point is chosen as the one that gives
the best improvement in terms of the criterion in (3). This procedure is iterated until no further exchanges are found to
improve the criterion more than a given small threshold (e.g., 1071%). The pseudo code is reported in the Appendix and
the R code is available upon request to the first author.

The criterion in (3) provides a design which is optimal in average. The real experimental conditions recorded in Z;
are a single realization of Z;. However, in the next section we report a suitable extension of the fraction of design space
(FDS) technique!® to evaluate the impact of input factors set with error on the prediction capabilities of the design. In the
exposition of Section 3.1.1, we refer to the i-th step of the process in phase i.

3.1.1 | Prediction properties of designs with error in factor levels

The most used measures of the prediction properties of a response surface design are the scaled prediction variance (SPV)
and the unscaled prediction variance (UPV), which, for a given extended design matrix Z; and a point %, (expanded to
the model space), are given by SPV(Z) = nii(’)(zzi)‘lio and UPV(%,) = SPV(2,)/n; respectively. Zahran et al.'® intro-
duced the fraction of design space technique to both assess the prediction capability of a single design and make
comparisons between competing designs. They present a graphical method, the FDS plot, to quantify the fraction of the
design space with SPV less than or equal than any SPV values. We have extended such technique to evaluate designs
in presence of error in factor levels. Let us assume to be in phase i (a). In this case, due to the random Z;, in any %,
instead of a single value we get a distribution of UPV(Z). As analogous to the UPV, which is sorted and displayed
in the FDS plot, we consider QPV;_,, defined, for each design point, as the 1 — a quantile of UPV(Z,). Hence, for a
given fraction of the design space y, the corresponding QPV;_, value denotes that the 1 — a% of the possible designs
occurrence have the y% of the design space with UPV at or below that value (a typical value used in experiments
isy% = 80%).

For numerical comparisons, we consider the half-width of the confidence interval for the predicted mean (divided by
the expected variability on the tentative model aiz), computed with respect to the 1 — a quantile of the UPV distribution.
In particular, by letting d, = q,(UPV) - fy.975, n—p,» Where g, is the y-quantile of the UPV and £y 975, —p, is the 0.975 quantile
of the student-t distribution with n; — p; degrees of freedom, each d, value indicates that the y% of the design space is
precise enough to predict the mean within +6;d,. To accommodate the error in factor levels, following similar reasoning,
we define

dy,a = qy( QPVi_g) - 11-0.05/2, n=p;>

whose value denotes that the 1 — a% of the realizations of the designs have the y% of the design space precise enough to
predict the mean within +6;d, ,.

Notice that the usefulness of QPV;_, and d, , is not limited to multi-step processes. Also in the case of a single-step
process, in which for some reason one or more input factors are set with error, these tools may be adopted to evaluate the
prediction capabilities of the experimental designs.

3.2 | Experimental strategy for multi-step processes

In this section, we report the complete procedure that starting from S; provides a model for Sy . According to our proposal,
the experiments are performed following a particular sequential structure. The experimental strategy is articulated in a
sequence of phases in which the same operations are substantially repeated by adding each time one more step as follows
(see also Table 1).

phase 1 (a) Design the experiment for step 1. The experimental plan can be derived in this case according to a clas-
sical designs (i.e., a design that does not consider input factors set with error, like D-optimal design, central
composite design).
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(b)
(c)

phase 2 (a)

(b)

(c)

phasei(a)

(b)

(©

phase V (@)
(b)
(©

Perform the experiment on step 1. Perform the n; runs on S;.

Analyze the results from step 1. Estimate the parameters ¥ of the response model f;(-) and the variance
of the observations o7

Design the experiment for step 2. Use information from phase 1 (¢) to find the D-optimal design in average
for step 2 as follows. Fix a range [y(Ll), y((})] of values to explore in input for S,, choose target levels within
this interval (e.g., low, mid, and high level) and compute the corresponding variance of the error in setting
y to the desired levels (e.g., ”lzow’ nfni " nfligh). Implement D-optimality in average to find the optimal design
for S, (with n, runs); compute Z,.

Perform the experiments on step 1 and step 2. Perform the n, runs on S; and S,. The input factors levels
of S are set to obtain the outputs of S; close to the target levels computed as optimal for S,. At the end of
S; record the realizations of Y,ﬂl), Yu=1, ... ,n, (which are different from those obtained at the end of the
phase 1), so that the real experimental conditions (i.e., the observed design matrix) that generate the y® are
known; compute Z».

Analyze the results from step 2. Estimate the parameters ® of the response model f,(-) and the variance
of the observations 2.

Design the experiment for step 2. Use information from phase i — 1 (¢) and implement D-optimality in
average to find the optimal design for S; (with n; runs); compute Z;.

Perform the experiments on step 1, step 2, ... step i.Perform n; runs on S;, S,, ..., S;. For step S;_;
factors levels are set to obtain the output of S;_; close to the target levels computed as optimal for S; and
factors’ levels for S;_,, ..., S; are then set accordingly. At the end of S;_; record the realizations of Yff_l),
Yu=1, ... ,n; (which are different from those obtained at the end of phase i — 1) so that the real experimental
conditions (i.e., the observed design matrix) that generate the y® are known; compute Z;.

Analyze the results from step i.Estimate the parameters g of the response model f;(-) and the variance
of the observations o7

Design the experiment for step V. Use information from phase V — 1 (¢) and implement D-optimality in
average to find the optimal design for Sy (with ny runs); compute Zy.

Perform the experiments on step 1, step 2, ..., step V. Perform ny runs on all the process steps and
proceed similarly to phase i (b); compute Zy.

Analyze the results from step V.Estimate the parameters " of the response model f(-) and the variance
of the observations o7,

TABLE 1 Strategy of experimentation for V-step processes

Phase

phase 1

phase 2

phase i

phase V

Experiment Input Howis set Design criterion Output For next step
n; runs on S; xM directly Classic DoE observey®, Z,, .y
compute f, (") m
n,runson S; and S, x® directly Average D-optimal ~ observey@, Z,; ¥,y
y by changing x® (Z,) compute f,(-) n
throughfl(-)
n; runs on Sy, ..., S; x® directly Average D-optimal ~ observe y?, Z;; (Li), y(Ui)]
y¢-D  bychangingx(-Dand  (Z) compute f;(-) n2

3= through f,_, ()

nyrunson Sy,..,Sy  x) directly Average D-optimal ~ observe yV), Zy; . yg/)]

=D bychangingx”-Yand (Zy) compute f,(-) n
=2 through f,, ()
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TABLE 2 Number of parameters to be estimated:
single-stage DoE versus multi-step DoE (S, and S; involve Controlled inputs Number of parameters
an additional input factor) S, S, S3 Single-stage DoE Multi-step DoE
2 2 2 28 26
3 3 3 55 40
4 4 4 91 57
F F F (9F% + 9F +2)/2 (3F? +13F +14)/2

The complete procedure requires n; + n, + ... + ny runs where the n; runs are performed only on step 1 (phase 1),
the n, runs are performed on step 1 and step 2 (phase 2) and so on. At the end of phase V, we obtain V fitted models
describing each step of the process. An example for a case study is reported in Section 5 for V' =3.

In the next example, we show the potential advantages of our proposal in terms of required experimental effort.

Example 2. In the case of a three-step process with three input factors per step and a full tentative quadratic model with
intercept for y®), we report in Table 2 the number of parameters to be estimated in the case the experimenter considers
the process as a single-stage (single-stage DoE) and in the proposed multi-step approach (multi-step DoE). We compared
the two procedures as the number of controllable input factors per stage (F) increases.

Clearly a larger number of parameters to estimate requires a higher number of runs. However, note that the
single-stage and the multi-step procedures cannot be directly compared in terms of the number of runs. This number
depends on the design criterion adopted and on the required prediction properties of the experimental design. The main
advantage of our set-up is related to the number of steps involved in each experiment: according to the single-stage DoE,
each of the planned runs involve all the process’ steps, whereas adopting our proposal the number of runs carried out
from the first up to the last step is limited, inducing, in general, a gain in terms of experimental resources. This example
also highlights how the saving of experimental resources brought by the multi-step DoE increases as the number of con-
trollable input factors per stage increases. Finally, note also that under the single-stage approach, the single model for the
final outcome it is likely very complex. In this case, the assumption of a full-quadratic tentative model may often be too
stringent.

4 | MANUFACTURING DESIGN SPACE DEFINITION FOR MULTI-STEP
PROCESSES

Once the procedure of Section 3.2 has been performed, V fitted models, one for each outcome, are available. These models
are used to define a set of interconnected acceptable ranges expressed in terms of the directly controlled input factors of the
process. We will refer to multi-step manufacturing design space (denoted by DS) to intend the manufacturing design space
of the entire process and to individual manufacturing design space as this space for a single step (denoted by DS; for S;).

Starting from the last step, let us assume that the quality target for the final outcome of the process requires y> € R.
Then, from f,_,(-), the corresponding multidimensional combination of x> and yV = such that y’ € R is derived. This
region is usually restricted by a confidence/prediction interval on the fitted response, giving an acceptable (more robust)
smaller region for x> and y¥ = . Then, the determined range for y =1 becomes the quality target used to derive the
individual manufacturing design space for Sy_1, so that DSy _; is defined fromfv_l(-) and is expressed in terms of xX' ~
and y\" -2,

The same reasoning is iterated until the manufacturing design space for y), which will be expressed in terms of
x| is derived. The combination of the acceptable ranges of the directly controllable input factors gives the multi-step
manufacturing design space

DS = {xV x@ ... x" suchthat y") € R}. 4)
A similar procedure has been adopted in the work of Eon-Duval et al.’ but the authors do not address two fundamental

issues. First, they do not formally provide a procedure to model a multi-step process and second they do not take into
account the multi-step structure of the process in the designing of experiments.
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Remark 3. Two potential presentations of the manufacturing design space are reported in the guidelines.? (i) It can be
defined by a non-linear combination of inputs’ ranges that makes y") € R. In this case, the manufacturing design space
is explained by mathematical equations describing relationships between inputs that lead to successful outputs. While
this approach allows the maximum operative range to achieve the required quality standard, it makes the manufacturing
design space be a complex set. Otherwise (ii) the manufacturing design space can be defined as a smaller region, based
on a linear combination of input factors. Even if this approach is more limiting, it is often preferred in the applications
due to operational simplicity. For this reason, in this article we adopt definition in (ii). In principle, the experimenter
could select any sub-region based on a linear combination of inputs; often this choice is driven by scientific and practi-
cal considerations. For example in Figure 8, the manufacturing design space as in (i) is the yellow region, whereas the
manufacturing design space as in (ii) is the red-delimited rectangle.

5 | CASE STUDY: MANUFACTURING DESIGN SPACE FOR A THREE-STEP
BIOCHEMICAL PROCESS

In this section, we implement our proposal to an illustrative case-study. We considered a biochemical process commonly
used in pharmaceutical industry to produce and purify recombinant proteins expressed by Escherichia coli. The process
consists of three separate steps (Figure 4):

« Fermentation, where the Escherichia coli culture is grown and the recombinant protein is expressed in the bacterial
cells;

« Capture separation, which is the first purification step where the target recombinant protein is captured in the column
and a first portion of impurities is removed (DNA fragments, HCP, endotoxin etc);

« Hydrophobic separation, which is the last purification step, where the hydrophobic interactions are used to separate
our target recombinant proteins from other residual proteins.

For the fermentation step, four input factors were identified as potentially critical process parameters and included
in the study: trace element concentration in the fermentation media (TE), optical density of induction (OD;,4), pH of the
fermentation media (pH), which is maintained fixed during the whole fermentation and the duration of the expression
phase (DE), that is, the time between the induction point and the end of fermentation. Since the protein purity from the
fermentation is expected to impact the performance of the purification steps, the output selected to be included as input
factor for the capture separation step is the protein purity in the capture load material (denoted by Purl). In the capture
step, instead, we considered three process parameters and Purl as input factors. The three capture process parameters are
the following: pH level of the wash (pH.W), the molarity, and the pH of the load material (Mol.L and pH.L respectively).
Also in this case, the purity of the target protein (Pur2) has been identified as the output of the capture to be included as
input in the hydrophobic separation. In this latter step, three process parameters have been identified as potentially critical
for the final purity: the pH of the material loaded in the column (pH.C), the protein concentration, and the conductivity
of the loaded material (dens and cond, respectively). Finally, we include the purity of the incoming material (Pur2) as
additional input factor.

Other steps, like the final filtration or the centrifugation at the end of the fermentation steps were not considered
in our study, however the approach can be easily extended to include them. The aim of the study is to determine the
multi-step manufacturing design space corresponding, in this case, to the region of input factors/process parameters
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TABLE 3 Step 1: Fermentation
(A) Input factors of Step 1 and ranges
x® Input Range
xP TE [1.3,1.7]
X ODing [3.0,7.0]
X pH [6.2,6.8]
X DE [5.0,7.0]
(B) Output of Step 1, coded level in brackets.
Output Input
Level Purl ODjy,q pH DE U
low 13.32 7.00 (+1.00) 6.80 (+1.00) 5.00 (-1.00) 0.712
medium 15.54 6.70 (+0.85) 6.41 (~0.30) 6.35 (40.35) 0.682
high 17.75 4.52 (~0.24) 6.20 (~1.00) 7.00 (+1.00) 0.70?

which can guarantee a final purity of the target protein (Pur3) above 88%. More specifically, in the following, the protein
purity is defined as the relative amount of the recombinant protein of interest with respect to the total amount of all the
components present in the material, that is, host cell proteins, fragmented recombinant protein, aggregated forms. The
methods used to determine the protein purity are: SDS-PAGE after fermentation and reverse phase HPLC after capture
separation and after hydrophobic separation.

In Section 5.1, we report the design and analysis of the experiments for the three steps, and in Section 5.2, we derive
the multi-step manufacturing design space.

5.1 | Design and analysis of three-step process
STEP 1: Fermentation

For each input factor of the fermentation, five levels were identified within the ranges reported in Table 3(A).

To determine the relationship between Purl and the four fermentation parameters, a modified face-centered central
composite design with 34 runs was defined (three extra runs were added as confirmation runs). From the results reported
in Table B1, the fitted model for Purl (in terms of the coded unit) is

Purl =16.32 - 0.52 - ODjyq — 0.44 - pH 4+ 0.94 - DE — 1.10 - OD? , 5)

with 6% = 0.64% and R?=0.74 (predictive R?> =0.63). We used the model in (5) to determine the combination of OD;,q,
pH, and DE such that Pur1 reaches its minimum value, 13.32 (for OD;,q =1, pH =1, DE = —1), and maximum, 17.75 (for
ODj,q =—0.24,pH = -1, DE = 1). Within this interval, we selected three target levels for Purl, low, medium, and high, in
which we compute #2, as in (2). These information are summarized in Table 3(B).

STEP 2: Capture separation

In order to fit a quadratic tentative model with two factor interactions effects, for each of the four factors of this step (see
Table 4(A)), we consider three levels, [-1,0,1]. As far as Purl is concerned, it is set by changing fermentations input
factors through the model in (5).

According to the criterion in (3), we generated D-optimal designs with different number of runs (from 29 to 33), with
n, = 0.316%, 72 = 0.305%, and #?, = 0.3217. In this case, we select the design with dos, 095 =1.49 which corresponds to
the design with 33 runs. In Figure 5, we report the corresponding FDS plot. The black curve is related to the UPV values
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TABLE 4 Step 2: Capture separation

(A) Input factors of Step 2 and ranges

Input Range
x(lz) pHW [6.80,7.20] set directly
X Mol.L [70.00,80.00  set directly
X pH.L [6.80,7.20] set directly
y Purl [13.32,17.75  setindirectly

(B) Output of Step 2, coded levels in brackets

Output Input

Level Pur2 Mol.L Purl U

low 72.90 80.00 (+1.00) 12.27 (~1.00) 3.302

medium 84.48 78.00 (+0.06) 15.14 (+0.05) 3.192

high 96.06 74.00 (~0.20) 18.31 (+1.00) 3.392

FDS plot for the Capture separation step FIGURE 5 Fraction of design space plot for the 33 runs
Experimental plan with 33 runs ‘ design of the capture separation step
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obtained in the ideal case of no error in setting Purl, while the gray curve refers QPV s (Section 3.1.1). For the chosen
design, the UPV value for a fraction of the design space y = 0.8 (gray dot) indicates that the 95% of the possible realizations
of this design have the 80% of the design space with UPV <0.49. Whereas, if ideally we could run the experiment by
setting precisely all input factors, the 80% of the design space would have had UPV <0.42 (black dot).

The generated design provides target levels for pH.W, Mol.L, pH.L, and Purl. In order to proceed with the experiment,
we rearrange the experimental plan in terms of the directly controllable input factors: target levels for Purl become target
levels for OD;y4, pH, and DE. The 33 runs are independently performed on the fermentation and the capture steps. Clearly,
the Purl values achieved in the fermentations will be different from the target values due to the model error (e.g., 13.36
is just prediction given by the model, experimental values are expected within 13.36 + ¢,). From the results (reported in
Table B2), we estimate the following model (in terms of coded unit) for the Pur2 outcome:

Pur2 = 87.80 — 1.91 - Mol.L + 8.08 - Purl — 4.91 - Mol.L?, (6)

with &% = 3.12 and R? = 0.80 (predictive R? = 0.75). Following the same procedure of the previous step, by using the model
in (6), we derived the combination of Mol.L and Purl such that Pur2 reaches its minimum and maximum (see Table 4(B)).
Within this range, we selected three target levels, low, medium, and high for Pur2 and we compute the corresponding
variance of the error for a future prediction by (2).
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TABLE 5 Step 3: Hydrophobic separation; input factors and ranges

Input Range

xf> pH.C [6.40,7.00] set directly

xf) dens [2.00, 8.00] set directly

xf) cond [80.00,110.00] set directly

y@ Pur2 [92.90, 96.06] set indirectly
FIGURE 6 Fraction of design space plot for the 33 runs FDS plot for the Hydrophobic separation step
design of the hydrophobic separation step Experimental plan with 33 runs
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STEP 3: Hydrophobic separation

The input factors of the hydrophobic separation step are reported in Table 5 together with the selected ranges. As regards
Pur2, it can be controlled by tuning the inputs of the capture and fermentation steps according to the models in (5) and (6).

Assuming a tentative model with quadratic terms and two factor interactions, we proceeded as for step 2: we rescaled
the input factors to the range [— 1; 1] and consequently the variance of the error in setting Pur2 (obtaining nil = 0.29%,
’73 =0.272, and '731 = 0.28%). Among D-optimal designs in average, with 30-33 runs, by comparing FDS plots and the
expected half-width values, we selected the experimental plan with 33 runs. For this plan, the expected half-width of the
mean predicted from the model is below 1.54 in 80% of the design space. For the same proportion of the design space, the
95% of the experimental plan will have UPV <0.54, whereas UPV < 0.46 if the experiment would have been run with no
error (FDS plot in Figure 6).

The experimental plan is then rearranged in order to express the target values for Pur2 as target values for Mol.L
and Purl. In turn, target levels for Purl are translated into target levels for OD;,4, pH, and DE. The values obtained
experimentally for Purl and Pur2 have been measured and recorded (data reported in Table B3) and have been used to
fit the following model (in terms of coded units) for Pur3,

Pur3 = 88.81 +0.77 - pH.C + 1.58 - dens + 4.38 - Pur2 + 3.75 - dens® + 1.76 - pH.C - Pur2, @)
with 63 = 2.01% and R? = 0.80 (predictive R? =0.69).

Since Pur3 is a CQA of the final outcome we now proceed to the manufacturing design space definition. For this
three-step process, three interconnected models are available, one for Purl, one for Pur2, and one for Pur3.

5.2 | Multi-step manufacturing design space determination

In this study, the manufacturing design space is the region of the input factors’ space which can consistently guarantee
a final protein purity at or above 88% (often called specification limits in this kind of studies). Therefore, by the model
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FIGURE 7 Manufacturing design space for the hydrophobic separation step
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in (7) and by graphical optimization we selected the region of pH.C, dens, and Pur2 such that Pur3 > 88%. To take into
account the uncertainty on the model predictions, this region is typically reduced following operative considerations.
More specifically we considered the region restricted by the 95% one-sided prediction interval (P.I.) on a single future
observation of Pur3, as shown in Figure 7, but other intervals can be considered as well, like, for example, tolerance
intervals.?’ In Figure 7, the solid black curve is the model prediction such that Pur3 = 88%, while the dashed black curve
is the corresponding bound given by the prediction interval equal to 88% We highlight in yellow the region of the input
factors such that specification limits are satisfied. In this case, within this region, we identified a suitable sub-region of
operating conditions (see Remark 3)—the red-bordered rectangles—so that the manufacturing design space is defined
by the linear combination of the significant input factors for the hydrophobic step and the outcome of the capture step as
follows,

DS; = {dens € [6.87,8.00], pH.C € [6.82,7.00] Pur2 > 84.64%}.
Now, Pur2 > 84.64% becomes the specification limit for the capture step: the resulting manufacturing design space is
identified by the suitable region delimited by the one-sided 95% prediction interval on Pur2, as shown in Figure 8 and it

can be defined as

DS, = {Mol.L € [72.90,75.10], Purl > 16.02%}.
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FIGURE 9 Manufacturing design space for the fermentation step

The same procedure is repeated for the fermentation step (see Figure 9), whose manufacturing design space is given by
DS, = {OD € [4.05,5.05], pH € [6.63,7.00], DE € [3.00, 6.05]}.

The multi-step manufacturing design space is then derived by combining the individual ones of each process step,
obtaining

DS = {dens € [6.87,8.00], pH.C € [6.82,7.00], Mol € [72.90, 75.10],
OD;yq € [4.05,5.05], pH € [6.63,7.00], DE € [3.00,6.05]}.

6 | DISCUSSION AND CONCLUSIONS

In this article, we provide a statistical approach to define the manufacturing design space of a process composed of mul-
tiple steps. Since the multi-step manufacturing design space does consider the interactions among subsequent steps,
it leads to a very good process understanding, it guarantees quality and safety of products and faster and more con-
sistent product development. In the context of pharmaceutical industry, these aspects consistently guarantee a drug
product with the desired properties leading to benefits for patients. Moreover, the multi-step manufacturing design space
increases both manufacturing flexibility and process robustness, which are crucial for reducing costs and batch discard-
ing. Indeed, in the first place, working within the manufacturing design space is not considered as a change, whereas
movements outside would normally initiate a regulatory post approval. In the second place, it is well-known that a man-
ufacturing design space that spans the entire process can increase the operational flexibility.? The experimental effort
required by the procedure, although moderate, is still affordable by scientists, making our proposal a valid compro-
mise between process knowledge and experimental resources. Despite our motivating set-up is related to pharmaceutical
processes, our methodology is general and it can be considered for multi-step experimentation in various industrial
fields.

In the three-steps fermentation and purification process considered, three experiments for three steps are required:
overall, 10 input factors were involved in the study. If we would have approached this process as a big single-stage, the
experiment would have had 10 input factors, resulting in 66 parameters to estimate (in the case of a full-quadratic model
for the final outcome). In principle, the D-optimal design with 100 runs could have also been a possible solution to design
the experiment. However, by considering the process as a big single-stage, each of the 100 runs would have involved all
the three process’ steps. According to our proposal only the last set of experiments, namely, 33 runs, has to be performed
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on the whole process. Therefore, the multi-step design strategy requires a limited number of runs for the experiments
carried out from the first up to the last step.

The multi-step approach relies on the assumption that the outcomes of the intermediate steps can be measured to
derive intermediate models. The quality of these models depends on many elements and, of course, on the features of
the step itself. The impact of an input factor set with error on the intermediate models, and so on the model for the final
outcome, strongly depends on how many input factors has the step in view of one factor set with error and on the effect
(linear, quadratic, etc.) that the input factor set with error is expected to have on the outcome, that is, on the tentative
model.!? Finally, the quality of an intermediate model is also affected by the observed realization of the planned design
matrix. We would recommend a case-by-case simulation study to evaluate this impact. We would also advise to evaluate
the prediction properties of the design by taking into account the possible deviations from the target levels that could
occur in setting the input factor with error, as suggested in Section 3.1.1. This prevents an overestimation of the prediction
properties of the design.

Notice that the design strategy proposed here can be also applied to contexts in which, at the end one step
(or more) it is not possible to stop and observe the outcome. In these cases, such step can be simply merged
with the subsequent one and considered as a single-stage in the design of experiment and in the manufacturing
design space.

The design strategy presented in this article is based on planning one experimental design for each step including, as
additional input factor, the output of the previous one. This setting requires the selection of a single outcome/CQA of the
previous step that the experimenter is interested to study, in interactions with the input factors of the current one. This
assumption is essential in practice: an input—which is actually an output of the previous step, say y4—is set by running
the previous step and by adjusting its inputs to achieve the desired values for y4 given in the experimental plan. In the
case the experimental design would include two set indirectly inputs—say y4 and yg—as they are controlled by changing
the same inputs of the previous step, they cannot be, in general, set independently to the desired level. Essentially, if
the levels of y, are appropriately changed in the experiment, the levels of yz can only be observed. Thus, at the end of
each step, multiple CQAs can be still measured and monitored, but the experimental plan will only be optimal for the
selected one. In many industrial fields, scientific knowledge and discussion with process’ experts should help to identify
the appropriate CQA to be included as an input for the next step. Otherwise, the two outcomes could be treated separately
into two different experiments but the procedure would employ a quite large amount of experimental resources. Further
research is surely requested on this point.

In addition, the multi-step framework provides hints for future research in many directions. We focused on pro-
cesses in which the behavior of the outcome of each step can be well approximated by linear models in the parameters
and we consider only the interactions among subsequent steps. This framework encompasses several practical situa-
tions, however, the procedure could be appropriately extended, with increasing complexity, to relax these assumptions.
Moreover, since first principle models may eventually exist just for one of the steps that makes up the process, one of
the main direction for future studies is the extension of our proposal to accommodate both mechanistic and empir-
ical models. As regards the design criterion, in our framework, it should take into account that one input factors is
not set directly. As a starting point we adopted the average D-optimality proposed in the literature but this problem
offers insights for further research to derive alternatives design criteria suitable for our set-up. Future developments
will be also dedicated to the optimization of the total number of experimental runs to be performed on each step of the
process.
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APPENDIX A. D-OPTIMAL DESIGN IN AVERAGE

In exchange algorithms, starting from an initial design, each design point is considered for exchange with each of the
point of a candidate list. The selected pair of points to exchange is the one which gives the best improvement in terms
of the chosen design criterion (in this case is the pair which most decreases the expected determinant). This procedure
is iterated until no further improvement in the criterion can be obtained by a pairwise exchange.?! The algorithm finds
local optimum so the procedure is usually repeated for multiple initial designs.

Notation:
design points: Z; fori=1, ... ,n
candidate points: Z; fori=1, ... ,N

8(z) = 2/(Z 2)'%

2.2) =2)(Z2) '

Ay = 8(Z) — 6(Z;) — 6(2:)6(Z)) + 6*(Zi, Zj)

Dy = [det(Z' Z)+(1+ Ay)]7!, namely, the change in det (Z' Z)~! which would be obtained by switching Z; with Z;
t: small threshold (e.g., 10710)
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nsim: number of Monte Carlo simulations. To select nsim we run a series of preliminary simulation studies in which
we check the distributions of D;; and their expectations for increasing nsim. In our case study example nsim=1000 (as also
in Donev'?) was enough to provide reasonable stable results.

generate a (random) start design with n points
while _(Dnew - Dold) <t {
for1, ..., nsim{

generate a realization® of Zyq — Zyyg

generate a realization® of the N candidate points

compute Doyg = det(Z/, Zo1q)™*

foriinl,...,n{
forjin1i,...,N {

compute A
compute Dj;
H)
}
compute E[Djy]

select i and j minimizing E[Dy] (if more than one best exchange, select one randomly)
exchange z; with z; so that Z,jg — Zy.
update the determinant D, = det(Z},opZnew)

*a random draw from normal distribution (with zero mean and variance in (2)) is added to each target level of the input
factor set with error in the main effect column of Z,4; quadratic and two factor interactions effects are then computed
accordingly.

APPENDIX B. EXPERIMENTAL DATA

See Tables B1 to B3.

. Purl TE 0Dy pH DE TABLE Bl Experimental results from the fermentation step
1 16.20 1.00 -1.00 1.00 1.00
2 15.80 0.00 0.00 0.00 0.00
3 16.10 1.00 1.00 -1.00 1.00
4 16.80 0.00 0.00 0.00 0.00
5 14.80 1.00 —1.00 —-1.00 —1.00
6 17.50 0.00 0.00 0.00 0.00
7 15.10 -0.50 —0.50 -0.67 —0.50
8 16.60 —-1.00 —1.00 —-1.00 1.00
9 12.55 1.00 1.00 1.00 —-1.00
10 15.45 —1.00 1.00 1.00 1.00
11 13.10 -1.00 1.00 -1.00 —-1.00
12 14.50 —1.00 —1.00 1.00 —1.00
13 16.10 —-1.00 —1.00 —-1.00 —1.00
14 16.70 0.00 0.00 0.00 0.00
15 15.00 1.00 1.00 1.00 1.00
16 15.30 1.00 1.00 1.00 1.00
17 16.03 0.50 0.50 0.67 0.50
18 16.70 0.00 0.00 0.00 0.00
19 17.80 1.00 —-1.00 -1.00 1.00
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TABLE Bl (Continued)

TABLE B2 Experimental results from the capture
separation step

20
21
22
23
24
25
26
27
28
29
30
31
32
33
34

run

O 0 N O Bt AW N =

W W W W NN N DN NN DN DN NN = H = e =
W N = O© OV 00 NN 060 LI A W N FF O VW 0 O i B W N = O

Purl
15.30

13.70
15.40
14.90
17.20
15.00
16.00
16.50
16.10
17.60
16.20
16.50
14.90
14.80
15.70

Pur2
74.86

89.50
80.65
90.51
87.95
96.20
80.42
91.94
89.72
77.44
79.59
90.10
91.95
95.41
75.04
85.45
85.11
80.47
75.30
78.76
88.63
82.42
90.66
88.27
78.79
81.14
77.55
89.40
80.41
82.22
91.46
70.64
79.55

TE
1.00

—1.00
—1.00
1.00
-1.00
0.00
0.00
0.00
0.00
0.00
—-0.50
1.00
0.00
0.00
0.00

PH.W
—1.00

—1.00
-1.00
1.00
0.00
0.00
1.00
1.00
-1.00
0.00
1.00
—1.00
-1.00
0.00
1.00
1.00
—1.00
0.00
1.00
1.00
1.00
1.00
1.00
1.00
—1.00
—1.00
0.00
—1.00
-1.00
—1.00
0.00
1.00
-1.00

ODjnq
1.00
1.00

—1.00

—1.00
0.00
0.00
0.00
0.00
0.00
0.00
0.50
0.00
1.00
0.00

—-1.00

Mol.L
1.00

1.00
0.00
0.00
0.00
—1.00
—1.00
—1.00
—-1.00
1.00
—1.00
—1.00
1.00
0.00
1.00
0.00
—-1.00
—1.00
1.00
0.00
1.00
—1.00
—1.00
1.00
1.00
1.00
—1.00
0.00
1.00
—1.00
—1.00
1.00
—-1.00

pH
—1.00
1.00
1.00
1.00
0.00
1.00
—1.00
0.00
0.00
0.00
—1.00
0.00
0.00
0.00
0.00

pH.L
1.00

1.00
-1.00
—1.00

1.00
—1.00
-1.00

0.00
—1.00
—1.00

1.00

0.00
-1.00

0.00

1.00

0.00

1.00

1.00
-1.00

1.00

1.00
—1.00

1.00
—1.00

1.00

0.00

0.00

1.00
—-1.00

1.00

1.00

1.00
-1.00

DE
—1.00

—1.00
1.00
—1.00
0.00
0.00
0.00
0.00
0.00
1.00
0.50
0.00
0.00
—1.00
0.00

Purl
—0.35

0.67
—0.86
0.61
-0.13
0.87
—0.60
0.62
0.88
—0.11
-0.11
0.80
0.64
0.64
0.09
—0.79
—-0.05
—1.00
—0.52
—0.81
0.66
—0.07
0.93
0.93
-0.89
—0.14
-0.93
0.54
—0.18
—0.46
1.00
—0.77
-0.61
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11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
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86.10
91.23
91.18
89.47
97.89
91.98
96.63
93.02
98.47
91.18
95.68
90.43
90.08
90.64
88.61
95.72
97.11
86.20
96.68
85.62
85.80
84.39
90.25
100.65
90.95
88.49
97.38
91.58
95.61
90.14
89.79
92.57
91.64

pH.C
—-1.00
1.00
-1.00
1.00
0.00
—-1.00
1.00
—-1.00
1.00
0.00
1.00
—1.00
—-1.00
—1.00
0.00
—1.00
0.00
0.00
—-1.00
1.00
—1.00
1.00
0.00
1.00
—-1.00
—1.00
1.00
—1.00
1.00
1.00
1.00
1.00
—1.00

cond
1.00
1.00
—1.00
1.00
—1.00
—1.00
—1.00
—1.00
1.00
1.00
—-1.00
1.00
—-1.00
0.00
1.00
1.00
—1.00
0.00
1.00
1.00
1.00
0.00
—-1.00
—1.00
0.00
—1.00
0.00
0.00
1.00
—1.00
—-1.00
1.00
1.00

dens
—-1.00
1.00
0.00
—1.00
1.00
1.00
—1.00
—1.00
1.00
1.00
—-1.00
1.00
-1.00
—1.00
0.00
—1.00
1.00
0.00
1.00
—1.00
0.00
0.00
—-1.00
1.00
1.00
0.00
1.00
1.00
0.00
—1.00
1.00
—1.00
—-1.00

Pur2
—-0.80
—0.60
0.60
—0.30
0.70
—0.90
0.70
1.00
0.40
—0.70
0.70
—-0.10
—-0.40
0.10
0.70
1.00
0.50
—1.00
0.30
—0.90
—0.60
—0.40
0.00
0.40
—-0.90
—-0.20
0.60
0.90
0.60
—0.70
—0.60
0.60
0.70

TABLE B3 Experimental results from the hydrophobic
separation step
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