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Uncertainty-Aware Annotation Protocol to
Evaluate Deformable Registration Algorithms

Loïc Peter, Daniel C. Alexander, Caroline Magnain, and Juan Eugenio Iglesias

Abstract— Landmark correspondences are a widely
used type of gold standard in image registration. However,
the manual placement of corresponding points is subject to
high inter-user variability in the chosen annotated locations
and in the interpretation of visual ambiguities. In this paper,
we introduce a principled strategy for the construction of
a gold standard in deformable registration. Our framework:
(i) iteratively suggests the most informative location to
annotate next, taking into account its redundancy with
previous annotations; (ii) extends traditional pointwise an-
notations by accounting for the spatial uncertainty of each
annotation, which can either be directly specified by the
user, or aggregated from pointwise annotations from mul-
tiple experts; and (iii) naturally provides a new strategy for
the evaluation of deformable registration algorithms. Our
approach is validated on four different registration tasks.
The experimental results show the efficacy of suggesting
annotations according to their informativeness, and an
improved capacity to assess the quality of the outputs of
registration algorithms. In addition, our approach yields,
from sparse annotations only, a dense visualization of
the errors made by a registration method. The source
code of our approach supporting both 2D and 3D data
is publicly available at https://github.com/LoicPeter/
evaluation-deformable-registration.

Index Terms— Deformable registration, Validation meth-
ods, Active learning, Gaussian processes

I. INTRODUCTION

THE accurate experimental validation of registration meth-
ods was recently identified as one of the most important

remaining open problems in the field of image registration [40].
The main difficulty in evaluating deformable registration resides
in the costly acquisition of a gold standard transformation
between images, which directly follows from the high com-
plexity of the underlying non-linear transformation. To avoid
the tedious and impractical human annotation of a spatial
transformation on the entire image domain, a variety of
alternative evaluation strategies can be conducted [29].
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A possible methodology to evaluate registration algorithms
is to use synthetic data where a known simulated deformation
was generated between the images [16]. However, by nature,
simulations are often not entirely truthful of the real-world
application which is modeled, which affects the reliability
of the evaluation. On real data, the quality of a predicted
transformation can be indirectly quantified by annotations
which are easier to acquire: for example, the delineation of
some structures in two registered images enables a measure
of segmentation performance (e.g., with Dice scores) which
is linked to the accuracy of the registration [19]. Such
surrogate evaluation measures are particularly appropriate if
they reflect the motivation behind the registration, such as
in the case of registration-based segmentation. However, they
do not sufficiently inform on the quality of the estimated
transformation itself. The limitations of surrogate measures
were demonstrated by Rohlfing [32] who introduced adversarial
algorithms able to maximize these surrogate criteria with
highly inaccurate transformations. A complementary study [31]
concluded that, while surface-based metrics (such as Hausdorff
distances) are more accurate than volume-based ones, none of
these are able to explain more than half the variance of the
true deformation field. Therefore, to inform directly on the true
transformation, the creation of a gold standard via the manual
annotation of landmark correspondences [7], [38] remains one
of the most reliable yet time-consuming solutions [32].

To accelerate the landmark annotation process, several
strategies have been proposed. Murphy et al. [26] introduced a
semi-automatic approach in which, after providing a number of
manual correspondences among a set of preliminarily extracted
keypoints, the remaining correspondences are automatically
inferred via block matching. Jegelka et al. [17] proposed
an interactive method for annotating point correspondences
within natural images, asking the user to confirm whether
automatically suggested pairs of points are actual matches. The
manual registration of two images can also be interactively
done by using landmark annotations to constrain an automatic
registration method, e.g. with Gaussian processes [12], [13],
[24] or via a joint minimization of costs respectively solving
for landmark-based and deformable registration [37].

Although valuable to propagate user annotations from a
few landmarks to the rest of the image domain, all these
approaches do not provide any principled suggestion on
where the user should provide the annotations, beyond the
preliminary extraction of (possibly numerous) salient keypoints.
The decision on the spatial position of the provided landmarks
within the images is either left to the user or driven by simple

https://github.com/LoicPeter/evaluation-deformable-registration
https://github.com/LoicPeter/evaluation-deformable-registration


This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMI.2021.3070842, IEEE
Transactions on Medical Imaging

2 IEEE TRANSACTIONS ON MEDICAL IMAGING, 2021

heuristics to avoid annotating landmarks that are too close to
each other [17], [26], [38]. As a result, subsequent evaluations
performed on these data are biased by the subjective decisions
made by the user during the annotation. Beyond the evaluation
of registration algorithms, the impact of subjective placements
of landmarks has also been discussed in the context of sensor
placement to perform rigid registration during surgery [34] and
for the construction of statistical shape models [9], [15].

In addition, landmark-based gold standards fundamentally
rely on the ability of a human user to visually identify matching
locations in the two images to be registered. However, visual
ambiguities can be frequently encountered in practice, such
as within areas of uniform intensity or along edges, in which
case the exact annotation of some landmark correspondences
may not be feasible. These challenging correspondences are
then either subject to an annotation error, or avoided by the
annotator altogether, adding bias in the chosen locations and
possibly ignoring large areas of the images. In both cases, the
quality of the resulting gold standard is negatively impacted.

In this paper, we propose a principled framework for the
construction of a gold standard relating two images to be
registered. Building on a Gaussian process model of the true
transformation, our approach iteratively suggests, in an active
learning fashion, the most informative location to be annotated
next in order to minimize the uncertainty on the true trans-
formation. In addition to a landmark correspondence for each
queried location, our framework supports the specification of an
annotation uncertainty, either directly estimated by the annotator
or obtained by merging annotations from multiple users. Based
on this formalism, we also introduce a novel evaluation criterion
to assess the quality of candidate transformations, typically
obtained as outputs from several registration algorithms. Finally,
our approach also yields a qualitative, dense visualization of
the quality of a candidate transformation based on its statistical
compatibility with the sparse set of provided annotations. We
evaluate our approach on four different registration problems
in both 2D and 3D. The results demonstrate, in a variety of
settings, the benefit of our query strategy to inform on the true
transformation, and a more accurate evaluation than obtained
with classical landmark-based metrics.

The rest of this paper is organized as follows. In Section II,
we formalize the general task of image registration and of
quantitative evaluation of estimated transformations. In light
of this formalism, we present our methodology in Section III
and experimentally evaluate our framework in Section IV.

II. LANDMARK-BASED EVALUATION OF DEFORMABLE
REGISTRATION ALGORITHMS

Let us consider two images If and Im defined on a
domain Ω ⊂ Rd, where usually d ∈ {2, 3}, and related by a
transformation φ : Rd → Rd such that we have, for all x ∈ Ω,
a geometric correspondence between If (x) and Im(φ(x)). The
general aim of a registration algorithm is to obtain an estimate
φ̂ : Rd → Rd as close as possible to the true transformation φ
over a certain application-dependent subset of target locations
T ⊆ Ω. For example, T could be given by a mask separating
the tissue of interest from the background (e.g., a lung mask

in [26]), the edge of an organ that needs to be registered
accurately to build a shape model [23], or simply set to Ω
if point correspondences are desired over the whole domain.
The evaluation of the quality of an estimate φ̂ ideally requires
having knowledge of the true transformation φ in order to
inspect the set of displacement errors

∆T (φ, φ̂) =
{
‖φ̂(x)− φ(x)‖, x ∈ T

}
, (1)

for example using box plots [26], [38]. Alternatively, (1) can
be summarized by computing statistics [7] such as the p-norms

‖∆T (φ, φ̂)‖p =

(
1

|T |
∑
x∈T
‖φ̂(x)− φ(x)‖

p

) 1
p

, (2)

which covers as special cases the mean error (p = 1), the root
mean square error (p = 2) and the maximum error (p =∞).

Unfortunately, unless the set of target locations T is small,
knowing the true value φ(x) at every x ∈ T is impractical in
deformable registration due to the high annotation time which
would be required to manually provide spatial correspondences
at every location. Therefore, the required set of displacement
errors (1) is not available in practice and must be approximated.
Landmark-based evaluation is based on the annotation of a sub-
set L = {(xl, yl)}1≤l≤L ⊆ Ω2 of L landmark correspondences
at which the true transformation φ is revealed, i.e. such that
yl = φ(xl) for all l. The evaluation is then conducted using

∆L(φ, φ̂) = {‖φ̂(xl)− yl‖, 1 ≤ l ≤ L} (3)

as a surrogate set, which appears as an approximation of (1)
where the target set T has been replaced by the set of annotated
locations X = {x1, . . . , xL}.

As a result, this approximation naturally raises the question
of how to choose a set of locations X which best represents T .
Moreover, using (3) as a proxy for the true set of errors assumes
that the provided annotations are true measurements satisfying
yl = φ(xl) for all l. In practice, annotating a location xl
actually results in a noisy correspondence yl ≈ φ(xl), where the
introduced error depends on the difficulty of visually assessing
the point of Im which corresponds to the point xl in If . The
objective of this paper is to propose a systematic methodology
addressing these two sources of inter-user variability (landmark
selection and placement accuracy) in the manual construction
of a gold standard for deformable registration.

III. METHODS

In this section, we describe our methodology for the
iterative annotation of correspondences in two images to be
registered and the evaluation of transformations based on these
annotations. In Section III-A, we introduce a new type of
annotations which extends standard pointwise correspondences.
In Section III-B, we describe our probabilistic model P (φ) of
the true transformation φ and how it can be conditioned on
a set of manual annotations. In Section III-C, we introduce
an entropy-based criterion to suggest, at each iteration, the
most informative location to annotate next. In Section III-D,
we derive mathematical results allowing an efficient implemen-
tation of this strategy. In Section III-E, we introduce a new
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evaluation method based on this type of annotations and on our
probabilistic model, as well as a strategy for the visualization of
errors made by a registration algorithm. Finally, Section III-F
discusses practical aspects related to the definition of suitable
parameters of the transformation model for a given application.

A. Annotation Model
We start by describing the type of annotations that we

propose to collect from the user. Given a queried location
xl ∈ Ω in If , a user annotation should ideally reveal the
corresponding true location φ(xl) in the domain of the moving
image Im. Since estimating this corresponding location with
certainty can often be difficult, we ask the user to provide
an expected location yl, which we assume to be a noisy
version of the true value φ(xl) under a d-variate Gaussian
noise. In other words, yl is a realization of the random variable
φ̃(xl) = φ(xl)+εl with εl ∼ N (0,Σl) normally distributed. In
addition to yl, we also require the confidence on the annotation
specified as the covariance matrix Σl, such that each annotation
is defined as a triplet (xl, yl,Σl). We consider two possible
approaches to obtain this covariance matrix:

1) Graphic User Specification as an Ellipse: The user can
directly set a suitable covariance matrix from the image
content by exploiting the fact that contour lines of the normal
distribution are ellipses [14]. To do so, we query from the user
a d-dimensional elliptic area El around the annotated central
location yl as follows. Given a significance level α, the user
specifies a contour surface El such that the true value φ(xl) is
located in El with probability 1−α. The value of α can be either
set in advance (e.g., to 0.01) or tailored to each annotation
by the user if needed. Given a contour ellipse El, we denote
v1, . . . , vd the orthonormal basis defined by the orientation of
the d ellipse axes, and r1, . . . , rd ∈ R+ the half-length of each
axis. Then, the covariance matrix Σl corresponding to El is

Σl = V diag

[(
r1
γ

)2

, . . . ,

(
rd
γ

)2
]
V T, (4)

where V is the d× d matrix obtained by concatenating the d
vectors v1, . . . , vd of size d× 1. The constant γ is the solution
of the equation F (γ2, d) = 1− α, where x 7→ F (x, d) is the
cumulative distribution function of the chi-squared distribution
with d degrees of freedom. For example, for 2D images (d = 2)
and a 99% confidence that φ(xl) is in the provided ellipse
(α = 0.01), we have γ2 ≈ 9.21.

With the specification of an elliptic region, the degree of
confidence on each annotation can be made anisotropic, which
can be especially useful for points located on edges (Fig. 1).
With a suitable user interface (implemented as click-and-drag
interactions using OpenCV [5]), specifying a 2D ellipse only
adds a small annotation overhead compared to a single click.

2) Aggregation of Multiple Pointwise Annotations: For an
image dimensionality d > 2, the specification of an anisotropic
ellipse is not straightforward. Unless we constrain ellipses
to be oriented along the coordinate axes, which would be
limiting because oblique edges could then not be followed, a
more advanced interface for visualization and annotation is
required to place an ellipse of arbitrary directions. Therefore,

(a) (b) (c) (d)

Fig. 1: Uncertain annotations. (a) Queried location x within
the fixed image. (b) Corresponding area in the moving image.
Although the matching point φ(x) clearly lies somewhere along
the edge, its exact location is difficult to identify visually. We
present two options to obtain this anisotropic uncertainty as
a bivariate Gaussian model. (c) First option: direct manual
annotation of a mean location and an elliptic confidence region
around it. (d) Second option: fusion of multiple pointwise
annotations via statistical inference on the input points.

we present an alternative which consists in aggregating multiple
pointwise annotations from multiple raters. Retroactively, the
mean location yl and the covariance matrix Σl are obtained
via a d-variate Gaussian fit on all annotations of the point xl.

B. Modeling Transformations with Gaussian Processes
The task of deformable registration generally requires a trans-

formation model encoding the available prior knowledge P (φ)
on the true transformation or, equivalently, a regularization cost
R (φ) typically linked as P (φ) ∝ exp (−R (φ)). Intuitively,
this model defines the expected degree of smoothness of the
deformation φ for a given application. To encode such prior
knowledge on the transformation, Gaussian processes [30] have
been frequently used, either as a model of the transformation
itself [13], [18], [23], [24], [27], [33], [43], or of the stationary
velocity field parametrizing the transformation [28], [36]. The
smoothness properties of φ are then defined via a suitable
kernel function, possibly spatially varying [13], combining
multiple kernels [36], or chosen in order to ensure theoretical
guarantees such as velocity coherence [27].

We model the true non-linear transformation φ as a real-
ization of a Gaussian process GP

(
µ, kθ

)
centered on a mean

transformation µ : Ω→ Rd and where kθ : Ω×Ω→Md×d(R)
is a symmetric, positive-definite covariance function (also called
kernel) parametrized by a vector of parameters θ. Gaussian
processes generalize the multivariate normal distribution [30]:
for any finite set of N locations X = {x1, . . . , xN}, the values
of φ at these locations are jointly distributed as

φ(X ) ∼ N
(
µ(X ),Kθ

XX
)
, (5)

where φ(X ) and µ(X ) are column vectors of size Nd × 1
obtained by concatenating the d× 1 vectors φ(x1), . . . , φ(xN )
and µ(x1), . . . , µ(xN ) respectively. The covariance matrix
Kθ
XX is a symmetric Nd×Nd matrix defined as

Kθ
XX =

kθ(x1, x1) . . . kθ(x1, xN )
...

...
...

kθ(xN , x1) . . . kθ(xN , xN )

 . (6)
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Equation 5 defines a probabilistic model P (φ | µ,θ) on the
transformation, which depends on the parameters θ and the
mean transformation µ. The choice of these parameters is
application-dependent and encodes for example the acceptable
amount of smoothness in the true transformation φ. Here, we
set µ to the identity (µ(x) = x), which is a standard assumption
in deformable registration corresponding to a regularization
term centered on a zero displacement [13]. However, if further
prior knowledge is available, any other function deemed as
more relevant for the given application could be chosen instead.
At this stage, we assume the kernel function and its parameters
to be fixed and write kθ as k for clarity. The choice of our
kernel and a strategy to infer θ from a set of annotations (when
needed) are given in Section III-F.

Given a set of noisy annotations A = {(xl, yl,Σl)}1≤l≤L
such that yl ∼ N (φ(xl),Σl) for all l ∈ {1, . . . , L}, the
conditional distribution φ | A of a Gaussian process φ is,
itself, a Gaussian process GP

(
µ|A, k|A

)
with

µ|A(x) = µ(x) +KX (x)TK−1AA (Y − µ(X )) , (7)

k|A(x, x′) = k(x, x′)−KX (x)TK−1AAKX (x′) (8)

for all (x, x′) ∈ Ω2 [30]. In (7) and (8), X = {x1, . . . , xL}
denotes the set of annotated locations. The Ld× Ld matrix

KAA = KXX + diag(Σ1, . . . ,ΣL) (9)

extends the notation KXX (defined in (6) for a set of locations
X ) to a set of annotations A by taking into account the
annotation noise present in A. KX (x) is the Ld × d matrix
defined as the blockwise concatenation of the d × d blocks
(k(xl, x))1≤l≤L. Finally, Y and µ(X ) are column vectors
of size Ld × 1 obtained by concatenating y1, . . . , yL and
µ(x1), . . . , µ(xL) respectively.

The fact that Gaussian processes can be efficently condi-
tioned on any set of observations A is crucial in our context: it
allows the seamless incorporation of the collected annotations in
the transformation model as the interactive process progresses,
as shown for hybrid registration [13], [24]. In other words,
the uncertainty of φ at every location of interest is iteratively
refined based on the provided correspondences (xl, yl) and
the associated confidence on the annotation, reflected by the
covariance matrix Σl.

C. Suggesting the Most Informative Locations for
Annotation

Our strategy for the suggestion of informative locations
optionally starts with the extraction of candidate keypoints
C ⊆ Ω in If (Fig. 2) selected for their high saliency (e.g,
with a corner detector). As in the auto-completion method
of Murphy et al. [26], this optional detection accelerates
the annotation process by reducing the search space of the
associated optimization problem (see (10) below). Moreover,
querying the annotation of salient locations in the fixed image
makes the annotation task easier for the user, as it excludes
the suggestion of locations in If whose corresponding point in
Im is bound to be difficult to find visually (such as locations
in uniform areas of If ). Although we do not assume any

Fig. 2: Example of image pair to annotate. Left: Three
orthogonal views of an MRI volume of T1 modality serving
as fixed image, together with a set C of extracted candidate
points (shown in orange) and a target set T to register
(cerebral white matter of the left hemisphere, shown in blue).
Right: Views of a moving image on which correspondences
must be collected. This moving image was, in this case,
synthetically simulated from a registered T2 image so that the
true non-linear deformation relating the two volumes is densely
known at every voxel for validation purposes (Section IV-A).

relationship between C and the target set T , we show in
Section III-D that computational simplifications arise if C ⊆ T ,
i.e., if all candidates belong to the set of target locations.

1) Objective Function: To select informative locations for
annotation, we seek to minimize the uncertainty on the set
of displacement errors ∆T (φ, φ̂) between the unknown true
transformation φ and an estimated transformation φ̂ (Section II).
We measure the uncertainty on the set of continuous random
variables ∆T (φ, φ̂) with the differential entropyH, and we seek
the set of annotations A which minimizes H(∆T (φ, φ̂) | A).
Considering the transformation φ̂ fixed, it is mathematically
equivalent to consider entropies on the set of random variables
ΦT = {φ(x), x ∈ T } instead, due to invariance properties of
the differential entropy [8]. We denote Φ̃X = {φ̃(x), x ∈ X}
the set of random variables provided by the user when annotat-
ing a set of locations X , following the notations introduced in
Section III-A. The entropy H(ΦT | A) corresponds to a joint
entropy conditioned on this set of random variables, namely
H(ΦT | A) = H(ΦT | Φ̃X ). Given a budget of Lmax ∈ N
correspondences that the user is ready to annotate, we ideally
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would like to query for annotation the set of locations

X = argmin
X⊂C,|X |=Lmax

H
(

ΦT | Φ̃X
)
. (10)

2) Iterative Strategy: The minimization problem defined
in (10) is a noisy version of a sensor placement problem [22]
which has been shown to be NP-hard [21]. To solve this
minimization problem approximately, we follow the standard
greedy iterative heuristic [22] consisting in querying, given
a set of l ≥ 0 annotated locations Xl = {x1, . . . , xl}, the
location x minimizing H(ΦT | Φ̃Xl∪{x}). Unfortunately, this
is not directly feasible, since the covariance matrix governing
the observation φ̃(x) is only available after annotation of x by
the user. To bypass this difficulty, we solve a slightly modified
minimization problem and we query the location which would
be the most informative if annotated perfectly, namely

xl+1 = argmin
x∈C\Xl

H
(

ΦT \{x} | Φ̃Xl
,Φ{x}

)
. (11)

Note that we considered in (11) the entropy on the restricted
set ΦT \{x} instead of ΦT since the differential entropy
H
(

ΦT | Φ̃Xl
,Φ{x}

)
diverges if x ∈ T .

Beyond facilitating the resolution of (10), adopting an
iterative strategy offers additional advantages: (i) instead of
requiring an annotation budget Lmax, the annotation process
can be adaptively stopped, e.g., when a certain threshold on
the uncertainty is reached; (ii) the uncertainty on the annotated
location, if immediately revealed by the user, can be taken into
account for the following suggestions; and (iii) the parameters µ
and θ encoding the Gaussian process prior on φ can be revised
based on the user annotations if necessary (see Section III-F).

3) Entropy of a Gaussian process: The entropy-based iter-
ative strategy (11) is generic for any transformation model.
Under the Gaussian process assumption made in Section III-B,
the entropies in (11) can be computed as follows. For any finite
sets of target locations T = {t1, . . . , tN} and annotations A
acquired at the locations X , we have (see e.g., [30])

H (ΦT | A) =
d|T |

2
log(2πe) +

1

2
log
(
detKT T |A

)
(12)

where, by analogy with (8), we define

KT T |A = KT T −KT
XTK

−1
AAKXT , (13)

where the matrix KXT = (k(xi, tj))i,j is of size Ld×Nd.
Remarkably, as apparent from (8), the conditioned covariance

function k|A is, unlike µ|A, independent of the annotations
y1, . . . , yL provided on the moving image by the user. As
a result, the entropy (12) does not depend on these manual
annotations either. Therefore, if an estimate of the annotation
uncertainty cannot be specifed at annotation time (and thus is
set to a fixed isotropic value instead), the series of suggested
annotations does not depend on the user input. For this
reason, our suggestion approach can seamlessly combine the
annotations of multiple annotators which can be retroactively
fused to obtain uncertainty estimates on each queried location,
as we proposed in Section III-A.2.

Inputs : Images If and Im, Annotation budget Lmax, Target
set T within If , Candidate set C within If , Kernel
function k and its parameters;

Initialization: X0 ← ∅; A0 ← ∅;
Precompute K−1T T (can be done offline);
for l← 0 to Lmax − 1 do

for x ∈ C \ Xl do
if x ∈ T then

Compute ∆Hl (x) with (15);
else

Compute ∆Hl (x) with (16);
end

end
xl+1 ← argmaxx∈C\Xl ∆Hl (x);
Query annotation of xl+1;
The user provides (yl+1,Σl+1);
Xl+1 ← Xl ∪ {xl+1};
Al+1 ← Al ∪ {(xl+1,yl+1,Σl+1)};
Compute K−1Al+1Al+1

from K−1AlAl
;

Compute K−1T ∪Al+1T ∪Al+1
from K−1T ∪AlT ∪Al

;
end
Output : Annotations ALmax

Algorithm 1: Pseudo-code of our proposed annotation
strategy. The matrices K−1T T and K−1T ∪AlT ∪Al

are only
used in (16) to compute a score on the locations which both
belong to C and do not belong to T . If the evaluation task is
defined such that C ⊆ T , the computation of these matrices
is therefore not needed and an arbitrarily large target set
can then be handled without computational overhead.

D. Efficient Iterative Implementation

In order to solve (11), the entropy H(ΦT \{x} | Φ̃Xl
,Φ{x})

must be computed for each candidate x ∈ C \ Xl. Evaluat-
ing these entropies using (12) requires two computationally
expensive steps per candidate x: the inversion of a matrix of
size (l + 1)d × (l + 1)d in (13), and the computation of a
(N − 1)d× (N − 1)d determinant in (12). For a large number
l of available annotations or for a large number N of target
points, these computational bottlenecks can lead to a non-
negligible waiting time between suggestions, which would
compromise the interactivity of the algorithm. Fortunately,
an efficient implementation and real-time processing between
suggestions can be obtained by noticing that, for all x ∈ C \Xl,

H
(

ΦT \{x} | Φ̃Xl
,Φ{x}

)
= H

(
ΦT | Φ̃Xl

)
−∆Hl (x) , (14)

where ∆Hl (x) is given by:
• If x ∈ T ,

∆Hl (x) = H
(

Φ{x} | Φ̃Xl

)
. (15)

• If x /∈ T ,

∆Hl (x) = H
(

Φ{x} | Φ̃Xl

)
−H

(
Φ{x} | ΦT , Φ̃Xl

)
.

(16)
Equation (14) is a consequence of the chain rule on entropies [8]
stating that, for random variables X and Y (or sets of random
variables), the equality

H (X,Y ) = H (X | Y ) +H (Y ) (17)
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(a) Fixed image (b) Registered moving image (φ̂0) (c) Entropy map after 96 annotations

(d) Corresponding error map of φ̂0 (e) Error map of φ̂1 (f) Combined visualization for φ̂0

Fig. 3: Visualization of errors made by a registration algorithm. Given a pair of annotated images for which a registration
algorithm was run, our probabilistic framework allows a quick visualization of misregistered areas by displaying the areas of
the domain which statistically contradict the annotations. (a) Fixed image from the CIMA dataset. (b) Registered moving image.
We denote φ̂0 the corresponding estimated transformation. (c) Entropy map after manually reannotating, with user-specified
ellipses, the 96 correspondences originally available on this pair. (d) Error map of φ̂0. (e) Error map for another estimated
transformation φ̂1. The fact that φ̂1 is more accurate than φ̂0 in a particular area (see white arrow) can be easily visualized from
the two error maps. (f) Example of blended map combining (c) and (d) by rendering high entropy areas as transparent. Among
the blue areas of the error map (d), the blended visualization yields a visual distinction between the areas where the registration
is indeed accurate and the areas that were not sufficiently annotated to be able to conclude on the registration accuracy.

holds. Since, in (14), H
(

ΦT | Φ̃Xl

)
does not depend on x,

our query strategy (11) can be rewritten as

xl+1 = argmax
x∈C\Xl

∆Hl (x) , (18)

which can be solved efficiently, as the determinants involved in
the computation of ∆Hl (x) are of size d×d and thus very fast
to compute. Although computing the entropies in (15) and (16)
still requires inverting two matrices KAlAl

and KT ∪AlT ∪Al
,

these two matrices do not depend on the location x. Therefore,
their inverses must be computed only once per iteration l and
can, moreover, be efficiently updated from K−1Al−1Al−1

and
K−1T ∪Al−1T ∪Al−1

by exploiting their 2× 2 block structure [30].
An overview of our iterative strategy is given in Algorithm 1.

As apparent on (15), the score ∆Hl (x) does not depend
on T if x ∈ T . Therefore, if C ⊆ T , the queried locations
are mathematically independent of the target set T , leading
to additional computational simplifications (see Algorithm 1).
This special case may either arise naturally from the application
(e.g., if T = Ω or if T is a foreground mask) or be artificially
enforced by considering either a smaller set of candidates
C′ = C ∩ T , or an extended target set T ′ = T ∪ C.

E. Uncertainty-Aware Evaluation of Registration
Algorithms

1) Uncertainty-Aware Evaluation Score: After completion of
the annotation process, a set A of user-provided landmark
correspondences and their annotation uncertainty is available.
Our Gaussian process transformation model, conditioned on
the set of annotations A, yields a probability distribution of
the true transformation at each target location x ∈ T , namely

φ(x) | A ∼ N
(
µ|A(x), k|A(x, x)

)
, (19)

as defined in Section III-B. Going back to the objective of
landmark-based evaluation of deformable registration described
in Section II, we leverage our model to introduce a new
approximation of the true, unavailable set ∆T (φ, φ̂) as:

∆T (φ, φ̂ | A) =
{
‖φ̂(x)− µ|A(x)‖, x ∈ T

}
, (20)

i.e., we substitute our mean Gaussian process prediction to
the true transformation. Our experimental results demonstrate
that an evaluation based on this set improves over the standard
evaluation on the annotated locations only (see Section IV-C).

2) Heat Map Visualization of Registration Errors: The proba-
bilistic information at each location x given by (19) defines
the likelihood of any predicted value φ̂(x) estimated by a
registration algorithm. Using statistical testing, we can quantify
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the statistical deviations of a given value φ̂(x) from the true
distribution (conditioned on the annotations) given by (19).
More precisely, for x ∈ Ω, we consider the p-value of the
χ2(d) distribution which governs the squared Mahalanobis
distance between φ̂(x) and µ|A(x), and define the error score

e(x | φ̂,A) = F

 d∑
i=1

〈
vi(x), φ̂(x)− µ|A(x)

〉2
σ2
i (x)

, d

 , (21)

where the σ2
i (x) and vi(x) are respectively the eigenvalues and

eigenvectors of k|A(x, x), and x 7→ F (x, d) is the cumulative
distribution function of the χ2(d) distribution. By computing
the error score e(x | φ̂,A) ∈ [0, 1] at every location x of the
image domain, we obtain a dense and interpretable visualization
of the errors made by a registration algorithm, defined as the
statistical incompatibilities of the predicted transformation with
the provided annotations (Fig. 3).

The interpretation of these error maps is subject to the
standard considerations on statistical testing. A location where
the score is high always signals a deviation from the provided
annotations and thus a registration error. However, a low score
can be either due to an accurate registration or to insufficient
data, i.e, high uncertainty at this location. For an improved
interpretation of error maps, it is thus useful to consider them
jointly with the entropy profile which indicates the uncertainty
of the Gaussian process on the image domain (Fig. 3f).

F. Specification of the Kernel Function

We conclude the section with additional details on the
specification of a Gaussian process in practice.

1) Chosen Kernel Function: To model the spatial correlation
between points of the image domain, we define our kernel
function as a multi-scale combination of isotropic radial basis
functions [12] of the form

kθ(x, x′) =

[
S∑
s=1

θsK
(
‖x− x′‖
ρs

)]
Id, (22)

where Id is the d×d identity matrix, S is the number of scales,
and the scale ρs of each kernel is set in a pyramidal fashion to
ρs = 2s−1ρ1. The smallest scale ρ1 is set to 10 pixels, and the
number of scales S is dataset-dependent and defined such that
the largest scale approximately matches the size of the image.
The function K : R+ → R+ is a nonincreasing radial basis
function such that K(0) = 1. We consider three examples of
such basis functions in this work: the Gaussian function KG,
the inverse quadratic function KIQ and the Wendland function
KW of order 1 [41], respectively defined as

KG(r) = exp

(
− r

2

r2G

)
, (23)

KIQ(r) =
1

1 + r2

r2IQ

, (24)

KW (r) =

(
4
r

rW
+ 1

)(
1− r

rW

)4

+

, (25)
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Fig. 4: Radial basis functions. This graph presents the three
considered basis functions after rescaling according to (26). The
Wendland function closely approximates the Gaussian function,
yet is compactly supported: it is equal to 0 for r ≥ 1 [12].

where (1− r)+ = max (1− r, 0). Note that the Wendland
function is compactly supported and is equal to zero for r ≥ rW .
The scaling constants rW , rG and rIQ encode the spatial scale
of each function, playing a similar role as each individual
scaling factor ρs in our proposed kernel bundle. To ensure a fair
comparison between the three basis functions, it is important
to set rW , rG and rIQ so that the three functions correspond
to the same scale in the “default” setting ρs = 1. To do so, we
arbitrarily set rW = 1 and adjust rG and rIQ to ensure that∫ ∞

0

KG(r) dr =

∫ ∞
0

KIQ(r) dr =

∫ ∞
0

KW (r) dr, (26)

as suggested in [12], leading to rG = 2rW
3
√
π

and rIQ = 2rW
3π .

A comparison of the three rescaled basis functions is shown
in Fig. 4. We present an experimental study on the choice of
covariance function in Section IV-D.

2) Estimation of the Kernel Parameters: If no a priori
knowledge on the transformation is available, we propose to
learn the kernel parameters θ directly on a set AL (more simply
called A in the rest of this section) of L training annotations
as follows. We estimate θ with a predictive approach based on
leave-one-out cross validation [39]. For all l ∈ {1, . . . , L},
we denote A(l) = A \ {(xl, yl,Σl)} the set of remaining
annotations after removing the l-th one. We set θ as to minimize
the negative log-loss equal to

lGPP(θ) = −
L∑
l=1

logPθ(yl | A(l), xl,Σl), (27)

where y 7→ Pθ(y | A(l), xl,Σl) is the density of the distribution
N
(
µ|A(l)(xl), kθ|A(l)(xl, xl) + Σl

)
. It can be shown [39] that

lGPP(θ) ∝ Ld+
L∑
l=1

[
ql(θ)TDll(θ)−1ql(θ)− log detDll(θ)

]
,

(28)
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Dataset Dimensionality Deformation Available ground truth Target set Annotation uncertainty
CoBrA Lab [42] 3D Synthetic All pixels Brain structure Fixed

CIMA [3], [4], [10] 2D Real Sparse All pixels User-specified ellipses
Nissl / OCM [25] 2D Real Dense All pixels Fixed

COPDgene [6] 3D Real Dense All pixels Fusion of multiple annotations

TABLE I: Properties of the four considered datasets. Each dataset allows the evaluation of some properties of our approach.

where Dll(θ) is the l-th diagonal d×d block of
(
Kθ
AA
)−1

, and
ql(θ) is the l-th d× 1 segment of the column vector q(θ) =(
Kθ
AA
)−1

(Y − µ(X )). Equation (28) is the d-dimensional
generalization of the classical equations for hyperparameter
estimation in Gaussian processes [39]. To minimize lGPP, we
minimize the right term of (28) using the conjugate gradient
method as implemented in the Alglib library [2].

The presented parameter estimation requires a set of annota-
tions to learn from. For a given application, we assume that
one pair of images with landmark correspondences is already
available. We preliminarily learn the kernel parameters θ from
this training pair before deploying our model on a new pair.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we present and discuss experimen-
tal results illustrating the advantages of our framework.
We implemented our method in C++ and made the
code available at https://github.com/LoicPeter/
evaluation-deformable-registration. All exper-
iments were run on an Intel® CoreTM i7-8650U @ 1.90GHz
with 8 cores. In this setup, there is no perceptible waiting
time between user interactions whenever the computational
simplifications discussed in Section III-D apply. This is the case
for all considered experiments except one (see Section IV-B.2).

A. Datasets

Our experiments are based on four complementary synthetic
and real-world datasets for deformable registration of diverse
medical imaging modalities, in 2D and 3D. The considered
datasets are summarized in Table I and described in this section.

1) Synthetic T1/T2 Registration (CoBrA Lab Dataset): On real
data, the non-availability of the true non-linear transformation
at all locations of interest, i.e. the very problem that this
paper addresses, complicates the experimental validation of
our method. To overcome (at least partially) this issue, we
first consider a synthetic 3D dataset created from MRI scans
made publicly available by the CoBrA Lab [42]. This 3D
dataset consists of 5 MRI brain volumes at 0.6 mm resolution,
where the T1 and T2 modalities are available and were rigidly
registered beforehand. In addition, for each volume, 36 brain
structures were automatically segmented with FreeSurfer [11]
and are used as candidate target sets in our experiments. The set
of candidate salient locations C for annotation was selected with
a 3D Harris corner detector. From the provided registered pairs
of T1 and T2 images, we create synthetic misaligned pairs for
which the true transformation is known by randomly deforming
the T2 image (Fig. 2) following a similar strategy as in [16]:
we first randomly deform a coarse 3D grid of control points,
which are then linearly interpolated to create a dense stationary

velocity field. Finally, we efficiently integrate this field by
scaling and squaring [1]. Note that this synthetic procedure
generates transformations that cannot be naturally sampled
from a Gaussian process, thereby avoiding an evaluation that
would be biased towards our proposed transformation model.

2) Intermodal Registration in Histology (CIMA Dataset):
The publicly available1 CIMA dataset [3], [4], [10] consists
of histological sections from 9 anatomical regions (3 lung
lesions, 4 lung lobes and 2 mammary glands). Five slices
were extracted from each region and a different stain was
applied to each slice, leading to a total of 9 inter-modality
registration problems with 5 modalities each. Between 50
and 100 landmark correspondences were manually annotated
for each region by the authors of the dataset. The image
spacing is isotropic and equal to 3.48 µm per pixel. In our
context, the two-dimensional nature of this dataset enables
the manual placement of ellipses by the user to encode the
confidence of each annotated correspondence. To be able to
run a large number of experiments on these data, we learned a
realistic distribution of the annotation uncertainty by manually
reannotating an image pair with confidence ellipses. We then
fit a lognormal distribution to the set of the obtained semi-axes
to obtain a probability distribution on the ellipse sizes allowing
us to draw simulated user annotations in our experiments.

3) Nissl/OCM Registration (Nissl/OCM Dataset): We consider
a pair of large 2D images of Nissl stain (enhancing healthy
neurons) and OCM (Optical Coherence Microscopy) acquired
on post mortem human brain tissue for which 957 correspon-
dences were manually annotated [25]. Despite the fact that it
only consists of a single pair of images, the high density of
available gold standard annotations in this dataset allows the
evaluation of our framework on a close approximation of a
real-world transformation. As this dataset only consists of one
pair of images, the kernel parameters cannot be learned on an
external annotated pair (see Section III-F). Instead, we learn the
parameters on a subset of 10 first annotations directly collected
on the image pair, where the first annotation is randomly
picked and the following ones are sequentially picked as the
furthest away from the previously annotated locations (see
Heuristic method in Section IV-B).

4) Registration of Chest CT Scans (COPDgene Dataset):
Finally, we consider the publicly available COPDgene dataset2

which comprises 10 pairs of 3D CT scans corresponding to
inspiratory and expiratory breath-hold acquisitions [6]. 300
landmark correspondences are available for each of the 10
pairs. Although the provided correspondences are pointwise,
a multi-annotator study was conducted by the authors of the
dataset who reported statistics on the inter-user variability

1Available at: https://anhir.grand-challenge.org
2Available at: https://www.dir-lab.com/Downloads.html

https://github.com/LoicPeter/evaluation-deformable-registration
https://github.com/LoicPeter/evaluation-deformable-registration
https://anhir.grand-challenge.org
https://www.dir-lab.com/Downloads.html
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(a) CoBrA Lab dataset
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Fig. 5: Comparison of landmark suggestion strategies in default settings. We consider here the simplest setting where the
whole image domain is set as target and where each landmark annotation is subject to the same fixed annotation uncertainty,
without user specification. On the top row, the average root-mean-square error of the mean transformation (as estimated from
the Gaussian process model) is reported. On the bottom row, statistics on the difference between the Heuristic suggestion
strategy and the proposed Entropy over multiple runs are shown, where the central line is the median difference and the error
bars show the first and ninth deciles. A difference over 0 corresponds to a better performance of Entropy over Heuristic.
Across datasets, Heuristic and Entropy clearly outperform Random, and our proposed Entropy strategy performs at
least as good as the baseline Heuristic, with a small yet consistent improvement in accuracy of the predicted transformation.

on each of the 10 patients. We exploit these estimates to
recreate a multi-expert scenario: for each volume, a mean and
standard deviation annotation error are available, so that we
simulated three independent experts behaving according to
this given error profile, and we merged their annotations to
obtain a mean annotation and its sample covariance matrix.
Note that, since these uncertainty estimates are obtained by
merging several user annotations, it is impractical to obtain
them directly at annotation time. Therefore we consider them
to be available only at the end of the annotation process: as
such, they are not used to guide the suggestion of locations but
only to evaluate candidate transformations once the annotation
protocol is completed, as described in Section III-E.

B. Evaluation of Landmark Suggestion Strategies

In this section, we compare the 3 following strategies for
the suggestion of locations to annotate:
• Random: Queried locations are randomly drawn.
• Heuristic: Each queried location is iteratively sug-

gested as the furthest from the already annotated ones.
• Entropy: Our proposed entropy-based suggestions.

To quantify the informativeness of a suggestion strategy, we
measure at each iteration the quality of the mean transformation
µ|A predicted by our Gaussian process given the acquired
annotations. The similarity between µ|A and φ is quantified
by a norm ‖∆T (φ, µ|A)‖p over the target set T , as defined
in (2). In the presented results, we refer to these norms as
Np for compactness. As our experiments consist of multiple
runs on a same dataset, the results are presented in a compact

way as follows. First, we report the mean curve over runs. In
addition, to get better insights on the difference between the
two most competitive approaches Heuristic and Entropy,
we report the statistical distribution of the difference between
the respective results obtained with each approach. The median
difference is displayed as central line and bars represent the first
and ninth deciles. A difference over 0 (shown as a black line)
indicates a better performance of Entropy over Heuristic.
The three following experimental settings were investigated.

1) Fixed Uncertainty and T = Ω: .
We conducted on the four datasets a first series of exper-

iments in what can be seen as a “default” setting: all pixels
of the image domain are taken as target, and each landmark
is associated to a fixed and small isotropic uncertainty (i.e.,
not given by the annotator). We used half of the available
landmarks as annotable locations, and the remaining half as an
evaluation set on which the accuracy of the mean transformation
is estimated. The results are presented in Fig. 5, where the
experiments are repeated over multiple runs to obtain at least
100 result curves on each dataset. The results demonstrate that
Heuristic and Entropy display similar performance in
average and clearly outperform a random selection of landmark
locations (Fig. 5). This is intuitively explained by the fact that,
in the aforementioned scenario, an optimal strategy consists in
picking landmarks covering the spatial domain as uniformly
as possible: this is by construction what the Heuristic
does, and this strategy is naturally recovered with our entropy-
based approach. In contrast, a random selection may result in
undersampling locations in some areas. Moreover, once the
number of annotations is large enough to reach convergence, a
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Fig. 6: Annotations informing on a given target structure.
This figure shows experimental results for multiple runs on the
CoBrA Lab dataset, where the target T is extracted from a
different brain structure at each run. In this scenario, the results
show that our landmark suggestion approach Entropy yields
the smallest error and the fastest convergence by focusing on
the areas of the image domain that are relevant to the target.

small yet consistent improvement is obtained with our proposed
Entropy approach, as mostly apparent on the statistical
distribution of the difference between their respective errors.

2) Specification of a Target Set T : On the CoBrA Lab
dataset, we investigated the effect of choosing a specific target
area T . We run experiments on 10 image pairs generated
from the 5 available brains (with 2 randomly drawn synthetic
deformations per brain). For each pair, 10 random candidate
brain structures were consecutively considered among the
available segmentation labels. In each case, we extracted the
target samples T from the edge of the considered structure. As
in the first experimental setting, we simulated a user providing
annotations of fixed isotropic uncertainty: all ellipses are circles
of radius 1 voxel = 0.6 mm. The results presented in Fig. 6 show
that Entropy yields a clear improvement by encouraging
suggestions that are informative with respect to the target
structure. This study shows that our approach can be, if relevant
for the considered application, tailored to a subset of the image
domain in a mathematically principled way.

3) Annotations with User-Specified Uncertainty: We studied,
on the CIMA dataset for which uncertainties can easily be
communicated at annotation time, the effect of specifying
an uncertainty ellipse with each annotation in comparison to
simpler pointwise correspondences. We considered a simulated
user who provides, at each queried location, an ellipse whose
two semi-axes are randomly drawn from the learned annotation
distribution (Section IV-A). The experimental setup otherwise
follows the default setting presented in Section IV-B.1. The
results are reported in Fig. 7a and show a small improvement
similar to the one observed in Fig. 5 with fixed uncertainty.

We then run again the same experiment where, this time,
we artificially applied an increase on the range of the provided
ellipse sizes by applying a fivefold scaling on the learned
distribution of annotations. The results show that, in this
setup where the range of provided uncertainties is higher,
the improvement brought by Entropy over the Heuristic
increases (Fig. 7b). This behavior is explained by the fact
that an entropy-based strategy is able to focus on areas where
the informativeness of the previous annotations was lower. In
contrast, the position-based heuristic approach solely considers

(a) Normal uncertainty (b) Five-fold increase in uncertainty

Fig. 7: Annotations with user-specified confidence ellipses.
(a) On the CIMA dataset where user-specified elliptic uncer-
tainties are considered, Entropy yields a small but consistent
improvement over Heuristic. (b) Results on a modified
setup where the range of uncertainties provided by the annotator
is artificially increased, which shows a correlation between the
size of the observed improvement and the range of uncertainties.

the distance to the already provided annotations, regardless of
the confidence of the user on each annotation.

C. Ability to Evaluate Candidate Transformations
In the previous section, we compared suggestion strategies

by measuring the accuracy of the mean prediction of the
Gaussian process when conditioned on the queried annotations.
To assess the capacity of our Gaussian process model to
evaluate registration algorithms, we conducted on the four
datasets a set of experiments where, for any given pair to
register, candidate estimated transformations φ̂1, . . . , φ̂K were
first obtained as the output of K different registration methods.
We then measured the ability of our method to estimate the
quality of each of the obtained transformations, as desired
in an evaluation context. For each pair, the transformations
to rank were obtained using the Elastix toolbox [20], [35],
each candidate transformation corresponding to a different set
of registration parameters. For all datasets, we investigated
two number of iterations (500 and 1000), five number of
resolutions (from 4 to 8) and three optimization metrics:
Mattes mutual information, normalized mutual information
and normalized correlation. Given its intra-modality nature,
we also considered the mean-square metric for the COPDgene
dataset. All other registration parameters were kept constant: for
more details, the complete Elastix parameter files can be found
in the supplementary material. Considering all combinations
of parameters, we obtained K = 30 candidate transformations
for each image pair (K = 40 for the COPDgene dataset).

Given the true transformation φ relating two images, we
denote sp(φ̂) = ‖∆T (φ, φ̂)‖p the true (unknown in a real-
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(a) CoBrA Lab dataset (b) CIMA Dataset (c) Nissl/OCM dataset (d) COPDgene dataset

Fig. 8: Evaluation of candidate transformations obtained from registration algorithms. We experimentally measured the
ability of our proposed method to assess the quality of the output of registration algorithms and compared it with a standard
evaluation method based on landmark annotation alone. We use two measures to quantify the evaluation capacity of a method:
a correlation score stating how accurately candidate transformations are ranked (top row), and a standard mean estimate of
the spatial error (bottom row). For each experiment, several target evaluation metrics (1-norm, 2-norm and ∞-norm) were
considered. Our uncertainty-aware evaluation strategy overall improves over the classical landmark-based approach.

world scenario) score of a candidate transformation φ̂, i.e. the
mean error (in a Lp sense) between the true and estimated
transformations. By ordering the scores sp(φ̂1), . . . , sp(φ̂K),
a rank rktrue(φ̂k) ∈ {1, . . . ,K} of each φ̂k is defined. We
measure the evaluation capacity of a method via its ability to:

1) predict the correct rank of each registration result φ̂k;
2) predict the correct error score sp(φ̂k).

We quantitatively measure the similarity between the predicted
and true rankings using Spearman’s rank correlation coefficient

rs = 1− 6

K (K2 − 1)

K∑
k=1

(
rkpred(φ̂k)− rktrue(φ̂k)

)2
, (29)

which satisfies rs ∈ [−1, 1], where 1 indicates a perfect ranking.
The accuracy of the prediction of sp is classically measured
using the mean absolute error between the predicted and true
scores given in units of length (here, in mm or µm).

These two measures, although naturally related, enable
complementary interpretations of the results: the prediction
of the score of each transformation is important to interpret
quantitatively the error made by each transformation in spatial
units (e.g. to know whether the best transformation is of
acceptable accuracy for the application at hand), while the
ranking measure gives an indication on the degree of accuracy
needed to differentiate the quality of the outputs naturally
obtained from different registration algorithms.

In this context, we compare the two following strategies:
• Landmark-based: The standard landmark-based evalu-

ation (3), where the true score sp(φ̂k) is approximated as
the mean error ‖∆L(φ, φ̂)‖p over the set of user-provided
landmarks L, without accounting for any user uncertainty;

• Proposed: The score sp(φ̂k) is estimated via the mean
prediction of the Gaussian process over the target set T ,
i.e. as ‖∆T (φ, φ̂ | A)‖p (see Section III-E).

We report in Fig. 8 the mean results on the four datasets,
where we considered different “true” scores sp for p = 1, 2,∞.
For these experiments, the target set was defined as the whole
image domain. The presented results are aggregated over 10
runs. Our approach consistently compares favorably to the
landmark-based one over the four datasets, and requires fewer
annotations before converging. The complementary nature of
our two considered metrics is apparent on the Nissl/OCM
dataset: although both landmark-based and our proposed
evaluation method are able to rank very accurately the candidate
transformations obtained from multiple registration algorithms,
our method is much more effective to accurately assess the
spatial error made by these estimated transformations. The
results also demonstrate that choosing p = 1 or p = 2 as
evaluation score yield nearly identical evaluation results. In
contrast, the results obtained for p =∞ are noisier, which can
be explained by their outlier-sensitive nature. Indeed, the score
s∞(φ̂) is defined by a single target location, namely the one
where the error made by the transformation φ̂ is the highest.

Several factors may explain the observed difference in
evaluation performance between the two approaches. First, our
approach takes into account the uncertainty on each annotation
when available (CIMA and COPDgene datasets) to estimate the
underlying true transformation. As some annotations may be
subject to high inaccuracies (either encoded as a large ellipse
or estimated by a high disagreement between multiple experts),
it is benefical to downweigh these noisier annotations. We
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can notice that the overall improvement is stronger on the
CIMA dataset than on the COPDgene dataset, which can be
attributed to the dataset properties. The annotation uncertainties
are generally higher on the CIMA dataset, whereas the inter-
user variability on the COPDgene annotations is substantially
smaller (at most a difference of a few voxels at each location).

Moreover, our approach estimates the transformation score
based on all the locations of interest defined in the set T via
the mean Gaussian process prediction at these locations, which
more accurately reflects the areas that may be underrepresented
in the provided landmark annotations. This property, together
with the local uncertainty estimated by the Gaussian process
at each target location, is also what enables a qualitative
visualization of statistical errors on the entire image domain
by means of a statistical heat map, an example of which is
shown in Fig. 3.

Further on the effect of the chosen Lp norm, we can note
that our proposed evaluation score (20) is based on the mean
Gaussian process prediction only. In particular, although this
mean prediction accounts for the uncertainty associated to each
provided annotation, the confidence of the Gaussian process
prediction itself is not taken into account in our evaluation
strategy. Although this can be seen as a limitation, in the L2

case, it can be shown (see e.g. [39]) that:

Eφ|A
[
‖∆T (φ, φ̂)‖22

]
= ‖∆T (φ, φ̂ | A)‖22

+
∑
x∈T

tr
(
k|A(x, x)

)
, (30)

where the sum of traces remarkably does not depend on φ̂. In
other words, if the root-mean-square-error s2 is used as evalua-
tion metric, our proposed ranking which measures the deviation
with respect to the mean transformation µ|A is equivalent to
ranking with respect to the (uncertainty-aware) expected mean
square error between φ and φ̂. Although statistics on (20)
only approximate the full posterior distribution in the case
of other metrics, other approaches can be considered due to
the availability of a probabilistic model. For example, Monte
Carlo estimations could be conducted based on transformations
sampled from the distribution conditioned on A.

D. Effect of the Chosen Kernel Function

The presented probabilistic model relies on a kernel function
which we defined as a multi-scale bundle of Wendland basis
functions (Section. III-F). We explored the sensitivity of our
model to the chosen kernel function and specifically addressed
the influence of the chosen radial basis function and the effect
of choosing a multi-scale bundle. The experiments were run on
the CIMA and the COPDgene datasets for which many images
or annotations are available (with respectively 2D and 3D
kernels), in the “default” experimental setting of Section IV-B.

1) Comparison of Basis Functions: We measured the mean ac-
curacy of the transformation obtained on the left-out evaluation
set for different choices of basis function in our kernel (22).
The three radial basis functions presented in Section III-F
were considered. The results (Fig. 9) show that the Gaussian
and Wendland functions perform very similiarly and slightly

(a) CIMA dataset (b) COPDgene dataset
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Fig. 9: Comparison between three radial basis functions.
Wendland functions yield a slightly better accuracy than the
Gaussian and inverse quadratic functions.

better than the inverse quadratic function. When looking more
precisely at the statistical distribution of the errors (Fig. 9,
second and third rows), Wendland functions seem to be a
slightly better choice, especially on the CIMA dataset and for
a low number of annotations on the COPDgene dataset.

2) Multi-Scale Kernel: Our covariance function (22) is
defined as a multi-scale bundle of S kernels acting at different
scales. To motivate this design choice, we run experiments
comparing our multi-scale bundle with a single-scale covariance
function where only the coarsest scale is retained (S = 1), and
with an intermediate bundle with half the number of scales
(starting from the coarsest scale). The results shown in Fig. 10
indicate that a single coarse scale model converges more quickly
but reaches a plateau of performance. Intuitively, a coarse-
scaled model quickly converges to a mean transformation as
defined by the landmarks, but lacks the flexibility to accurately
model local deformations. As the number of landmarks
increases, our multi-scale model reaches a lower error.

V. CONCLUSION AND FUTURE WORK

In the context of deformable registration, we proposed a
principled probabilistic framework based on Gaussian processes
for data annotation and experimental validation of algorithms.
We introduced an annotation strategy to sequentially suggest
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Fig. 10: Benefit of a multi-scale bundle. We run experiments
on the 2D CIMA dataset and on the 3D COPDgene dataset to
study the effect of the number of scales S within the multi-scale
covariance function proposed in Section III-F. The first row
shows the accuracy of the mean transformation obtained using
only one scale (S = 1), using an intermediate value (S = 5 and
S = 3, respectively), and using all scales (S = 9 and S = 6,
respectively), i.e., our proposed bundle. The second and third
rows plot the statistical distribution of the improvement yielded
by our bundle in comparison to the single-scale kernel and the
intermediate one, respectively.

the most informative locations to annotate, which yields a more
accurate estimation of the true transformation than provided
by a random selection or by a heuristic uniformly distributing
landmarks over the image domain. Building on our probabilistic
model, we also proposed a new evaluation strategy improving
over the standard landmark-based evaluation. Future work
directions include the incorporation of image-related or domain
knowledge within a kernel function (e.g., using spatially varying
kernels to model discontinuities), and the computationally
efficient use of more complex information-theoretic criteria
(e.g., mutual information [22]) to guide user interactions.

REFERENCES

[1] V. Arsigny, O. Commowick, X. Pennec, and N. Ayache. A log-
euclidean polyaffine framework for locally rigid or affine registration.
In International Workshop on Biomedical Image Registration, pages
120–127. Springer, 2006.

[2] S. Bochkanov. ALGLIB (www.alglib.net).

[3] J. Borovec, J. Kybic, M. Bušta, C. Ortiz-de Solórzano, and A. Munoz-
Barrutia. Registration of multiple stained histological sections. In IEEE
International Symposium on Biomedical Imaging, pages 1034–1037,
2013.

[4] J. Borovec, A. Munoz-Barrutia, and J. Kybic. Benchmarking of image
registration methods for differently stained histological slides. In IEEE
International Conference on Image Processing (ICIP), pages 3368–3372,
2018.

[5] G. Bradski. The OpenCV Library. Dr. Dobb’s Journal of Software Tools,
2000.

[6] R. Castillo, E. Castillo, D. Fuentes, M. Ahmad, A. M Wood, M. S Ludwig,
and T. Guerrero. A reference dataset for deformable image registration
spatial accuracy evaluation using the COPDgene study archive. Physics
in Medicine & Biology, 58(9):2861–2877, 2013.

[7] R. Castillo et al. A framework for evaluation of deformable image
registration spatial accuracy using large landmark point sets. Physics in
Medicine & Biology, 54(7):1849–1870, 2009.

[8] T. Cover and J. Thomas. Elements of Information Theory. John Wiley
& Sons, 1991.

[9] M. Erdt, M. Kirschner, and S. Wesarg. Smart manual landmarking of
organs. In Medical Imaging 2010: Image Processing, volume 7623,
pages 1533–1541. International Society for Optics and Photonics, SPIE,
2010.

[10] R. Fernandez-Gonzalez et al. System for combined three-dimensional
morphological and molecular analysis of thick tissue specimens. Mi-
croscopy Research and Technique, 59(6):522–530, 2002.

[11] B. Fischl. Freesurfer. Neuroimage, 62(2):774–781, 2012.
[12] M. Fornefett, K. Rohr, and H. S. Stiehl. Radial basis functions with

compact support for elastic registration of medical images. Image and
Vision Computing, 19(1–2):87–96, 2001.

[13] T. Gerig, K. Shahim, M. Reyes, T. Vetter, and M. Lüthi. Spatially varying
registration using Gaussian processes. In International Conference on
Medical Image Computing and Computer-Assisted Intervention, pages
413–420. Springer, 2014.

[14] W. Härdle and L. Simar. Applied multivariate statistical analysis.
Springer, 2007.

[15] T. Heimann, I. Wolf, and H.-P. Meinzer. Optimal landmark distributions
for statistical shape model construction. In Medical Imaging 2006:
Image Processing, volume 6144, pages 518–528. International Society
for Optics and Photonics, SPIE, 2006.

[16] J. E. Iglesias et al. Joint registration and synthesis using a probabilistic
model for alignment of MRI and histological sections. Medical image
analysis, 50:127–144, 2018.

[17] S. Jegelka, A. Kapoor, and E. Horvitz. An interactive approach to solving
correspondence problems. International Journal of Computer Vision,
108(1–2):49–58, 2014.

[18] C. Jud, N. Möri, and P. Cattin. Sparse kernel machines for discontinuous
registration and nonstationary regularization. In IEEE Conference on
Computer Vision and Pattern Recognition Workshops, pages 449–456,
2016.

[19] A. Klein et al. Evaluation of 14 nonlinear deformation algorithms applied
to human brain MRI registration. Neuroimage, 46(3):786–802, 2009.

[20] S. Klein, M. Staring, K. Murphy, M. A. Viergever, and J. P. W. Pluim.
Elastix: a toolbox for intensity-based medical image registration. IEEE
Transactions on Medical Imaging, 29(1):196–205, 2009.

[21] C.-W. Ko, J. Lee, and M. Queyranne. An exact algorithm for maximum
entropy sampling. Operations Research, 43(4):684–691, 1995.

[22] A. Krause, A. Singh, and C. Guestrin. Near-optimal sensor placements
in gaussian processes: Theory, efficient algorithms and empirical studies.
Journal of Machine Learning Research, 9(8):235–284, 2008.

[23] M. Lüthi, T. Gerig, C. Jud, and T. Vetter. Gaussian process morphable
models. IEEE Transactions on Pattern Analysis and Machine Intelligence,
40:1860–1873, 2017.

[24] M. Lüthi, C. Jud, and T. Vetter. Using landmarks as a deformation prior
for hybrid image registration. In Joint Pattern Recognition Symposium,
pages 196–205. Springer, 2011.

[25] C. Magnain et al. Optical coherence tomography visualizes neurons in
human entorhinal cortex. Neurophotonics, 2(1):1–8, 2015.

[26] K. Murphy et al. Semi-automatic construction of reference standards for
evaluation of image registration. Medical Image Analysis, 15(1):71–84,
2011.

[27] A. Myronenko and X. Song. Point set registration: Coherent point
drift. IEEE Transactions on Pattern Analysis and Machine Intelligence,
32(12):2262–2275, 2010.

[28] A. Pai, S. Sommer, L. Sørensen, S. Darkner, J. Sporring, and M. Nielsen.
Kernel bundle diffeomorphic image registration using stationary velocity



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMI.2021.3070842, IEEE
Transactions on Medical Imaging

14 IEEE TRANSACTIONS ON MEDICAL IMAGING, 2021

fields and wendland basis functions. IEEE Transactions on Medical
Imaging, 35(6):1369–1380, 2016.

[29] J. Pluim, S. Muenzing, K. Eppenhof, and K. Murphy. The truth is
hard to make: Validation of medical image registration. In International
Conference on Pattern Recognition, pages 2294–2300. IEEE, 2016.

[30] C. E. Rasmussen and C. Williams. Gaussian processes in machine
learning. The MIT Press, 2006.

[31] A. S. Ribeiro, D. Nutt, and J. McGonigle. Which metrics should be used
in non-linear registration evaluation? In International Conference on
Medical Image Computing and Computer-Assisted Intervention, pages
388–395. Springer, 2015.

[32] T. Rohlfing. Image similarity and tissue overlaps as surrogates for image
registration accuracy: widely used but unreliable. IEEE Transactions on
Medical Imaging, 31(2):153–163, 2012.

[33] B. Schölkopf, F. Steinke, and V. Blanz. Object correspondence as a
machine learning problem. In International Conference on Machine
Learning, pages 776–783, 2005.

[34] R. Shamir, L. Joskowicz, and Y. Shoshan. Fiducial optimization for
minimal target registration error in image-guided neurosurgery. IEEE
Transactions on Medical Imaging, 31(3):725–737, 2012.

[35] D. P. Shamonin, E. E. Bron, B. P. F. Lelieveldt, M. Smits, S. Klein,
and M. Staring. Fast parallel image registration on CPU and GPU
for diagnostic classification of alzheimer’s disease. Frontiers in
Neuroinformatics, 7(50):1–15, 2014.

[36] S. Sommer, F. Lauze, M. Nielsen, and X. Pennec. Sparse multi-scale
diffeomorphic registration: the kernel bundle framework. Journal of
Mathematical Imaging and Vision, 46(3):292–308, 2013.

[37] A. Sotiras, Y. Ou, B. Glocker, C. Davatzikos, and N. Paragios. Simul-
taneous geometric-iconic registration. In International Conference on
Medical Image Computing and Computer-Assisted Intervention, pages
676–683. Springer, 2010.

[38] J. Strehlow et al. Landmark-based evaluation of a deformable motion
correction for DCE-MRI of the liver. International Journal of Computer
Assisted Radiology and Surgery, 13(4):597–606, 2018.

[39] S. Sundararajan and S. S. Keerthi. Predictive approaches for choosing
hyperparameters in gaussian processes. Neural Computation, 13(5):1103–
1118, 2001.

[40] M. A Viergever, J. B. A. Maintz, S. Klein, K. Murphy, M. Staring, and
J. P. W. Pluim. A survey of medical image registration–under review.
Medical Image Analysis, 33:140–144, 2016.

[41] H. Wendland. Piecewise polynomial, positive definite and compactly
supported radial functions of minimal degree. Advances in Computational
Mathematics, 4(1):389–396, 1995.

[42] J. L. Winterburn et al. A novel in vivo atlas of human hippocampal
subfields using high-resolution 3 T magnetic resonance imaging. Neu-
roimage, 74:254–265, 2013.

[43] J. Zhu, S. C. H. Hoi, and M. R. Lyu. Nonrigid shape recovery by
gaussian process regression. In IEEE Conference on Computer Vision
and Pattern Recognition, pages 1319–1326, 2009.


