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Abstract

In this thesis, the effects of electrical stress on silicon oxide resistive random-access

memory (RRAM) devices are studied with a view of understanding the individual

mechanisms involved during RRAM operation. This is achieved through a com-

bination of density functional theory (DFT) modelling and characterisation using

transmission electron microscopy (TEM).

In Part I of the thesis, DFT is applied to model the incorporation, diffusion,

reduction, and cluster nucleation of Ag in Ag/SiO2/Pt RRAM devices. It is found

that Ag incorporates into SiO2 as a Ag+1 ion, which is mobile through large rings,

grain boundaries and column boundaries. An O vacancy (VO) mediated Ag cluster

model is then proposed, where Ag+1 reduction is shown to occur at 33% and 11%

of VO sites at the Ag and Pt electrodes, respectively. In this case, Ag+1 ions bind

to VO forming the [Agi/VO]+1 complex, which is favoured to trap an electron from

the respective electrode. The energy gained through the metallic Ag-Ag bonding

of additional Ag+1 ions to the [Agi/VO] complex compensates strain in the lattice

leading to the breaking of Si-O bonds. The broken Si-O bonds open access to new

voids into which small Ag clusters may break from the original Ag cluster and form,

providing new sites for cluster nucleation.

In Part II of the thesis, Au-Ti-SiOx-Mo, Au-SiOx-Mo and Ti-SiOx-Mo (x ≈

1.95) RRAM devices are characterised through TEM. It is shown the roughness of

the Mo layer leads to patterning in the device, where voids and column boundaries

form in SiOx at the troughs of the SiOx/Mo interface. The column boundaries are

shown to facilitate the transport of Ti and Mo during positive electroforming lead-

ing to conductive metal-oxide filaments in the SiOx layer. Conversely, oxygen is
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dispelled from SiOx under negative electroforming, allowing electron tunneling via

trap assisted tunnelling through VO sites.

In this thesis, the effects of electrical stress on silicon oxide resistive random

access memory (RRAM) devices are studied with a view of understanding the indi-

vidual mechanisms involved in RRAM operation. This is achieved through a com-

bination of density functional theory (DFT) modelling and characterisation using

transmission electron microscopy (TEM).

In Part I of the thesis, DFT is used to model the incorporation, diffusion, re-

duction, and cluster nucleation of Ag in Ag/SiO2/Pt RRAM devices. It is found that

Ag incorporates into SiO2 as a Ag+1 ion, which is mobile through large rings, grain

boundaries and column boundaries. An O vacancy (VO) mediated Ag cluster model

is then proposed, where Ag+1 reduction is shown to occur at 33% and 11% of VO

sites at the Ag and Pt electrodes, respectively. In this case, Ag+1 ions bind to VO

forming the [Agi/VO] j complex, which is favoured to trap electrons from the elec-

trodes. In this way, as a Ag cluster grows, the metallic Ag-Ag bonding compensates

strain in the lattice leading to the breaking of Si-O bonds. The broken Si-O bonds

open access to new voids into which small Ag clusters may break from the original

Ag cluster and form, providing new sites for cluster nucleation.

In Part II of the thesis, Au-Ti-SiOx-Mo, Au-SiOx-Mo and Ti-SiOx-Mo (x ≈

1.95) RRAM devices are characterised through TEM. It is shown the roughness of

the Mo layer leads to patterning in the device, where voids and column boundaries

form in SiOx at the troughs of the SiOx/Mo interface. The column boundaries are

shown to facilitate the transport of Ti and Mo during positive electroforming lead-

ing to conductive metal-oxide filaments in the SiOx layer. Conversely, oxygen is

dispelled from SiOx under negative electroforming, allowing electron tunneling via

trap assisted tunnelling through VO sites.



Impact Statement

Resistive random access memories (RRAM) have the potential to provide an energy

efficient, low-cost, and highly scalable alternative to current memory technologies.

In particular, silicon oxide RRAM devices offer great integration with current tech-

nology, whilst already being a well studied and used material. For devices to realise

their potential however, it is imperative they operate in a controlled and reliable

manner. This project acts to unlock this potential by systematically looking at the

fundamental mechanisms involved in silicon oxide RRAM operation at the atomic

scale. More specifically, the work in this thesis provides understanding of the struc-

tural changes observed in silicon oxide RRAM devices under electrical stress.

Previous research shows that devices typically operate under the electrochem-

ical metallisation mechanism or the valence change mechanism. In this work, a

combination of theoretical and experimental techniques have been used to study

Ag, Au-Ti, Au and Ti top electrode devices, with the results showing that both

mechanisms occur simultaneously in silicon oxide devices. Subsequently, the inter-

play of these mechanisms can lead to highly performing RRAM devices. Though

providing a step in the right direction, it should be noted that a lot of work is still

needed to improve devices for industrial use.
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Chapter 1

Introduction
1.1 Background
The work in this thesis contains a systematic study of silicon oxide resistive random-

access memory (RRAM) devices. The project includes many years of collaboration

with my group under Alexander Shluger at the Department of Physics and Astron-

omy at University of College London (UCL), Anthony Kenyon’s group at the Elec-

tronic and Electrical Engineering department also from UCL, and Michel Bosman

at the Institute of Materials Research and Engineering (IMRE) from the Agency of

Science, Technology and Research (A*STAR) in Singapore. As a result of the col-

laboration, this PhD was created to study the structural dynamics associated with

silicon oxide RRAM devices under electrical stress. In particular, the focus is to-

ward developing an understanding of the mechanisms involved in the devices at the

atom scale. Funded by both UCL and A*STAR, the first year of the project was

spent under the tutelage of Alexander Shluger at UCL. During this time, the objec-

tive was to develop atom scale simulations of silicon oxide RRAM devices using

density functional theory (DFT) and molecular dynamics (MD). From this, Part I

of this thesis was born, which uses DFT and MD to study Ag-SiO2-Pt RRAM de-

vices. As discussed in the thesis, the Ag-SiO2-Pt devices were selected due to their

optimal RRAM properties and the wealth of experimental data available to model

towards. The second and third years of the PhD were spent under the guidance

of Michel Bosman at IMRE in Singapore. During this time, theoretical work on

Ag-SiO2-Pt RRAM devices continued, whilst time was also spent analysing silicon

oxide RRAM devices using transmission electron microscopy (TEM). The results

of the TEM work is given in Part II of the thesis, which contains studies on Au-
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Ti-SiOx-Mo (Au-Ti), Ti-SiOx-Mo (Ti) and Au-SiOx-Mo (Au) RRAM devices (x

≈ 1.95). These devices were grown by Wing Ng at UCL and have been studied

extensively by Adnan Mehonic and others in Anthony Kenyon’s group. It should

be noted that the original intention was to also study Ag-SiO2-Pt RRAM devices

through TEM in Singapore, but this was not possible due to external factors.

1.2 Motivation
The arrival of modern computing has brought with it countless innovations in mem-

ory technology, many of which have been pivotal in meeting the demands of the

‘information age’. A report from the World Economic Forum (WEF) found that

90 percent of all stored information in 2014 was created in the previous two years

[1]. With such high requirements placed on data storage, and the current forms of

memory such as flash, static random access-memory (SRAM) and dynamic random

access-memory (DRAM) each reaching their limit of optimisation, a new technol-

ogy is needed that can not only capture the benefits of each type of memory, but

outperform them. This thesis is focused on one such alternative, resistive random-

access memory (RRAM), which combines the non-volatility, high scalability, high

data retention, high endurance and low energy consumption of flash memory with

the low operation times of SRAM and DRAM. RRAM devices using amorphous

silicon dioxide (a-SiO2) and amorphous silicon sub-oxide (SiOx, where x < 2) are

of particular interest due to their many favourable qualities. To begin with, silicon

oxide is an incredibly abundant material and is therefore unlikely to face issues with

scarcity. Furthermore, silicon oxide is a well understood material due to its already

ubiquitous use in microelectronic technology, such as a gate dielectric in field ef-

fect transistors. Additionally, silicon oxide RRAM devices have been shown to be

very versatile, with applications ranging from computer memory to memristor [2]

technology and neuromorphic applications [3].

1.3 Resistive Random Access Memory (RRAM) Devices
A typical RRAM device consists of a metal-insulator-metal stack as shown on Fig.

1.1. Their application as computer memory relies on the resistive switching phe-
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Figure 1.1: Example of typical metal-insulator-metal RRAM device

nomenon, where the resistance across the device is switched between high and low

states. This is achieved through the generation and control of electron transport

modes across the insulating layer. As a result, probing the resistance for high (0) or

low (1) states provides storage of, and accessibility to, a two valued logic system.

The resistance switching phenomenon was first discovered in 1962, where a neg-

ative resistance effect was observed in metal-oxide-metal sandwiches [4]. In this

case, the application of a voltage sweep across an Al-Al2O3-Au stack measured a

sharp increase in current at 4.1 V. On lowering the voltage, a negative resistance

effect occurred where the current through the stack continued to increase. Bi-stable

resistance RRAM technology was proposed a year layer, leading to an extensive

amount of research carried out in the field throughout the 1960’s and 70’s [5, 6, 7].

Due to the prevalence of FLASH memory however, a dip in interest in RRAM oc-

curred thereafter before becoming relevant again in the 2000’s [8, 9].

Before RRAM devices exhibit repeatable resistive switching, an electroform-

ing process is typically required. In this process, a forming voltage is applied across

the device to generate a soft dielectric breakdown in the insulating layer. This results

in the formation of a conductive filament (or path) in the insulating layer, signifi-
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cantly decreasing the resistance across the device. The nature of this breakdown is

the primary concern of this work, in which the electrochemical metallisation mech-

anism (ECM) and the valence change mechanisms (VCM) are explored [8, 9]. The

resistive switching processes in the devices involve the breaking (reset / off state)

and reforming (set / on state) of the conductive filament through the application of

electrical bias. The resistance state can then be probed with low voltage electrical

pulses, which themselves do not cause a resistance change. It should be noted that

many other electroforming mechanisms can also occur, and detailed studies of them

can be found in the literature [8, 9].

The nature of the conductive filaments and the mechanisms involved in silicon

oxide RRAM devices varies greatly with device structure and microstructure. Even

identical RRAM devices can display very different properties depending on their

use and application. In this study, silicon oxide devices with a top electrode of Ag

and Au are examined in Parts I and II of the thesis, respectively. In the Ag-SiO2-

Pt (Ag) devices, the Ag top electrode is selected to facilitate the ECM mechanism

where the diffusion of metal cations into the dielectric layer occurs. More specif-

ically, under a positive bias at the Ag electrode, Ag cations diffuse into SiO2 and

subsequently nucleate to form a conductive filament of metal clusters bridging the

Ag and Pt electrodes. Electron transport then occurs through these metal clusters

via trap assisted tunnelling. In situ TEM measurements of Ag devices show that the

nature of the filament varies depending on the microstructure of the device, where

Ag clustering in thermal SiO2 begins at the Ag electrode and clustering in sput-

tered SiO2 begins at the Pt electrode (see section 4.3 for more details) [10, 11, 12].

The Ag devices also show great versatility, where Ag devices can exhibit resistive

switching at 0.2 V and -0.2 V during the first voltage sweep without an electro-

forming step [13]. Furthermore, by varying the current compliance limit from 1

mA to 1 µA, it is possible to transform the devices from non-volatile to volatile

operation. In this case, the current compliance is the upper limit of the current al-

lowed to flow through the device under bias. This is an important feature as the

current compliance determines the resistance of the on state, subsequently allowing
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multiple switching levels [14]. This is because increasing the current compliance

across the Ag device results in a higher conductance under the same voltage. This

shows electron transport through the devices plays a significant role in controlling

the conductive filament geometry during forming and set processes.

Conversely, Au-SiOx-Mo (Au) devices have been shown to operate through

the VCM mechanism. In this case, the Au top electrode is selected for the low Au

ion mobility in SiOx, as well as the very low O affinity and workfunction of Au.

Under a negative bias to the Au electrode, electrons are injected into the dielectric

layer resulting in the generation of defects, such as O vacancies. Electron transport

then occurs through the dielectric layer via trap assisted tunnelling though these

defect states or intrinsic charge traps. The conductive defects in VCM devices can

either form a filament similar to the ECM mechanism, or span the whole dielectric

layer. Again, the microstructure of the device plays a significant role. It has been

shown that an increased electrode-dielectric interface roughness in Au devices leads

to favourable switching properties [15]. This was attributed in part to an increase in

columnar structure, where the column boundaries in the SiOx layer are suggested

to facilitate defect formation and defect transport. Additionally, it is suggested that

the roughness leads to increased electron injection due to local electric field effects

[15].

Silicon oxide RRAM devices therefore pose an interesting topic of research,

where a number of competing mechanisms are known to occur. However, it is only

when these mechanisms are properly understood that they can be developed and

optimised efficiently. After this, the feasibility of RRAM devices for industrial pro-

duction can be assessed. As such, the work in this thesis is focused on understanding

these mechanisms to better understand silicon oxide RRAM devices.

1.4 Thesis Outline
Following this introduction, chapters 2 and 3 contain the theoretical and experimen-

tal methods used throughout this work. Chapter 2 provides a background of both

DFT and MD, as well as a discussion on how each method is employed. Similarly,

chapter 3 provides a background on TEM operation and TEM characterisation. This
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includes a discussion on TEM and STEM imaging as well as chemical analysis mea-

surements using electron microscopy. Also included in chapter 3 is a description of

the RRAM devices studied in Part II of the thesis and their fabrication methods.

The results of this work are then given in two parts, with each part containing

three results chapters. Part I contains the results of the theoretical study on Ag-SiO2-

Pt (Ag) RRAM devices. Chapter 4 introduces Part I of the thesis, and includes a

literature review of Ag RRAM devices, and the relevant operational mechanisms

that are explored throughout the work. In chapter 5, Ag RRAM devices are studied

through DFT calculations of Ag in α-quartz. This begins with a study of the Ag-α-

quartz interaction, where experimental measurements including infrared (IR), Ra-

man, electron paramagnetic resonance (EPR), absorption and photoluminescence

spectra are each modelled. This is followed by a study of Ag incorporation, migra-

tion, reduction and clustering in α-quartz, including a model of the Ag-O vacancy

interaction with regard to its potential as a Ag reduction and cluster nucleation site.

Chapter 6 contains an expansion of the study into amorphous silicon dioxide (a-

SiO2). In this case, the incorporation, diffusion and reduction of Ag is studied in

a 216-atom a-SiO2 cell. Attention is paid to the Ag-O vacancy interaction and its

role in Ag reduction. Subsequently, chapter 7 studies the Ag clustering process at O

vacancy sites, where Ag clusters up to 15 atoms are developed. Particular interest is

given to the breakdown of the a-SiO2 lattice in proximity to the Ag cluster as well

as the effects of electron injection. Chapter 8 provides a summary of Part I of the

thesis along with suggestions for future work.

Part II contains the results obtained when studying Au-Ti-SiOx-Mo (Au-Ti),

Ti-SiOx-Mo (Ti) and Au-SiOx-Mo (Au) RRAM devices(x≈ 1.95). Chapter 9 intro-

duces the SiOx devices, providing a brief literature review of the VCM mechanism.

This is followed by chapters 10, 11 and 12 which cover the results obtained when

characterising the Ti, Au and Au-Ti devices respectively. For each of these chapters,

the devices are first characterised in their pristine states, followed by a characterisa-

tion of the same devices in their electroformed states. The effects of electroforming

are then discussed by comparing the structure and chemistry of each device in their
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electroformed states to their pristine states. Chapter 13 provides a summary of Part

II of the thesis along with suggestions for future work.

Finally, in chapter 14, the thesis is concluded.



Chapter 2

Theoretical
Background and
Methods
2.1 Introduction
The physical properties of a RRAM device can greatly affect the way in which

the device operates. Examples include the choice of electrode material, which can

alter the switching mechanism between ECM, VCM and TCM [8]; or the deposi-

tion technique used to grow the oxide layer, which determines whether clustering

begins at the active or inert electrode in ECM devices. Whilst characterisation of

RRAM devices using experimental techniques provides this type of information, in-

vestigation at the atomic scale is necessary for individual devices to be completely

understood and optimised. From this, a mechanistic picture can be developed of

the various processes involved during operation. Subsequently, the role that the

physical properties of the devices play in these processes and their impact on de-

vice operation can be assessed. Theoretical modelling techniques, such as density

functional theory (DFT) and molecular dynamics (MD), work at the atomic scale,

giving insight beyond the observation limit of experimental techniques. Using these

powerful techniques, theoretical models guided by experimental measurements can

be developed, allowing the individual properties of devices which give rise to the

experimental observations to be evaluated, and critically, guides improvements for

the next generation of devices.
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In this chapter, the theoretical methods used throughout the project are pre-

sented. This begins with a discussion of the implementation of density functional

theory in the CP2K code. For a complete derivation and explanation of DFT, the

reader is directed to the literature [16]. The use of density functional theory to

model defects, defect interactions and defect dynamics is then discussed. Finally,

an explanation of both classical and ab initio molecular dynamics is given.

2.2 Implementation of DFT in CP2K
In this section, methods specific to the code CP2K are discussed [17, 18]. CP2K

is primarily a Γ-point code which means that the systems used are expanded in

real space as opposed to in reciprocal space (with the use of k-points) as is with

codes such as VASP [19, 20] or CASTEP [21]. The Γ-point method is used in this

work to allow the calculation of larger systems, which is important when studying

amorphous structures because they by definition do not have the long range order

required for methods that use symmetrisation.

2.2.1 Gaussian plane wave (GPW) method

Typically, local basis functions such as Gaussian basis sets [22] or non-local basis

functions such as plane wave basis sets [23] are used to describe the Kohn-Sham

orbitals, with each having advantages and disadvantages. Local basis sets are atom-

ically centred functions representing the functional form of one electron hydrogenic

orbitals. In this regard, Gaussian functions have been employed in many DFT codes

due to their efficient implementation as the multiplication of two Gaussian’s is a

Gaussian. The drawback of Gaussian basis sets is that they are incomplete as they

do not describe orbitals well near the nucleus of an atom. Plane wave basis sets

derive from Bloch waves, where the wavefunction of particles in a periodic system

can be represented as plane waves. These in principle form complete basis sets. The

major benefit of representing orbitals in this way is that the fast Fourier transform

(FFT) can be implemented to enable faster calculation of the Hartree energy. How-

ever, an additional computational expense arises from the fact that plane waves are

indifferent to atomic positions such that areas of empty space are equally well rep-
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resented by plane waves as regions near atoms. Furthermore, the electron density

in the plane wave method usually requires a higher number of functions to be used

than in the Gaussian method [16].

The Gaussian and plane waves (GPW) method, implemented in CP2K, uses

both Gaussian and plane wave basis sets to enable faster overall calculation whilst

retaining accuracy [17]. Gaussian basis sets are used to calculate the kinetic en-

ergy and potential energy analytically. The density from the Gaussian basis sets is

mapped to the plane wave basis where the fast Fourier transform is utilised to solve

for the Hartree energy, considerably reducing computational time. The density rep-

resented using Gaussian basis sets is given by [24];

ρ (r) =
N

∑
i=1
|ψi (r)|2 (2.1)

where ρ (r) the density, N is the number of electrons and ψi (r) is the i’th molecular

orbital. Molecular spin orbitals can then be expressed as a linear combination of

atomic orbitals [16]:

ψi =
K

∑
µ=1

ciµφµ (2.2)

where ciµ is the mixing coefficient and φµ is one of K atomic orbitals. Each atomic

orbital is in turn a contracted sum of Gaussian functions [16]:

φµ =
L

∑
k=1

dµkφk
(
αµk
)

(2.3)

where dµk is the coefficient of the primitive Gaussian function φi which has the

exponent αµk, and L is the number of functions in the expansion. During the cal-

culation, the coefficients for the atomic orbitals dµk are usually kept constant, and

the coefficients for the molecular orbitals ciµ are varied to obtain the ground state

density. The density obtained using the Gaussian basis sets is then mapped to the

plane wave basis, described as:

ρ̃ (r) =
1
Ω

∑
G

ρ̃ (G)eiG·r (2.4)
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where ρ̃ (r) is the density, Ω is the volume of the cell, ρ̃ (G) are the expansion

coefficients and G are the reciprocal lattice vectors. The Hartree energy is then

computed using the FFT in the plane wave basis.

2.2.1.1 Pseudopotentials

Typically, DFT calculations using an all-electron basis set can be computationally

expensive. This is because the core electron wavefunctions oscillate rapidly near

the center of the atom, requiring very high quality basis sets. However, because

the core electrons are minimally involved in bonding, detailed descriptions of them

are not required to model a wide range of interesting phenomena. Instead, it is

usually the valence electrons which play an important role in bond breaking and

making. As a result, it can be computationally efficient to use a ‘pseudopotential’

to represent the core electrons and nucleus, removing the need to describe the core

electrons with full quantum mechanical molecular orbitals. This leaves the valence

electrons to be solved completely during calculation, where they experience the

effect of the pseudopotentials. In this thesis the Goedecker-Teter-Hutter (GTH)

pseudopotentials have been used, which are fitted to provide optimal accuracy and

efficiency when using a plane waves basis set [25]. The GTH pseudopotentials

have been used extensively by CP2K users [26, 27], with versions available for a

number of exchange correlation functionals [28]. A detailed description of the GTH

pseudopotentials can be found in [25, 29]

2.2.2 Exchange Correlation Functionals

2.2.2.1 LDA and GGA

The exchange correlation functional (VXC) can be described as a function of the

exchange correlation energy EXC [16]:

VXC [r] =
(

δEXC [ρ (r)]
δρ (r)

)
. (2.5)

The two classes of commonly used approximations for the exchange correlation

functional are the local density approximation (LDA) [30] and the generalised gra-

dient approximation (GGA) [31]. The local density approximation determines the
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exchange correlation energy by considering the electron density at each point in

space of a system. It assumes that each point in an inhomogeneous electron distri-

bution will have the same exchange correlation energy as a point in a homogeneous

electron gas (HEG) with the same electron density [32]. In this approach, the ex-

change correlation energy is typically approximated using the homogeneous elec-

tron gas model, where positive charges (protons) are distributed equally in a volume

such that the electron density is also a uniform quantity in space. The number of

protons and electrons (N) as well as the volume (V) are then taken to infinity such

that the density (ρ = N/V ) is finite and constant. The exchange energy of a HEG

has been solved analytically [33]:

ELDA
X [ρ] =−3

4

(
3
π

)1/3 ∫
ρ (r)4/3 dr (2.6)

and the correlation energy can be calculated using quantum Monte Carlo simulation

or many-body perturbation theory. In practice, the exchange and correlation ener-

gies are calculated for a small volume around each spacial point in the system and

integrated over the whole electron density:

ELDA
XC =

∫
ρ (r)εXC (ρ (r))dr. (2.7)

The LDA was found to perform well for densities with limited variation in electron

density such as metals, but poorly for inhomogeneous systems [30]. Generalised

gradient approximation functionals were introduced to overcome this problem by

adding functions that include the gradient of the electron density at each point [31].

EGGA
XC = EXC [ρ (r) ,∇ρ (r)] . (2.8)

There are many functionals that incorporate gradient dependent terms, such as PBE

[31], BLYP [34] and PW91 [35]. Each of which give vastly improved represen-

tations of structure and energetics over the LDA for a wide range of materials.

However, it should be noted that both approximations still have some significant
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drawbacks. The local or semi-local character of the approximations do not cor-

rectly consider long range correlation interactions. These non-local interactions,

known as dispersion interactions, are required to properly describe non-covalent

interactions such as van der Waals forces.

2.2.2.2 Dispersion Corrections

Dispersion corrections are used to incorporate an energetic term for the otherwise

neglected dispersion interactions. This is vital for systems such as those with inter-

molecular interactions or surfaces as well as those exploring potential energy sur-

faces. The total energy computed from a density functional approximated method

can be augmented with a dispersion term giving an approximate solution to the

non-local correlation problem as:

EDFT−D = EDFT +EDisp. (2.9)

In this work, Grimme’s D3 dispersion has been used to study systems where non-

local interactions may be prevalent (e.g. surfaces) [36]. The dispersion energy

ED3(zero)
Disp is given as:

ED3(zero)
Disp =− ∑

n=6,8
sn

Nat

∑
i, j>i

Ci j
n(

Ri j
)n fdamp

(
Ri j
)
, (2.10)

where sn are scaling terms dependent on the exchange correlation functional, Nat is

the total number of atoms, Ci j
n are the n-order dispersion coefficients for atom pairs

i j, Ri j is the inter-atomic distance between atoms i and j and fdamp is the damping

factor. The damping factor used in this study is the ’zero’ damping factor:

f D3(zero)
damp

(
Ri j
)
=

1

1+6
(

Ri j/
(

sr,nRi j
0

))−αn
, (2.11)

where Ri j
0 =

√
C8i j
C6i j

and αn controls the damping rate. The parameters α6, α8 and

sr,8 are typically fixed to 14, 16 and 1 respectively and the remaining parameters s6,

s8 and sr,6 are dependent on the exchange-correlation functional.
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2.2.2.3 Self-interaction error and hybrid Functionals

An important consideration during DFT calculations is the self-interaction error

found in the Hartree energy, defined as [37, 38, 39]:

EH [ρ (r)] =
1
2

∫∫
ρ (r1)ρ (r2)

|r1− r2|
dr1dr2. (2.12)

In this formalism, each electron in the system will feel average repulsion from all

electrons in the system, including itself. Due to this increased repulsion the electron

densities become more delocalised. This results in both LDA and GGA approxima-

tions underestimating the band gap and failing to properly describe localised defect

states. To reduce the self interaction error, hybrid functionals can be used where a

fraction, α , of Hartree-Fock exchange is added to LDA and GGA functionals. In

Hartree-Fock theory, the self-interaction does not occur as the self interacting terms

reduce to zero upon expansion of the Slater determinant. The exchange correlation

energy EHyb
XC can then be calculated as:

EHyb
XC = αHybEHF

X +(1−α)EDFT
X +EDFT

C . (2.13)

Because calculating the HF exchange integrals is computationally very expensive,

hybrid calculations in this work are carried out with the PBE0-TC-LRC functional

with the auxiliary density matrix method (see section 2.5.2), where the HF exchange

is truncated to zero above a cut-off value [40]. This reduces the computational cost

due to the HF exchange only being evaluated for a short range:

EPBE0−TC−LRC
XC = αEHF,TC

X +αEPBE,LRC
X +(1−α)EPBE

X +EPBE
C , (2.14)

where α is the fraction of HF exchange. An α of 0.25 and a cut-off of 2 Å was used

for all calculations unless otherwise stated.

2.2.3 Auxiliary Density Matrix Method (ADMM)

The auxiliary density matrix method (ADMM) is implemented in CP2K to re-

duce the computational expense of calculating the HF exchange [41]. The ADMM
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method constructs a reduced density matrix using a smaller set of auxiliary basis

functions. The HF exchange calculated from the reduced density matrix requires

far fewer calculations as a result, significantly reducing the computational time.

The auxiliary basis set is given as:

ψ
′ = ∑

µ

Cµiψ
′
i (r) (2.15)

where ψ ′ is the wave function in the smaller auxiliary basis set, Cµi is the orbital

coefficient and ψ ′i (r) is the orbital. The density matrix can then be constructed from

the orbital coefficients as:

Pµν = ∑
i

CµiCν i. (2.16)

The orbital coefficients for the auxiliary basis set and auxiliary density matrix can

be obtained by minimising the square difference between the wave functions in the

original basis set and the auxiliary basis set. The HF exchange energy can then be

calculated as:

EHF
x [ρ] = EHF

x [ρ ′]+ (EHF
x [ρ]−EHF

x [ρ ′]), (2.17)

EHF
x [ρ]≈ EHF

x [ρ ′]+ (EDFT
x [ρ]−EDFT

x [ρ ′]), (2.18)

where EHF
x [ρ ′] is the HF exchange energy and EDFT

x [ρ] is the exchange energy cal-

culated using the GGA functional. The difference in the exchange energy calculated

using the auxiliary and full basis sets using GGA and HF is assumed to be the same.

Using the auxiliary density matrix therefore, can greatly reduce the cost of a DFT

calculation when using a hybrid functional.

2.3 Defect Calculations with DFT

2.3.1 Defect Formation Energy

Through DFT calculations, thermodynamic, electronic, and optical parameters of

artificially designed systems can be obtained, making them indispensable in the

study of complex systems. Perturbations in these systems such as the addition of

defects or electrons can then be studied giving the defect formation energy. This



2.3. Defect Calculations with DFT 52

is an important parameter, defined as the energy difference between an investigated

system and the components of the system in their reference states. In this project,

the formalism of Northrup and Zhang is employed [42]:

E f orm = EDe f ect−EBulk−∑
i

µini +q(µe +EV )+Ecorr, (2.19)

where E f orm is the defect formation energy, EDe f ect is the energy of the system with

the defect, EBulk is the energy of the defect free system, µi is the chemical potential

of the defect species i, ni is the number species of type i added (ni > 0) or removed

(ni < 0) from the system, q is the charge of the system, µe is a free parameter

representing the electron chemical potential, EV is the potential alignment and Ecorr

is the charge correction.

The chemical potential of a species is defined as the energy that is absorbed or

released due to a change in the particle number of that species and can be calculated

by dividing total energy of the defect species bulk by the number of species used.

For example, the chemical potential of Ag from metallic Ag is calculated by divid-

ing the total energy of the Ag bulk system by the number of Ag atoms it contains.

However, the calculation of the chemical potential is also dependant on the ability

of the exchange correlation functional to describe the bulk material. In this project,

a significant number of calculations were carried out for Ag defects using the PBE

and the PBE0 TC LRC functionals. Whilst PBE functional gives an accurate repre-

sentation of bulk metal, hybrid functionals poorly describe metals because they over

bind electron density to nuclei. As such, the method used to calculate the chemical

potential of Ag, µAg, is different for PBE and the hybrid functional with a different

bulk material selected for each functional:

µ
PBE
Ag =

1
n

EAg, (2.20)

where n is the number of Ag atom units in the Ag bulk system and EAg is the DFT

calculated total energy of the bulk system. In the case of the hybrid functional

calculations, µAg is calculated from Ag2O as hybrid functionals poorly describe
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metallic Ag:

µ
PBE TC LRC
Ag =

1
2n

(
EAg2O−

1
2

nµO2

)
, (2.21)

where n is the number of Ag2O units in the system, EAg2O is the total energy of the

Ag2O system and µO2 is the chemical potential of an oxygen molecule in the triplet

state. For this investigation, all defect formation energies include the Lany-Zunger

charge correction [43]:

ELZ =

[
1− csh

(
1− 1

ε

)]
q2α

2εL
, (2.22)

where ELZ is the Lany-Zunger correction energy, csh is the shape factor, ε is the

dielectric constant, q is the charge state, α is the Madelung constant and L is the

separation between defects [44, 45].

Defect calculations using DFT in periodic systems can be problematic due to

the interaction of defects with themselves. This is further complicated by charged

defects, where the long-ranged Coulomb potential can lead to unwanted interac-

tions. As such, it is important to ensure the ‘supercell’ used is large enough to

prevent interactions of defects with its periodic images. This can be achieved by

converging the defect formation energy to the cell size.

2.3.2 Nudged Elastic Band (NEB) method

DFT can only be used to determine the electronic structure and total energy of a

static system. Therefore, a method is required to model dynamics in the system

and determine the lowest energy path for a reaction, where a reaction is defined

as a rearrangement of atoms from one stable configuration to another. From this

path, known as the minimum energy path (MEP), activation energies for reactions

and subsequently the rates of reaction can be determined [46]. In this regard, the

nudged elastic band (NEB) method can be used to calculate saddle points and mini-

mum energy paths along a reaction [47, 48]. The method uses linear interpolation to

create a series of intermediate images (bands) along the reaction path between the

initial and final configurations of the reaction. These images are subsequently opti-

mised such that each image finds the minimum energy possible whilst maintaining
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equal spacing to neighboring images. The overall system is constrained by adding

spring forces between the images which project out the component of the force due

to the potential perpendicular to the band. The NEB method originates from the

plain elastic band (PEB) method where the force F acting on an image i is given by

[49]:

Fi =−~∇V (ri)+Fspring
i . (2.23)

Here V (ri) is the total potential energy of the image i and Fspring
i is the force on i

image due to the springs attached:

Fspring
i = ki+1 (ri+1− ri)− ki (ri− ri−1) , (2.24)

where k is the spring constant. The PEB method is an example of a chain of state

method, where several images (or ‘states’) of a system are connected together to

trace out a path. The object function is defined as [48]:

SPEB (r1, . . . ,rP−1) =
P

∑
i=0

V (ri)+
P

∑
i=1

Pk
2
(ri− ri−1)

2 , (2.25)

where the first term sums the potential energies of each of the images and the second

term sums the potential energies arising due to the springs connecting the images.

If the images are connected with springs of zero natural length, the chain is math-

ematically analogous to a Feynman path integral for an off-diagonal element of a

density matrix describing a quantum particle. To find the MEP in PEB method, the

object function is minimised with respect to the intermediate images while keeping

the start and end point images r0 and rP fixed.

The PEB inherently fails to provide the MEP in most situations. When the

spring constant is high, the elastic band becomes too stiff such that the path cuts

corners in the energy landscape missing the saddle point region. This is a con-

sequence of the component of the spring force which is perpendicular to the path

which tends to pull images away from the MEP. When a smaller spring constant is

used, the elastic band becomes closer to the saddle point but the images slide down
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avoiding the barrier region. This reduces the resolution of the band at the transition

point region. This is due to the component of the true force ~∇V (ri) in the direction

of the path. The distance between images becomes uneven such that the net spring

force balances out the parallel component of the true potential force.

In the NEB method, the elastic band is minimised such that the perpendicular

component of the spring force and the parallel component of the true force are

projected out. The force on image i becomes:

F0
i =−~∇V (ri) |⊥+Fspring

i · τ̂‖τ̂‖, (2.26)

where τ̂‖ is the unit tangent to the path. The perpendicular component of the true

force −~∇V (ri) is given by:

−~∇V (ri) |⊥ = ~∇V (ri)−~∇V (ri) · τ̂‖τ̂‖. (2.27)

Projecting the force in this way decouples the dynamics of the path itself from the

distribution of images chosen in the representation of the path. Therefore, the spring

force then does not interfere with the relaxation of the images perpendicular to the

path. As a result, the relaxed configuration of the images satisfies −~∇V (ri) |⊥ = 0

such that the images lie on the MEP. Because the spring force only affects the dis-

tribution of the images within the path, the choice of the spring constant becomes

less restrained. This decoupling of the relaxation of the path and the discrete rep-

resentation of the path is essential to ensure convergence to the MEP. A further

improvement is the climbing image nudged elastic band (CI-NEB) [47]. In this

case the springs connected to the highest energy image are allowed to relax giving

a better approximation of the saddle point.

2.4 Molecular Dynamics
Molecular dynamics is a computational method that determines the time evolution

of a system of interacting particles by integrating Newton’s laws of motion [50].

This results in a trajectory that describes how the positions and velocities of the
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particles in the system progress with time. Newton’s second law dictates that the

force imposed on a particle is equal to the rate of change of the momentum of that

particle:

Fi = mir̈i(t) f or i = 1 . . .N, (2.28)

where Fi is the force acting on particle i, mi is the mass of particle i, ri(t) is the

position of the particle i at time t, and N is the number of particles in the system. In

a system of interacting particles, the forces exerted on each particle can be expressed

the gradient of the potential Vpot ;

Fi (r1 . . .rn) =−∇iVpot (r1 . . .rn) , (2.29)

where ∇i = ∂/∂ri. The origin of the potential energy surface Vpot(r1 . . .rn) is from

quantum mechanics and can be defined as a function of the positions (3N) of all the

particles in the system. Due to the many body nature of this function, analytical

solutions cannot be made and instead numerical solutions must be found. This can

be done using either ab initio methods such as DFT or classical methods, each of

which have their benefits.

In ab initio methods, electronic structure calculations allow for an accurate

representation of the potential energy surface [51]. This in turn provides accurate

models of particle dynamics at the cost of high computational expense. Classical

methods, however, use a comparatively simplified potential energy function to pre-

dict the potential energy surface. In this case an accurate representation can be

made though this relies on the choice of potential energy function and how well

it represents the system. In theory, a well selected potential energy function will

give equally accurate predictions of particle dynamics as ab initio methods using a

fraction of the computation expense. This is particularly useful when considering

large systems to be studied where ab initio methods cannot be used. In this project,

both ab initio and classical MD have been used.
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2.4.1 Classical Potential Energy Functions

A large number of classical potential energy functions have been developed to give

simplified descriptions of the potential energy surface [52]. The form of these func-

tions, or potentials, can range in levels of complexity and vary with the type of

bonding. A logical method to describe the potential energy surface is to expand it

in terms of one-body, two-body and higher order terms:

Vpot (r1 . . .rn) = ∑
i

v1 (ri)+∑
i

∑
j>i

v2
(
ri,r j

)
+∑

i
∑
j>i

∑
k> j>i

v3
(
ri,r j,rk

)
+ . . . ,

(2.30)

where v1 represents the effect of an externally applied field and the remaining terms

represent inter-atomic interactions. v1 is usually set to zero in periodic calculations

and the potential is evaluated starting from the two-body term. In general, evaluat-

ing the two-body term alone can give a good representation of the PES, especially

for describing systems with ionic or van der Waals bonding. The most commonly

used two-body potential is the Lennard-Jones potential [53], which can be fitted to

experimental or theoretical data for a given system;

vLJ(r) = 4ε

[(
σ

r

)12
−
(

σ

r

)6
]
, (2.31)

where ε is the potential well depth, σ is the finite distance at which the inter-particle

potential is zero and r is the distance between the particles. If electrostatic charges

are present, the Coulomb potentials are added;

vCoulomb(r) =
Q1Q2

4πε0r
, (2.32)

where Q1 and Q2 are the charges of each particle and ε0 is the permittivity of free

space.
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2.4.2 Integration of Newton’s Law

Once a potential energy surface has been defined, one must still integrate Newton’s

equation of motion. The Verlet algorithm, is commonly used and can be derived by

making the Taylor expansion of the position coordinate both forward and backward

in time [54]:

r(t +∆t) = r(t)+v(t)∆t +
1
2

a(t)∆t2 + . . . , (2.33)

r(t−∆t) = r(t)−v(t)∆t +
1
2

a(t)∆t2 + . . . (2.34)

These two equations can be added together to create the Verlet algorithm, which is

a symmetric function with time conservation in both directions:

r(t +∆t) = 2r(t)− r(t−∆t)+a(t)∆t2 +O
(
∆t4) . (2.35)

The algorithm is properly centered such that r(t +∆t) and r(t−∆t) play symmetri-

cal roles, making it time-reversible and it shows excellent energy-conserving prop-

erties over long times. It is assumed that the forces only depend on the position

coordinates. The velocities do not enter explicitly in the algorithm, however, they

are needed for estimating the kinetic energy and hence the temperature. They can

be obtained by subtracting Eq. 2.33 with Eq. 2.35.

v(t) =
r(t +∆t)− r(t−∆t)

2∆t
+O

(
∆t2) . (2.36)

2.4.3 NVT Ensemble

Molecular dynamics simulations rely on thermodynamic ensembles, which are used

to allow the properties of real thermodynamic systems to be extracted from the cal-

culations [55]. One example of this is the canonical ensemble (NVT) [56], which is

used for all molecular dynamics simulations carried out in this thesis. In the NVT

ensemble, the number of atoms (N), volume (V) and temperature (T) are conserved

quantities. Subsequently, the energy of the endothermic and exothermic processes

in the simulation are exchanged with a thermostat. In this way, control of the ther-

mostat provides a way to add and remove energy from the boundaries of the system
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in a realistic way, approximating the canonical ensemble. An in depth discussion of

the practical applications of the NVT ensemble in molecular dynamics simulations

can be found in the literature [56].

2.4.4 Nose-Hoover thermostat

The Nose-Hoover thermostat is an algorithm that is used in molecular dynamics

simulations to re-scale the velocities of the particles in the system to control the

simulation temperature [57]. This is achieved by modifying the equations of motion

for each atom in the system to include a non-Newtonian term in order to maintain

the total kinetic energy to a set constant. A detailed explanation of the Nose-Hoover

thermostat and its use in the NVT ensemble can be found in the literature [58].



Chapter 3

Experimental
Background and
Methods
3.1 Introduction
During the course of this project, three silicon oxide based RRAM devices were

characterised using experimental methods. This was done in collaboration with

Anthony Kenyon, Adnan Mehonic and Wing Ng from the Electronic and Electrical

Engineering Department at UCL who have been investigating silica RRAM devices

for a significant period of time [59, 60]. Their work shows that Au-Ti-SiOx-Mo (Au-

Ti) RRAM devices give favourable operational properties including low switching

voltages, high switching speeds, high data retention times and high endurance [15].

To determine how and why these devices performed well, a significant portion of

this project was spent characterising them in their pristine and electroformed states

using a transmission electron microscope (TEM). This allowed characterisation of

the devices at the atomic scale, providing a complimentary technique to the DFT

calculations also carried out in the project. Measurements were focused on the

changes induced in the Au-Ti device during electroforming, where a number of

processes are thought to occur. This includes the generation and formation of oxy-

gen ions, molecules and vacancies as well as the diffusion of Ti into the silica layer.

It is assumed that each of these processes contribute conductive pathways in the

silica layer, therefore playing a role in the switching process.
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Au-SiOx-Mo (Au) and Ti-SiOx-Mo (Ti) devices were also fabricated and char-

acterised in this work. Devices with a Au top electrode are expected to operate

primarily via the generation of oxygen and oxygen vacancies. In addition to O

vacancy generation, devices with a Ti electrode exhibit migration of Ti into the sil-

ica layer thus forming an alternative conductive pathway. As such, the role of these

mechanisms and which dominates in a Ti-Au device is unclear. In this way, studying

the Au and Ti devices is hoped to give further insights regarding the Au-Ti device.

Previous work has also shown that the silica microstructure plays a significant role

during device operation. The Au-Ti device was grown with rough electrode-silica

interfaces and a high concentration of columnar grains. The column boundaries

are assumed to aid RRAM operation by facilitating O and Ti ion mobility. In this

regard, the Au and Ti devices were grown with smoother interfaces to better study

interface-electrode interactions whilst also reducing columnar structure. This in

turn was hoped to aid in the investigation on the role silica microstructure plays

during device operation. Throughout the investigation, specific interest was given

to the nature of the metal-silica interfaces and the diffusion of the electrode material

into the oxide.

The three devices were fabricated by Wing Ng using a combination of reactive

sputtering and thermal evaporation at UCL. In the Au-Ti device, magnetron sput-

tering was used to deposit the bottom Mo layer, reactive sputtering for the silica

layer and thermal evaporation for the top layer (Au-Ti). In the Au and Ti devices,

the top and bottom electrode layers were grown by thermal evaporation and the

silica layer was grown with reactive sputtering. The Au and Ti devices were elec-

troformed by Adnan Mehonic at UCL and the Au-Ti devices were electroformed at

the Singapore University of Technology and Design with assistance and equipment

provided by Kin Leong Pey and Alok Ranjan. The TEM lamellas for all measure-

ments were prepared using a focused ion beam (FIB) by Siew Lang Teo from IMRE

at A*STAR.

This chapter begins with a brief overview of the device fabrication methods

starting with an introduction to the reactive sputtering and thermal evaporation tech-
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niques, followed by a fabrication summary of each device. The methods used to

prepare and characterise the devices using transmission electron microscopy are

then discussed including the layout of a TEM and its individual components. The

interactions of the electron beam with the sample and image collection modes are

then described followed by an outline of the focused ion beam sample preparation

method.

3.2 Device Fabrication

3.2.1 Reactive Sputtering

Figure 3.1: Schematic of the reactive sputtering process.

Magnetron sputter deposition was used to grow the Mo layer in the Au-Ti de-

vice and reactive sputter deposition used to grow the SiOx layer in the Au-Ti, Au

and Ti devices. The sputtering process occurs when particles of a solid material

are ejected from its surface after the material is bombarded by energetic particles

in a plasma or gas (as shown in Fig. 3.1). The sputtered particles ejected from the

material then traverse a vacuum to form onto a substrate. The vacuum is kept to

maximise the mean free path of the sputtered particles allowing them to travel to

the substrate unhindered. The vacuum chamber is also partially filled with Ar gas

which is ionised to form a plasma. The Ar+ ions in the plasma are subsequently

accelerated with high energy towards a high purity target which is kept at a nega-
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tive potential. Upon collision with the target, target material particles are ejected

into the vacuum chamber with enough kinetic energy to traverse the chamber to the

sample. In reactive sputtering, a reactive gas is introduced into the plasma along

with Ar. The reactive gas becomes activated in the chamber and chemically com-

bines with the atoms that are sputtered forming a new compound consisting of the

target material and the reactive gas. In this regard, reactive sputtering is a com-

bination of physical, electrical, and chemical processes. It should be noted that

sputter deposition has long been used as a technique to deposit SiO2 films for use

in microelectronics, such as the gate dielectric in transistor devices [61].

During sputter deposition, conditions such as the target voltage, the vacuum

level, the relative pressure of the reactive gas, and the temperature determine the

microstructure and topology of the films. Adjustment of these parameters allows

control over film thickness, stoichiometry, porosity and uniformity. An important

property observed in sputtered films is the emergence of columnar growth, which

is thought to play a crucial role in RRAM devices [62, 63, 64]. Fig. 3.2 shows

how the structure of sputtered films changes with substrate temperature and vacuum

chamber pressure. As the substrate temperature is increased, a transition from a

porous phase (zone 1) to densely packed fibrous grains (zone T) is observed. As the

substrate temperature is increased further, columnar grains (zone 2) begin to form

and at high substrate temperature recrystallised grain structure (zone 3) or zones of

single crystals are observed. The vacuum pressure plays a similar but inverse role

to temperature, where increased pressure yields more porous (zone 1) films.
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Figure 3.2: Diagram showing the Thornton Model [64].

The substrate was kept at room temperature during the growth of the devices in

this project to promote the formation of columnar grains and rough interfaces (Zone

2 in Fig. 3.2). However, the exact nature of these columns at the microscopic scale

and their role in RRAM operation is unclear. Previous work suggests that columns

facilitate migration of atomic and ionic species resulting in better performing mem-

ories. Investigation into columnar structure forms a significant topic of interest for

the research carried out in this project.

3.2.2 Thermal Evaporation

Thermal evaporation was used to grow the top electrode layers for all three devices

and the Mo bottom electrode layer in the Au and Ti devices [65]. The use of ther-

mal evaporation to grow the Mo layer in the Au and Ti devices was to produce a

smoother electrode-silica interface compared with the sputter deposition technique.

The smoother interface in turn allows the chemistry of the electrode-silica interface

to be better studied via TEM.

The thermal evaporation technique is a thin film deposition method in which

a target material is heated to evaporation temperatures in a vacuum chamber. This

results in a vapour from which particles traverse the vacuum and condense onto a
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substrate (Fig. 3.3). The vacuum is kept at low pressures, typically 10−5 to 10−6

Torr to minimise reaction between the vapour and atmosphere. At these low pres-

sures, the mean free path of the vapour atoms are of the order of the vacuum cham-

ber dimensions, such that the particles travel in straight lines from the evaporation

source towards the substrate. The source material is usually held in a crucible which

is heated by a heating element, usually via joule heating.

Figure 3.3: Schematic of thermal evaporation process

3.2.3 Fabrication Summary

3.2.3.1 Au-Ti-SiOx-Mo (Au-Ti) device

The base wafer for the Au-Ti device is a Si wafer with 4 µm of thermally oxidised

SiO2 on top. In this case, the SiO2 layer serves to electrically isolate the RRAM

stack from the Si base wafer. A 210 nm layer of Mo was deposited directly onto the

base wafer by magnetron sputtering to form the bottom electrode. A 35 nm layer of

SiOx was then deposited on top of the Mo layer using reactive sputtering. For this,

an undoped Si target was sputtered in an O/Ar environment where the stoichiometry

of the SiOx film could be controlled by the ratio of O/Ar gas flow. After the SiOx

layer was deposited, a combination Ti and Au was was deposited by thermal evap-

oration to give the top electrode. First a 5 nm Ti layer was deposited followed by a

100 nm layer of Au. A shadow mask was used during the top electrode deposition

to define individual device sizes. The device sizes were selected to be 200 x 200
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µm, 400 x 400 µm, 600 x 600 µm and 800 x 800 µm. There was no annealing

of the devices as this would promote inter-diffusion and no other treatments were

applied.

3.2.3.2 Au-SiOx-Mo (Au) and Ti-SiOx-Mo (Ti)

The fabrication method and stack composition for Au and Ti was similar to that

of Au-Ti. A Si base wafer was used with a 1 µm thermally oxidised SiO2 layer

on top. A 65 nm layer of Mo was then deposited by thermal evaporation giving

the bottom electrode. The SiOx layer was then deposited using the same reactive

sputtering method as used in the Au-Ti device, at a thickness of 25 nm. After the

SiOx layer was deposited, the wafer was cleaved into two separate pieces. For the

Ti device, a top electrode of Ti (85 nm) deposited by thermal evaporation. For the

Au device, a top electrode of Au (85 nm) was deposited by thermal evaporation.

The same shadow mask was used during the top electrode deposition as the Au-Ti

device to define the device sizes again ranging from 200 x 200 µm to 800 x 800

µm. Similarly no annealing or other treatments were applied.

3.3 Transmission Electron Microscopy
Transmission electron microscopes (TEMs) were first developed in the early 1930’s

with the intent of directly imaging and characterising materials at the atomic res-

olution [66]. With RRAM devices designed to be as small as possible to enable

efficient scaling, TEMs have become a powerful tool for their characterisation. In

particular, measurements can be extremely insightful as they allow the observation

of the chemical and structural changes induced in the devices as a result of elec-

troforming. Furthermore, collecting data at such small scales allows the results

to be combined with DFT calculations to develop models and mechanisms for the

changes observed.

In principle, the operation of a TEM is similar to that of an optical micro-

scope with electrons substituted for photons. The limit of resolution for optical

microscopes depends on the numerical aperture and the wavelength of the photons.

Similarly, this relationship holds true for electron microscopes where the energy or
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speed of electrons determines their wavelength. The higher the speed of an electron,

the smaller it’s wavelength resulting in an increased resolution of the microscope.

The electrons in TEM are produced by applying an acceleration voltage to an elec-

tron source (such as a tungsten tip) causing it to emit high energy electrons towards

the sample. An acceleration voltage of 200 kV gives a wavelength of approxi-

mately 2.5 pm which is well beyond the limits of optical microscopes and other

imaging techniques. Once produced, the electrons are focused into a beam onto the

sample by a series of electromagnetic lenses and apertures. Subsequently, the elec-

trons are collected by various detectors to give an image, a diffraction pattern, or a

spectrum. TEMs have been developed extensively to provide a range of different

imaging modes making them an incredibly unique and versatile tool to characterise

materials. In addition to allowing high resolution images to be taken, accurate and

precise analysis of the elemental composition and electronic structure of materials

is possible. The modes used extensively throughout this project include scanning

transmission electron microscopy (STEM) [67], electron energy loss spectroscopy

(EELS) [68] and energy dispersive X-ray spectroscopy (EDX) [69]. The TEM used

for this project is the FEI Titan S/TEM which operates with acceleration voltages of

80, 200 and 300 keV though it should be noted that an acceleration voltage of 200

keV has been used to collect the data presented in this work.

In this section, a brief but technical understanding of a TEM will be given. This

includes an overview of electron sources, electromagnetic lenses, sample holders

and stages followed by a description of the various electron-sample interactions. In

the final part of the section, the various electron detection modes used in this work

are described, including TEM imaging, STEM imaging, EELS spectroscopy and

EDX spectroscopy.

3.3.1 Transmission Electron Microscopes

The make up and operation of a TEM can be separated into a series of processes

as shown on 3.4. This begins with the generation of an electron beam via a field

emission gun. This beam is then conditioned by a series of electromagnetic lenses

and apertures onto the sample such that accurate high magnification electron images
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can be formed. The electron images are then transformed into images perceptible

to the human eye using either a fluorescent screen for viewing and focusing or by a

camera to take permanent images [70].

Figure 3.4: Schematic of the FEI TITAN used in this study.

3.3.1.1 Electron Sources

Electrons are produced by one of two processes, namely thermionic emission or

’cold’ field emission [70]. During thermionic emission, an electrical current is ap-

plied across an electron source (usually a very fine W filament), such that the fila-

ment is heated by the current flowing through it. This causes electrons within the

filament to escape with low energy, requiring acceleration before entering the elec-

tron column. Acceleration can be achieved by applying a high voltage difference

between the electron source (cathode) and an anode plate. This results in a strong
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electrostatic field which accelerates the electrons to the desired speed. During cold

field emission an extremely fine single crystal W filament is used such that electrons

can escape the filament without heating. In this case, only an anode plate is required

to extract the electrons from the electron source. The advantage of cold field emis-

sion sources is that they produce a high yield of more monochromatic electrons

compared to thermionic emission sources. The electrons in cold field emission are

emitted from a smaller area of the source giving a source size of a few nanometers,

compared to up to 50 µm for the W filament in a thermionic emission source. [70]

Figure 3.5: Schematic of the electron source used in the FEI TITAN.

The FEI Titan used for measurements in this project employs a Schottky field

emission gun which combines the thermionic and field emission methods (Fig. 3.5).

In this case, both heating and an electric field are employed to extract electrons

from a W filament. As such, two anodes are positioned are positioned below the

filament one after the other. The first anode acts to extract the electrons from the

filament, whilst the second accelerates the electrons up to the required voltage. In

this case, the emitted electrons are accelerated to ≈ 0.7 times the speed of light by

a series of electrostatic plates. This high kinetic energy gives the electrons the short

wavelength required for high-resolution imaging. It should also be noted that the

electron source is kept under high vacuum conditions and can be separated from the

rest of the system by a valve.
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3.3.1.2 Electromagnetic lenses

Once electrons have been emitted from the electron source, the microscope is re-

quired to gather and focus them onto the sample to illuminate only the area being

examined. This is achieved using electromagnetic lenses, which function to focus

or deflect electrons passing through the TEM column via the Lorentz force [70].

Lenses consist of a series of windings of wire (usually copper) about a ferromag-

netic cast and pole pieces usually made from soft iron (Fig. 3.6). The pole piece is

usually located centrally in the cast, close to the path through the lens the electron

beam takes. The magnetic field is induced in the cast by a current applied in the

windings such that the field generated is maximum at the pole pieces. The electrons

that enter the magnetic field produced by electromagnetic lenses are deviated such

that the resultant force on the electrons is always perpendicular to the plane defined

by the direction of the magnetic field and the direction of the electrons.

The focal depth of a lens is directly dependent on the strength of the magnetic

field and therefore, the current applied in the windings. Electromagnetic lenses are

subject to aberrations similar to those observed in glass lenses such as spherical

aberration, chromatic aberration, distortion and astigmatism. The most common

aberration in electron microscopy is spherical aberration, which is caused when the

outer parts of a lens do not bring the electrons into the same focus as the central part

of the lens, leading to a blurring of the image. Astigmatism is caused by inhomo-

geneities and contamination of the lenses as well as from apertures and inadvertent

charging of the sample. Aberration corrected TEMs exist to correct these issues,

though have not been employed in this work [71].

The FEI Titan microscope uses six lenses in the ’illuminating system’, which

serves to collect the electrons from the electron source and focus them through the

sample. These include the ’gun’ lens, the first condenser lens (C1), the second con-

denser lens (C2), the third condenser lens (C3), the minicondenser lens (MC) and

objective lens (Obj). Each of these lenses serve an important function in generating

high quality and useful data and will be briefly discussed.

The ’gun’ lens is used to condition the electron beam produced by the electron
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Figure 3.6: Schematic of an electromagnetic lens [70]

source and direct it into the TEM column. The condenser lenses are used in the TEM

column to gather the electrons from the first crossover image outputted by the gun

lens and focus them onto the sample. The C1 and C2 lenses are used in conjunction

with the C2 aperture to determine the beam current or probe size. The C1 lens

focuses the electron beam onto the specific focal plane of the C2 lens. The C2 lens

subsequently focuses the beam through the C2 aperture to the C3 lens where the C2

aperture blocks high angle electrons. By blocking these electrons, changing the size

of the C2 aperture alters the beam intensity and subsequently the spectral resolution

of the beam. Apertures usually consist of a metal strip with holes in it, typically

made of platinum or molybdenum. The C1 - C2 system is controlled by the ’spot

number’ setting which, together with the gun lens, controls the beam current. For

TEM and STEM images a small beam current is typically used to obtain maximum

resolution. Conversely, for chemical analysis higher beam current is used to obtain

a larger signal to noise ratio.

The C2 and C3 lenses are used in conjunction to control the beam width in

TEM or the beam convergence in STEM. This is achieved by changing the position

of the intermediate image between the C2 and C3 lenses. This in turn changes the

diameter of the beam at the C3 lens controlling the size of the illuminated area. The

C2 and C3 lenses are therefore used to determine the ’area zoom’, where the TEM

software changes both values to keep the electron beam parallel in TEM.
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The gun lens and the C1, C2 and C3 lenses to this point are primarily used to

condition the beam for imaging and data collection. From here, the lenses focus

the beam onto the specific sample area. The sample is located in the middle of the

magnetic field of the objective lens acting both above and below the sample, known

as the upper objective lens and the lower objective lens. The C3 lens images the

beam onto the focal plane of the upper objective lens to control how parallel or

focused the beam is leading up to the sample. A minicondensor lens is added after

the C3 lens and before the upper objective lens to improve illumination of very large

areas and very small areas of the sample. The upper objective lens is essential for

STEM imaging, but makes it difficult to get good TEM illumination, especially for

very large areas and for very small areas (see section 3.3.2.1).

As such, each of the lenses operate in unison to condition the electrons emitted

from the electron source to and through the sample. The gun lens, C1 lens, C2 lens

and C2 aperture primarily focus on the beam intensity and beam current. The C2

lens, C3 lens, objective lens and mini-condenser lens then work to focus the beam

through the specific region of interest in the sample. As such, during measurements

it is imperative that the correct settings are used.

3.3.1.3 Sample holders and stages

The TEM stage serves two main functions, namely to firmly hold the sample in

the microscope and to bring the region of interest in the sample into the path of

the electron beam. This is because the sample must be located in the focal plane

of the electron beam to achieve maximum resolution. Also, the stage requires the

ability to move the sample in the XY plane, the Z height direction as well as to tilt

the sample. Furthermore, the stage must be highly resistant to mechanical drift and

instability which leads to blurring or loss of sharpness in images, especially at high

magnifications. Therefore, the stage must minimise drift to the nm/minute range

whilst being able to move the sample at a rate of several µm/minute. The stage

should also have a re-positioning accuracy on the order of nanometers, though this

is not necessary.

The TEM samples used in this project were prepared into lamellas and attached



3.3. Transmission Electron Microscopy 73

to onto 3 mm Cu grids (see section 3.3.3). The copper grids were then placed into

a sample holder, which is paired with the sample stage. A wide variety of stages

and holders designs exist depending upon the type of experiment being performed.

The stage includes an airlock to allow the insertion of the sample holder into the

TEM with minimal loss of vacuum in the other areas of the microscope. Once the

sample holder has been inserted into the airlock and the pressure has pumped down,

the holder is further inserted into the goniometer. The goniometer is a mechanical

apparatus that enables highly precise and stable control of the sample holder during

imaging including the tilting of the holder. As such, the goniometer is manipulated

during measurements to bring the sample into the focal plane of the objective lens.

3.3.1.4 Electron Sample Interactions

When a high-energy electron encounters an atom, it first penetrates the outer elec-

tron cloud or valence electrons (Fig. 3.7). It may then propagate to the more tightly

bound inner-shell electrons, and finally approach the nucleus. In each of these

phases, a number of different interactions between the electron and the atom can

occur, with almost all types being used to generate information about the sample.

In this section, the ways in which electrons interact with the sample are discussed

with a view to explain the information that can be obtained from the outgoing elec-

trons. We begin with an explanation of the terms that will be used throughout the

section followed by a breakdown of the most common electron-sample interactions.

Figure 3.7: Schematic of the different electron scattering processes.

There are principally two types of interactions electrons can have with an atom,
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namely elastic scattering interactions (elastic electrons) and inelastic scattering in-

teractions (inelastic electrons). Elastic electrons are defined as those that have the

same energy as the electrons in the primary beam. They are fundamental in TEM

imaging giving the primary source of contrast. Inelastic electrons have lost energy

and are used to provide information about the chemistry of the sample. Elastic scat-

tering usually occurs at relatively low angles between 1 and 10°. Comparatively,

inelastic scattering occurs at small angles within a few degrees of the primary beam.

It should also be noted that electrons can be scattered more than once. Furthermore,

less electrons are forward scattered and more are backscattered as the sample gets

thicker giving an upper limit of the thickness of the sample.

Forward scattering forms a significant proportion of the TEM signal that is

detected. When a sample is sufficiently thin, the electrons in the primary beam

undergo fewer interactions with the sample reducing multiple scattering. In this

case, contrast in the forward scattered image is directly dependent on the atomic

number of the atoms passing though. This is because heavier atoms scatter electrons

more strongly due to increased electrostatic interaction. It should be noted that this

is true primarily for elastic scattering compared to inelastic scattering.

Inelastic electrons provide more information about the chemistry of the sample

than elastic electrons. The signals associated with all losses in electron energy are

encompassed in electron energy-loss spectroscopy (EELS). As a result of inelastic

scattering, X-rays may also be emitted. Many TEMs detect both EELS electrons

(EELS spectroscopy) and the emitted X-rays (EDX spectroscopy) to analyse sam-

ple chemistry. The detection methods for EELS and EDX can be seen in sections

3.3.2.2 and 3.3.2.3 respectively. The inelastic processes can be split into three com-

ponents, namely, those that generate X-rays, those that produce secondary electrons

and those that are caused by collective interactions such as plasmons or phonons

(described below).

There are two types of X-ray emission that occurs in TEM, characteristic X-

ray emission and Bremsstrahlung X-rays emission. When an electron inelastically

interacts with inner-shell electrons, energy is transferred from the primary electron
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to the inner-shell electron. If more than a critical amount of energy is transferred,

that electron is excited above the Fermi level into the unfilled states such that the

atom is considered to be in an ionised state. This process is known as inner-shell

ionisation. Ionised atoms can return almost to the ground state by filling the hole

with an electron from the outer-shell in a transition that is accompanied by the

emission of either a characteristic X-ray or an Auger electron. In both cases, the en-

ergy of the emission is characteristic to the difference in energy between the inner

and outer shells involved in the transition. These energies are unique to individual

atoms and as such, the characteristic X-rays can detected in energy-dispersive X-ray

(EDX) spectroscopy to provides useful chemical analysis of samples. In principle,

EDX provides information on the chemical composition of a sample containing el-

ements with atomic number (Z) > 3, though in practice, greater signal intensity is

often only found for heavier elements. EDX has been used in this study to detect

the electrodes materials during measurements. Bremsstrahlung X-ray emission oc-

curs when electrons in the primary beam penetrate through the electron cloud and

interact inelastically with the nucleus causing a substantial change in momentum.

During this process the electron emits an X-ray where the amount of energy loss

can range up to the energy of the primary beam depending on the strength of its

interaction with the nucleus.

Secondary electrons are electrons that are ejected from the sample as a result of

the interaction with the primary electron beam. Relatively small electron energies,

typically below 50 eV, are required to eject electrons from the valence or conduction

band. Electrons can also be ejected from an inner-shell by the energy released when

an ionised atom returns to the ground state in a non-radiative transition known as

Auger electrons. Though not used in this work, Auger electron spectroscopy can be

employed to detect the Auger electrons providing chemical information about the

sample.

Inelastic scattering due to collective interactions is primarily due to plasmon

and phonon interactions. A plasmon is a longitudinal oscillation of the free elec-

tron gas that is stimulated when electrons from the primary beam interact with the
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free electron gas. The oscillations are strongly localised (< 10 nm) and have an

extremely fast relaxation time (< 1015s). The plasmon process is the most common

inelastic interaction occurring in materials and forms strong features in EEL spectra.

Plasmons occur in any material with weakly bound or free electrons, predominantly

in metals with a high free-electron density. The plasmon oscillations themselves are

quantised, with the plasmon energy being a function of the free-electron density,

which is a value that changes with material composition. This results in a chemi-

cal dependence of the plasmon peaks to the sample chemistry. The plasmon peaks

occur at low energy loss and can provide useful information about the electronic

structure of the sample. Furthermore, careful analysis of the plasmon peaks can be

used to estimate the thickness of the sample [70].

Phonons are collective oscillations of the individual atoms in a solid. Phonons

can be stimulated when electrons from the primary beam strike the sample. In this

case, the high-energy electron strikes an atom in the sample inducing a vibration

in the lattice. It should be noted that this is permitted due to the elastic nature of

the bonding between the atoms. Phonons can also be generated by other inelastic

processes where energy can be converted from Auger or X-ray emission internally

to lattice vibrations. As atomic vibrations, phonons generate heat in the sample

which can be damaging to the sample. As such, inducing phonons is detrimental to

the work carried out in this project and can be mitigated by reducing the primary

beam current.

3.3.2 Imaging and Spectroscopy

3.3.2.1 TEM and STEM Imaging

The electrons in the primary beam can change in both amplitude and phase as they

interact with the sample [72]. Both amplitude change and phase change are fun-

damental to image formation and provide image contrast. In TEM and STEM,

amplitude contrast is the primary contributor for bright-field and dark-field imag-

ing involving, the detection of direct or scattered electrons respectively. There are

primarily two types of amplitude contrast, namely mass-thickness contrast [73] and

diffraction contrast [74]. Mass-thickness contrast arises from the incoherent elastic
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scattering (Rutherford scattering) of electrons. Mass-thickness variation produces

contrast because electrons interact with different amounts of material. Diffraction

contrast is a result of the diffraction of the primary beam by the sample. A TEM is

typically able to separate the diffracted and direct beams by switching to diffraction

mode, which displays the diffraction pattern. The intensity of a diffracted beam

depends strongly on the local structure of the region being studied. In this case,

the diffraction pattern of in defective crystal regions compared to pristine crystal

regions lead to diffraction contrast depending on the properties of the defect itself.

TEM and STEM imaging differ in that the primary beam is parallel during

TEM and focused to a small probe in STEM [75]. The focused probe in STEM is

scanned across the region of interest to collect an image. Due to this difference, a se-

ries of lenses are used for magnification during TEM imaging, whereas the magnifi-

cation in STEM is defined by a set scanning area. In TEM imaging, a camera placed

on the optical axis of the primary beam is used to collect images. STEM imaging,

however, is typically done with two detectors, one on the optical axis of the primary

beam to collect the bright-field image and a second high angle annular dark-field

(HAADF) detector to collect the scattered electrons (Fig. 3.8). In TEM imaging,

the objective aperture allows selection of the direct or the scattered electron beams.

An image taken without the aperture results in lower contrast because many beams

then contribute to the image thereby reducing diffraction contrast. The aperture

size controls which electrons contribute to the image and therefore the contrast. In

a STEM, greater flexibility can be introduced by changing the camera length, which

alters the collection angle of the STEM detectors. This has the effect of introducing

a variable objective aperture where the camera length can be adjusted to maximise

the number of scattered electrons hitting the HAADF detector. This serves as the

fundamental difference between the TEM and STEM dark-field modes, where dark-

field TEM images are usually formed by allowing only a fraction of the scattered

electrons to enter the objective aperture. STEM dark-field images are taken using

an annular dark-field detector which collects high angle scattered electrons.
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Figure 3.8: Schematic of a typical STEM detector.

3.3.2.2 Electron Energy Loss Spectroscopy

Electron energy-loss spectroscopy (EELS) is the analysis of the energy distribution

of electrons that have traversed through the sample [76, 77]. This is possible be-

cause of the characteristic nature of the interaction between electrons and the sam-

ple. In principle EELS is able detect and quantify all the elements in the periodic

table, though the limited detector dispersion and low signal to noise ratio results in

EELS being primarily used to detect light elements. This is because EELS signals at

higher energies give a weaker signal intensity as higher energy loss interactions are

less likely to occur. Analysis of EELS data provides significant insight to the chem-

istry of the sample including its electronic structure, bonding and valence state, the

nearest-neighbor atomic structure, dielectric response, free electron density, band

gap and thickness.

An EELS detector separates the inelastic electrons from the zero-loss electrons

into a spectrum which can be measured using a charge coupled device (CCD) (see

in Fig. 3.9). The data can then be interpreted and quantified to form contrast im-

ages for electrons of specific energies or in an energy range. As the electron beam

enters the EELS detector through an aperture, the path of the beam is deviated by a

magnetic prism such that electrons with a lower energy are deviated more than the

zero-loss electrons. This splits the beam into an energy separated spectrum which

is then focused through a series of lenses and detected using a CCD. A slit is in-
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serted after the magnetic prism to filter the electrons passing through to the CCD.

The energy dispersion is controlled by setting the eV per channel in the CCD. This

allows setting a narrow energy range to measure specific edges.

Figure 3.9: Schematic of the EELS detector used in this work.

The EELS measurements in this project were taken with the microscope in

STEM mode, where the beam is focused to a point and scanned across the region of

interest in the sample. In the measurement, the beam will move to and stop at the

relevant point or pixel in the image and the EELS detector will collect electrons for a

set acquisition time. This means that the EELS signal can be increased by two meth-

ods: i) by increasing the beam current thereby increasing the number of electrons

collected per second; ii) by increasing the acquisition time, therefore increasing the

total number of electrons collected over a period of time. During measurements,

a trade is made between the signal to noise ratio, damage to the sample and time.

Measuring the O K edge at 532 eV for example requires a larger beam current to

obtain a reasonable signal to noise ratio but this can lead to sample damage. Instead,

it is possible to reduce the beam current and increase the acquisition time, though

this becomes problematic as drift becomes more of an issue. It should be noted that

drift corrected EELS measurements were taken in this work. In this case, an initial

’drift image’ image is taken in a separate region to the measurement and its position

is used as a reference. After scanning a set number of pixels, the drift area will

be re-scanned and image produced is compared to the initial reference image. The

position of the electron beam for the next pixel is then adjusted to account for any
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drift. As such the priority for measurements in this work was to minimise damage

to the sample by using the lowest beam current whilst obtaining a good signal to

noise ratio. The beam damage was checked by taking STEM images before and

after EELS scans to observe any damage caused.

The electron energy loss spectrum is generally studied in two regions, namely

the low-loss region and the high-loss region. The low-loss spectrum is usually below

50 eV and contains the zero-loss peak as well as the plasmon peaks. The low-loss

spectrum provides information about the band structure and dielectric properties of

the sample. The high-loss spectrum contains information about the ionisation edges

of inner-shell electrons in the sample. These are characteristic to the chemistry of

the sample, and are seen in the spectrum by an increase in signal intensity at an

energy corresponding to the excitation of a core electron to the conduction band.

Core-loss edges are representative of the local unoccupied electron density of states

of the sample. The nature of the onset of an edge varies with different inner-shell

ionisations, where major edges have a sharp rise in a small energy interval and

minor edges have a more flattened peak. As such, minor edges can be more difficult

to detect and observe in spectra. Edges are classed as K, L, M, or N edges referring

to excitations from atomic shells with principal quantum numbers 1, 2 ,3, and 4,

respectively. The L, M, and N edges can then be separated by the the total angular

momentum quantum number of the electrons involved in the transitions. The fine

structure of an edge, known as the Energy-Loss Near Edge Spectrum (ELNES) is

unique for different compounds thus allowing the determination of local bonding

structure by comparison.

EELS edges in this project were extracted from the EEL spectra using the Dig-

ital Micrograph software. Typically, an EEL spectrum contains signals from many

types of interactions as well as a background signal across the energy spectrum.

As such, the background signal must be removed to give the desired edge. The

background signal represented as an exponential of the form:

f (E) = αE−k (3.1)
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where f is the background signal, and α and k are fitting constants. A window pre-

ceding edge onset is selected from which the constants α and k are determined. The

background signal calculated from this window is assumed to accurately represent

the complete background signal across the full spectrum and is subtracted from the

EEL spectrum. The extracted EELS edge can be used to determine the elements

present in the sample and their abundance.

EELS is a well-established technique for RRAM devices that use SiO2[12].

It has also been used to image dielectric/semiconducting body interfaces and to

look at the chemical nature of microelectronic devices similar to those discussed

in this thesis [78, 79, 80]. This technique has also been used in-conjunction with

DFT calculations to see the interplay between electronic structure and chemical

composition.

3.3.2.3 Energy dispersive X-ray spectroscopy

Energy dispersive X-ray (EDX) spectroscopy is a powerful technique that enables

the analysis of the elemental composition of a sample [81]. In general, EDX gives

more intense signals for heavier elements making it a very complimentary tech-

nique to EELS which gives higher signals for lighter elements. This is achieved by

employing an EDX detector to collect the X-rays that are emitted as the electron

beam interacts with the sample. The detector generates a current pulse proportional

to the energy of a collected X-ray, which is subsequently translated into a count in

an energy channel. The counts in each of the energy channels are then displayed as

a spectrum.

The EDX detector used in this investigation is made by EDAX and is located

above the TEM stage. The detector is isolated from the stage section by a window

composed of a thin beryllium (Be) sheet. X-rays that pass through the window fall

on to a p- and n-doped Si semiconductor that generates electron-hole pairs. These

pairs can be separated by applying a reverse bias across the p-n junction, where the

electrons are subsequently detected. X-rays that are emitted for elements below Na

(Z = 11) are usually absorbed by the window, reducing the signal strength. In some

systems, an ultra-thin window or a windowless detector can be employed to avoid
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this problem. The detector is cooled using liquid nitrogen to minimise noise in the

Si semiconductor.

In the same way as EELS, the focus when taking EDX measurements is to

obtain a high signal to noise ratio whilst minimising sample damage. Measurements

were again taken in STEM mode, where the beam current was set to increase the

count rate in the detector whilst ensuring the detector did not reach saturation. Once

the beam current has been set in this way, the EDX scan can start, though in it

should be noted that scans use a much shorter acquisition time per pixel compared

to EELS. In this case, drift corrected scans can be repeated where the signal to noise

ratio increases as the square root of the number of scans taken.

Figure 3.10: Schematic of the EDX detector used in this work.

3.3.3 Lamella preparation - FIB

Sample preparation is a very important step to ensure the TEM characterisation of

samples can occur. This is because the sample must be electron transparent such

that the electrons can penetrate the specimen and form an image, whilst also being

representative of the material or device under study. The average thickness of a

sample should be 50 to 100 nm for a TEM with an electron acceleration voltage

of 200 kV. The sample should also be uniformly thin, stable under the electron

beam and in laboratory conditions and conducting. It should be noted that this

this is not always possible and as such, some compromises must be made. Many

techniques are available for sample preparation including electropolishing, grinding

and crushing, cleaving, and lithography. All samples studied in this project were
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prepared using a focused-ion beam (FIB) as discussed below [82].

A FIB is a combination of a scanning electron microscope and a built-in ion

gun which produces a beam of Ga ions to mill the sample. The SEM uses an electron

beam to visualize the region of interest on the sample whilst the ion gun mills the

sample at the region of interest to produce a lamella, which can be attached to a

TEM grid. Each stage in the preparation process is shown in Fig. 3.11. First, a Pt

coating is deposited onto the sample at the region of interest (Fig. 3.11a). Then, two

staircases are cut out on either side of the Pt coating to leave the thin wall shown

(Fig. 3.11b). The wall is then trimmed away at the sides so that it is only supported

at the top (Fig. 3.11c). The wall is then ion-polished and attached to a probe for lift

out (Fig. 3.11d). The lamella is then welded to the TEM grid (Fig. 3.11e) and is

thinned further until it is smooth and electron transparent (Fig. 3.11f).

Figure 3.11: SEM images showing the FIB process [70].

3.4 Summary
In this chapter the experimental techniques used to fabricate and probe the Au-Ti,

Au and Ti devices have been discussed. The devices are fabricated using sputter

deposition for the a-SiOx layers and a combination of sputter deposition or thermal
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deposition for the electrodes. Each device is then characterised via TEM, EELS,

STEM and EDX to determine their chemistry and microstructure in the pristine and

electroformed states. Subsequently, the mechanisms of operation for each device is

explored.
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4.1 Research Question
What are the fundamental mechanisms involved in the operation of Ag-SiO2-Pt

RRAM devices?

4.2 Outline
The electrochemical metallisation (ECM) of insulating layers, described in detail

in the next section, is well studied experimentally in RRAM technologies. For

ECM devices to fulfil their potential, however, it is important to understand their

mode of operation from a mechanistic perspective. However, detailed experimental

studies of the ECM mechanism at the atomic scale have not been carried out due to

the limitations of experimental techniques, such as TEM. In this part of the thesis,

I attempt to elucidate some of the mechanisms of conductive filament formation

using DFT calculations and MD simulations of Ag-SiO2-Pt (Ag) RRAM devices.

To date, in situ TEM imaging of Ag devices have provided some of the best

data available for the ECM mechanism, where the individual processes involved

in ECM memories have been shown. This begins with the electroforming process,

where a positive bias is applied at the Ag electrode. Subsequently, Ag incorporates

into the a-SiO2 layer, where clusters are seen to nucleate to form a conductive fil-

ament of Ag clusters spanning the Ag and Pt electrodes. However, in situ TEM

imaging also shows that this process is very variable, where the growth methods of

the a-SiO2 layer determines whether cluster nucleation begins at the Ag or the Pt

electrode. Furthermore, the morphology of the filament is also very variable, with

dendrite like filaments forming in some devices, whilst large wide conical filaments

form in others.

As such, it is expected that theoretical calculations on the atomistic scale can

be extremely important to determine the nature of the mechanisms involved in Ag

filament formation and the cause of the differences discussed above. This is because

ab initio methods, such as DFT and MD, allow individual defects and mechanisms

to be modelled, from which their impact during device operation can be determined.
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With regard to Ag devices, this can be separated into four processes: i) the gener-

ation and incorporation of Ag+1 cations into the a-SiO2 layer; ii) the diffusion of

Ag+1 ions through the a-SiO2 layer; iii) the reduction of Ag+1 ions in proximity to

either the Ag or Pt electrode, and finally iv) the nucleation of Ag clusters. Each of

these processes are studied in this part of the thesis.

The remainder of this chapter provides a literature review of the ECM mech-

anism in Ag devices, followed by a study of Ag RRAM devices using a Ag in

α-quartz model in chapter 5. This begins with a verification of the feasibility of

the Ag-SiO2 DFT system through the modelling of the α-quartz infrared (IR) and

Raman spectra, the Ag0 interstitial electron paramagnetic resonance (EPR) spec-

trum and the Ag+1 interstitial absorption and photoluminescence spectra. This is

followed by a study of Ag incorporation, migration, reduction and clustering in α-

quartz, including a model of the Ag-O vacancy interaction with regard to its poten-

tial to act as a Ag reduction and cluster nucleation site. The study is then expanded

to an amorphous (a-) SiO2 system in chapter 6. In this case, the incorporation of

Ag is first studied through the development of the Ag-α-cristobalite interface. This

is continued with models of the Ag interstitial in the -2 ≤ q ≤ 2 charge states in

a 216-atom a-SiO2 cell. The diffusion of Ag0 and Ag+1 is then studied through

the a-SiO2 bulk, grain boundary and column boundary. In this case, the migra-

tion through boundaries is modelled through the development of hydroxylated α-

cristobalite (202) surface slab grain boundary and column boundary models. The

reduction of Ag+1 is then studied via its interaction with O vacancies. Finally, in

chapter 7, the Ag clustering process at O vacancy sites is studied. In this case, clus-

ters up to 15 Ag atoms are developed and the breakdown of the a-SiO2 network in

proximity to the Ag cluster is modelled.

4.3 Background & Literature
The ECM mechanism relies on the mobility of metal ions in the insulating layer,

where devices include stacks of an active electrode (Ag) - ion conductor (a-SiO2)

- inert electrode (Pt) layers. This is based on the fact that Ag and Cu, unlike other

metals, can easily diffuse inside SiO2 films. In the case of the Ag-based device,
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upon applying a positive positive bias at the active electrode, Ag+1 ions are formed

at the Ag/a-SiO2 interface. The Ag+1 ions then diffuse through the a-SiO2 layer

via field assisted diffusion, where they can be reduced in the a-SiO2 layer at the Ag

or Pt electrode. A conductive filament subsequently forms via the nucleation of a

chain of Ag clusters. The geometry of the conductive filament is determined by two

factors, the ion mobility (µ) and the ion reduction rate (Γ), as shown in Fig. 4.1 [10].

In the high µ-high Γ (Fig. 4.1a) and high µ-low Γ regimes (Fig. 4.1c), the high ion

mobility allows the metal cations to diffuse to the inert electrode where they are

reduced to form large conical or dendrite filaments, respectively. In this case, the

metal filament grows from the inert electrode back towards the active electrode. In

the low µ-high Γ (Fig. 4.1d) and low µ-low Γ (Fig. 4.1b) regimes, the low ion

mobility results in metal clusters nucleating in the proximity to the active electrode,

where the filament grows towards the inert electrode. In this case, the low reduction

rate regime results in the formation of multiple spread out clusters, whilst a high

reduction rate regime results in the formation of a closely packed cluster filament.

Figure 4.1: Schematic of the ECM filament formation process. a) high ion mobility - high
reduction rate regime, b) low ion mobility - low reduction rate regime, c) high
ion mobility - low reduction rate regime, d) low ion mobility - high reduction
rate regime. The blue and green dots represent active electrode ions and elec-
trons respectively. The Blue arrows represent the filament growth direction.

Figs. 4.2 and 4.3 show different stages of the Ag filament formation in pla-

nar Ag devices [11, 12]. Planar devices are employed to allow the location of the

filament to be determined and observed during the TEM measurement. Fig. 4.2

gives in situ TEM of a high µ-low Γ regime Ag device (Device A), whilst Fig. 4.3

shows in situ SEM images of a low µ-low Γ regime Ag device (Device B). The

difference between the two devices is a result of the respective fabrication methods
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of the a-SiO2 layer. In Device A, the a-SiO2 layer was grown using radio frequency

sputter deposition at room temperature, whilst thermal oxidation of a Si layer was

used in Device B. A high density of defects and grain boundaries are known to form

in sputtered a-SiO2 layers, and is suggested to facilitate very high Ag+1 mobility in

Device A. This, coupled with a low Ag+1 reduction rate, results in the nucleation of

dendrite like filaments at the Pt electrode. In thermal oxidation a-SiO2 layers, how-

ever, there is a relatively low concentration of defects and boundaries compared to

the sputter deposited oxide. This lowers ion mobility resulting in a filament forma-

tion at the Ag electrode. Furthermore, the reduction rate of Ag is still low, leading

to the nucleation of clusters spread apart in the a-SiO2 layer (Fig. 4.3c). The newly

formed clusters are subsequently suggested to act as bipolar electrodes under an

electric field. This facilitates the oxidation of Ag in these clusters to form ions

which may then migrate deeper into the oxide layer [10]. As these ions drift toward

the Pt electrode via field assisted diffusion, they are then suggested to undergo a

second cluster nucleation process deeper into the dielectric [83]. The process con-

tinues until a filament consisting of clusters has formed across the device. Once a

filament forms, current through that filament dominates over incomplete filaments

leading to its further increase in size and thickness.

Due to the devices shown in Figs. 4.2 and 4.3 being planar, a major consid-

eration is whether the Ag filament forms on the surface or inside the a-SiO2 layer.

Fig. 4.4 shows additional measurements on Device B, where a cross section of the

device was cut and characterised through TEM and EELS. From this, it can be seen

that Ag clusters form on both the surface and inside the a-SiO2 layer. In RRAM

devices, the surfaces are not exposed so it is expected that the Ag filament will only

form inside the a-SiO2 layer.
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Figure 4.2: (a) a pristine Ag-SiO2-Pt device imaged after fabrication. (b) the device post
forming at 8 V. A metallic filament spans the dielectric connecting the elec-
trodes. Incomplete dendrite type filaments grow from the Pt electrode. (d) The
I-V curve measured during forming shows the conductive filament results in a
large decrease in resistance (ON-state). (c) shows the same device after eras-
ing, where a reverse bias of -10 V is applied. Here we see the dissolution of
the filament beginning at the Pt electrode, demonstrating the importance of the
insulator-inert electrode interface interactions. (h) and (i) show the set (10 V)
and reset (-10 V) processes respectively, where again there is dissolution of the
filament at the Pt electrode (OFF-state). The dissolution is thought to occur at
the Pt electrode due to Joule heating, where the filament is at its thinnest. [11]
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Figure 4.3: SEM images capturing the dynamic conductive filament growth processes in
the Ag/SiO2/Pt planar device. a) Fresh device. b–d) After 10 s, 150 s and 210
s under a 30 V constant voltage stress with I CC = 10 µA, respectively [12]
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Figure 4.4: Morphology and component of conductive filament observed in Ag/SiO2/Pt
planar structure after electroforming with various I CC . As-prepared fresh de-
vice without any electrical treatment. b–d) Morphologies of the conductive
filament with I CC = 5 nA, I CC = 100 nA and I CC = 100 µA, respectively. e)
Cross-sectional TEM image along the nanocrystal chain. f) HRTEM images of
a single nanoparticle. g) The diffraction pattern extracted by Fourier transform
of (f) showing Ag (111) crystal plane. h) Enlarged TEM images taken from
the red rectangular region in (e). i–k) EELS mapping images of Si, O and Ag
elements, respectively, corresponding to the region in (h). [12]
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4.3.1 Ag Incorporation

Figure 4.5: Schematic showing the activation barriers for the thermal diffusion of Ag from
the Ag electrode into the dielectric layer.

A Ag interstitial entering the a-SiO2 layer must overcome two barriers (Fig.

4.5). The first barrier is a result of the interstitial breaking its bond with the metal

matrix (EA-M in Fig. 4.5), and the second is caused by the diffusion of the interstitial

through the a-SiO2 surface into the dielectric layer (EA-I in Fig. 4.5). At an ideal

interface where there is a sharp transition from metal to dielectric, the activation

energy to overcome metallic bonding is strongly related to the melting point of the

metal. In this case, the binding energy of Ag atoms to bulk Ag is high (Ag = 2.95

eV), grossly decreasing the probability of Ag incorporation into a pristine SiO2

surface. However, the interaction of Ag with defects, such as the non-bridging O

at the interface, may play some role in reducing the binding energy and subsequent

incorporation barrier [84].

Furthermore, it is unclear whether Ag diffuses into a-SiO2 in the 0 or +1 charge

state. In the case that a Ag0 atom enters a-SiO2, it is possible Ag0 is oxidised via

electron tunneling to either the metal electrode or an intrinsic defect site. Con-

versely, depending on the chemical interaction at the interface, ions may be gener-

ated which drift into the a-SiO2 under the electric field by field assisted diffusion.

During field assisted diffusion, the barrier for Ag+1 diffusion is reduced in the di-

rection of the electric field inside the a-SiO2 layer [85]. DFT calculations for Ag0
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and Ag+1 interstitials penetrating an α-quartz surface find the barriers of 2.12 and

0.98 eV, respectively [86]. In this case, the barrier for Ag+1 incorporation would be

further reduced under bias. It is expected that the metallic bonding of Ag will pro-

vide the largest barrier for Ag incorporation into amorphous a-SiO2, especially in

the case of Ag+1. It should be noted that the barriers for Ag to incorporate into SiO2

grain and column boundaries at the Ag/SiO2 interface my be drastically different.

4.3.2 Ag Diffusion

The diffusion of metal ions, such as Ag, has long been known to occur in a-SiO2.

Experimentally, the activation barrier for Ag diffusion through a-SiO2 has been

measured to be 1.24 eV, where measurements were carried out in an N2 atmosphere

at 300°C [87]. In this case, Ag-SiO2-Si stacks were annealed at various temper-

atures before bias application. Rutherford backscattering spectroscopy was then

used to measure metal contamination at the Si electrode to track the rate of diffu-

sion. From this, it was determined that Ag diffuses as cations as diffusion did not

occur under a reverse potential. Interestingly, in the same study the diffusion of

Ag was not detected in vacuum conditions. However, by adding N2 into the vac-

uum chamber, they again measured Ag to diffuse. Residual gas analysis of the N2

found traces of H2O and O2, which were suggested to form deep level traps in the a-

SiO2. These traps were thought to assist Ag ionisation by providing acceptor levels

for electrons resulting in a higher concentration of Ag+1 ions. Without these de-

fects, Ag+1 ions were understood to recombine with electrons. The measurements

therefore show that the fabrication methods of the a-SiO2 layer and the presence

of defects, such as water, affect the Ag+1 mobility. This includes factors such as

vacuum level during sputter deposition or whether devices are annealed, each of

which may determine water or defect concentrations. Furthermore, this explains

why devices can range from low to high ion mobility in bulk a-SiO2. This is more

complicated when diffusion through structural features, such as grain and column

boundaries, is considered, which are expected to increase Ag+1 mobility [88].
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4.3.3 Ag Reduction

Due to the electrostatic repulsion of like charges, Ag+1 ions must be reduced for

clustering to begin. As such, a mechanism for Ag+1 reduction at the Ag and Pt elec-

trodes must be determined. The accepted mechanism at the Pt electrode involves

the tunnelling of electrons from Pt to the Ag+1 ions. In this case, DFT provides a

valuable method to study the feasibility of this mechanism as it allows the position

of the Ag defect states in the a-SiO2 band gap to be determined. This is valuable

because electron tunnelling is a quantum mechanical effect, where the probability

(P) for an electron to tunnel through a barrier is determined by the barrier height

(E0) and width (x);

P ∝ e−x
√

E0−E , (4.2)

Where E is the energy of the electron. This means is that electrons may tunnel

from the Ag or Pt electrode to the Ag+1 ion when two conditions are met. Firstly,

the Ag+1 ion must be in proximity to the electrode as the probability of reduction

exponentially decreases with distance (x) from the electrode. Secondly, the Fermi

level of the electrode must be close in energy to the energy the Ag+1 unoccupied

defect states. In this case, the position of the Ag defect states are dependent on

its charge and local environment. As such, the interaction of Ag ions with the full

range of intrinsic defects in a-SiO2 is important to understand mechanisms of ion

reduction.

It should be noted that the reduction of Ag+1 ions by intrinsic defects in a-

SiO2 has also been observed. In this case, Ag+1 ions were implanted into a SiO2

glass matrix using ion exchange [89]. Upon annealing above 410 °C, large Ag

clusters were seen to form without any additional reducing agent or electrical bias.

The reduction mechanisms therefore rely entirely on defects intrinsic to a-SiO2. In

this case, Ag+1 ions are suggested to interact with non-bridging O resulting in the

formation of an O−1 ion and Ag+1
2 as follows [90];

2(≡ Si−O−1Ag+1)⇔≡ Si−O−Si≡ +O−1 +Ag+1
2 (4.3)
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2(O−1)+2(Ag+1
2 )⇒ 2(Ag0

2)+O2 (4.4)

Subsequently, electron exchange between the Ag+1
2 and O−1 ions is can to

occur giving Ag2 dimers. The results show there are multiple mechanisms available

for Ag+1 reduction and provide a strong justification to study the system with DFT.

4.3.4 Ag Clustering and Filament Formation

Once Ag0 atoms have formed in the a-SiO2 layer, it is suggested that the strength

of metallic bonding provides a thermodynamic driver for Ag clustering. This is

supported by experimental measurements of the gaseous phase Ag2 and Ag+1
2 bond

dissociation energies, which were found to be 1.6 eV and 1.7 eV, respectively [91].

However, it it should be noted that the exact mechanisms of cluster nucleation are

unknown. It is expected that factors including the Ag0/Ag+1 concentration, Ag+1

reduction rate, cluster nucleation site density, temperature and the total Ag electrode

material available determine the rate. It is most likely that the clusters grow at voids

in the a-SiO2 network to minimise the strain and distortion. However, it is also

possible that the clusters are intercalated into the matrix, similar to that observed in

crystalline MoS2 [92]. In this case large clusters can form with less distortion in the

lattice.

As the initial clusters grow in proximity to the electrodes, additional unoccu-

pied states form to allow additional electrons to tunnel into the clusters. Electrons

can then tunnel from these clusters further into the dielectric to reduce new Ag+1

ions, forming precursors for new clusters. In this way, the cluster filament growth

process continues until clusters sufficiently bridge the dielectric. At this point a

conductive filament is formed, and electrons can cross between the Ag and Pt elec-

trodes. In this study, DFT calculations are used to not only model initial stages of

the clustering process, but also to provide information on the charge states of these

clusters. This is important as the relative ionisation potentials and electron affinities

play a role in the electron tunnelling process.



Chapter 5

Ag interactions in
α-quartz
5.1 Introduction
Silicon oxide RRAM devices require an electroforming process before they exhibit

resistive switching. In this process, defects that facilitate electron transport are gen-

erated across the oxide layer resulting in a low resistance state across the electrodes.

Modelling the electroforming process is therefore vital towards understanding and

optimising device operation. However, this is difficult to achieve in practice with

the continuous random network (CRN) models typically used to model amorphous

structures. This is because there are a broad range of defect configurations, and

possible interactions in a representative CRN. To account for these variations, a

large number of calculations are required to obtain a statistically accurate represen-

tation of the role that defects and defect interactions play. In this regard, it can be

insightful to develop models first using a crystalline form of SiO2. These models

inherently provide a strong basis for the types of defects and defect interactions that

will be observed in amorphous systems, and the results can be used to guide fu-

ture calculations in the amorphous case. Crystalline systems are better defined and

characterised experimentally, providing data for the DFT models to be compared

and verified against. These results then provide useful insights when developing an

understanding of the effect of amorphisation on a given defect.

The work carried out in this chapter focuses on modelling the interactions of

Ag in α-quartz in the context of Ag-SiO2-Pt RRAM devices. Ag-SiO2-Pt devices
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have been the subject of intense study, with a vast array of experimental data char-

acterising the device operation, thus providing a strong base to model to (see section

4.3). Furthermore, α-quartz and its interactions with Ag are well studied, with α-

quartz also being the most stable form of SiO2 under standard conditions.

In the first part of the chapter, the optimal DFT parameters for modelling the

Ag in α-quartz are determined and verified against experimental measurements be-

ginning with a model of pure α-quartz. From this, the α-quartz vibrational modes

are calculated and the results compared to experimentally measured infrared (IR)

and Raman spectra. This is followed by calculations of the Ag interstitial in α-

quartz for the -2 ≤ q ≤ +2 charge states. Results are again experimentally verified

through calculations of the Ag0 electron paramagnetic resonance (EPR) signal, the

Ag+1 photoluminescence excitation (PLE) spectrum and Ag+1 photoluminescence

(PL) energies.

In the second part of the chapter, the focus shifts to modelling Ag-SiO2-Pt

RRAM operation directly using the Ag in α-quartz system. This involves systemat-

ically studying the various processes involved in ECM filament formation, namely,

the incorporation of Ag in α-quartz, the diffusion of Ag through α-quartz, the re-

duction of Ag+1 ions in proximity to the electrodes, and finally the clustering of Ag

in α-quartz. The reduction of Ag+1 ions is considered at the electrodes as a result

of in situ TEM data which shows that Ag cluster nucleation propagates from the

electrodes [10, 12]. The interaction of Ag with oxygen vacancies (VO) is also stud-

ied as a potential Ag+1 reduction and cluster nucleation site supporting Ag filament

growth in the bulk regime.

5.2 Previous Studies of Ag in α-quartz

5.2.1 Electron Paramagnetic Resonance of Ag0 Centre

The Ag0 interstitial in α-quartz has been extensively characterised through EPR

[93]. Interestingly, it was found that Ag0 is unstable at room temperature with no

EPR signal detected. Subsequently, a paramagnetic Ag-Si centre was created by

X-ray irradiation, which is understood to excite electrons into the Ag 5s1 state. This



5.2. Previous Studies of Ag in α-quartz 99

results in the detection of electrons with a hyperfine splitting on Ag and Si (107Ag

= 39.8 mT, 109Ag = 45.9 mT and Si = 12.7 mT). The higher splitting on the Ag

atoms shows the unpaired electron remains mostly localised on Ag whilst partially

bonding to a cationic Si. Through analysis of the g-tensor, Ag0 was determined to

lie very nearly along the two-fold symmetry axis. The deviation from the perfect 2-

fold axis was confirmed to be real and beyond the limits of experimental uncertainty.

The orientation of the Ag hyperfine interaction tensor strongly showed that Ag0 lies

on the a-axis and in the c-axis channel. It has been proposed that the Ag interstitial

sits in the c-axis channel at the intersection of a 3-fold screw and 2-fold symmetry

axis, surrounded by 4 oxygen anions forming a distorted tetrahedral cage.

Figure 5.1: EPR spectrum of the AAg−Si centre in X-ray irradiated α-quartz doped with
Ag [93]. a) 29Si hyperfine lines are formed on either side of each peak of the
primary 107Ag doublet. b) Primary doublet arising from the residual 107Ag.
The remaining lines are due to c) Al/Ag centres [94], d) Al/Li centres [95] and
e) Ge(I) centres [95].

5.2.2 Ag+1 Photoluminescence

The measured PLE and PL of the Ag+1 center (Fig. 5.2) exhibits several excitation

bands beginning at 5.3 eV giving two photoluminescence (PL) peaks at 3.4 eV and

4.75 eV [96]. The PL intensity was found to be independent of temperature up

to 300 K and quenched at 500 K. Additionally, the relaxation time was found to

increase from τ = 32 µs in the temperature range of 20 - 300 K and to τ = 80 µs
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at 5 K, suggesting a triplet nature of the luminescence states. The first PL peak at

4.75 eV is suggested to be caused by the Ag+1 center and the second PL peak at

3.4 eV is suggested to be caused by the interaction of Ag+1 ions with Al centres in

α-quartz.

Figure 5.2: Absorption and Photoluminescence spectra of the Ag+1 interstitial in α-quartz
[96].

5.3 Theoretical Methodology

5.3.1 Convergence Testing

To develop the α-quartz model, the DFT input parameters were first determined

through convergence testing. In the order of the planewave cut-off (Fig. 5.3), rela-

tive cut-off (Fig. 5.4), basis sets (Table 5.1) and pseudopotentials, each input param-

eter was increased in complexity until the DFT total energy was converged. This

ensures reliable and consistent results whilst minimising the computational cost of

calculations.

Figs. 5.3 show the results for the planewave cut-off test. In this case, testing

was carried for planewave cut-off values between 100 and 1000 Ry (50 Ry incre-
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ments) showing convergence to within 0.001 eV at 600 Ry. Subsequently, keeping

the planewave cut-off constant at 600 Ry, the relative cut-off was tested for val-

ues between 10 and 100 Ry in 10 Ry increments. From this, convergence to within

0.001 eV was found at 40 Ry. As such, planewave cut-off and relative cut-off values

of 600 Ry and 40 Ry are used for all calculations in this work.
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Figure 5.3: Graph showing the planewave cut-off convergence test.

Table 5.1 shows the results of increasing the basis set and pseudopotential

complexity. In this case, the CP2K GTH basis sets and pseudopotentials from a

single-zeta-valence-polarised (SVP) basis to a triple-zeta-valence-double-polarised

(TZ2V2P) basis set was tested [25, 97]. From this, convergence within 0.01 eV per

SiO2 unit is reached for the double-zeta-valence-polarised DZVP basis set and is

used for all calculations.

Table 5.1: Table showing basis set convergence test.

Basis Set SVP DZVP TZVP TZV2P
Band Gap 6.15 6.01 5.90 5.83

Total Energy (eV) -2927.85 -2929.37 -2929.67 -2929.99
Energy/SiO2 Unit (eV) -36.15 -36.17 -36.17 -36.17
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Figure 5.4: Graph showing the relative cut-off convergence test.

The minimum cell size for calculations was then determined, which is required

in CP2K as the code only samples the Brillouin zone at the Gamma-point. Cell con-

vergence can be achieved by increasing the cell size until the energy per atom and

the density of states (DOS) have converged. In this case, total energy convergence

within 0.01 eV per per SiO2 unit and DOS convergence was found for a 3x3x3 cell

with 243 atoms as seen on Fig. 5.5. As such, a minimum size for 243-atom cells

are used for calculations in this chapter.

5.3.2 Functional Testing

The PBE [98], PBE0 TC LRC [40], BLYP [99, 100] and B3LYP [101] exchange

correlation functionals were tested to find which best reproduced the experimentally

measured lattice parameters, bond lengths, tetrahedral volume and the band gap of

α-quartz. The DFT derived lattice parameters were calculated via a cell optimisa-

tion with each functional, followed by a geometry optimisation giving the lowest

energy structures. All hybrid functional calculations were made using the ADMM

(as discussed in section 2.2.3) to reduce the computational cost of calculating the

non-local exchange integrals [41].
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Figure 5.5: Graph showing the total density of states for 72-atom and 243-atom α-quartz
cells. The 0 on the x-axis indicates the position of the highest energy electron,
those states above the 0 position are unoccupied while those below are occu-
pied. From this, it can be seen that the α-quartz valence and conduction bands
in each case form at almost the same energies showing convergence.

The results (Table 5.2) show that all functionals give an accurate representation

of geometry compared to experiment. However, the Kohn-Sham highest occupied

molecular orbital (HOMO) – lowest unoccupied molecular orbital (LUMO) gap is

significantly underestimated with the GGA functionals. This can be problematic

when modelling RRAM devices as an accurate representation of the band gap is

required. This is because the position of defect levels within the band gap pro-

vides vital information on favourable charge states of defects and the probability

of electrons tunneling into and out of them at different Fermi level positions. The

PBE0 TC LRC functional gives the closest agreement to the experimental data, and

is therefore used for all calculations carried out in this chapter and most of this work.

In some cases where stated, the PBE functional is used to minimise computational

cost or when studying metallic systems.
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Table 5.2: Table comparing the PBE, PBE0 TC LRC, BLYP and B3LYP exchange corre-
lation functionals to experimentally observed parameters.

Experiment PBE PBE0 TC LRC BLYP B3LYP
a (Å) 4.92 4.98 4.92 4.97 4.91
c (Å) 5.41 5.49 5.41 5.48 5.40

V/SiO2 (Å3) 37.37 39.39 37.42 39.07 37.58
Si-O (Å) 1.61 1.63 1.61 1.62 1.62
Si-O (Å) 1.60 1.62 1.61 1.62 1.61

Band Gap (eV) 8.8 6.01 8.55 6.19 8.44

5.3.3 DFT Parameters

Convergence was found for all parameters tested in this section. As a result,

planewave cut-off and relative cut-off values of 600 Ry and 40 Ry, respectively,

are used with the DZVP basis sets and pseudopotentials for all theoretical calcula-

tions in this work. This is in combination with the PBE0 TC LRC functional unless

otherwise stated. The α-quartz DOS using these parameters is shown on Fig. 5.6,

giving a band gap of 8.55 eV.
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Figure 5.6: Graph showing DOS of a pristine α-quartz cell. The blue, red and yellow lines
mark the total, Si and O contributions. The 0 on the x-axis indicates the position
of the highest energy electron, those states above the 0 position are unoccupied
while those below are occupied.
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5.3.4 Vibrational Analysis

The CP2K vibrational analysis method was then used to calculate the α-quartz vi-

brational modes. This was done numerically by calculating small displacements in

the x, y and z directions of each atom. From this, the force required to displace each

atom in each direction is calculated and used to generate a Hessian matrix. The

eigenvalues of the Hessian give the vibrational frequencies and the eigenvectors are

the vibrational normal modes of the system.

5.3.5 Ag Defect in α-quartz

After developing the α-quartz model, calculations for the Ag interstitial in α-quartz

were carried out in the -2≤ q≤ +2 charge states. To find the Ag interstitial sites, Ag

was added to 10 symmetry inequivalent sites in a 432-atom orthorhombic α-quartz

cell and the geometry was optimised for each charge state. An orthorhombic cell

was used to maximise the distance between Ag and its periodic images. The hyper-

fine coupling tensor and EPR spectrum were then calculated for the Ag0 interstitial

(see section 5.3.6). This was followed by time-dependent DFT (TDDFT) calcula-

tions for the Ag+ photoluminescence excitation spectrum and photoluminescence

energy. These calculations were carried out as discussed in the recent paper [102]

detailing the implementation of TDDFT in CP2K.

Finally, the climbing image – nudged elastic band (CI-NEB) method was used

to model the adiabatic diffusion barriers for Ag0 and Ag+ in α-quartz in the [001]

and [110] directions as seen in Fig. 5.7. For all calculations a band of 5 replica

images was used with a spring constant of 4.86 eVÅ2 between images.

5.3.6 Electron Paramagnetic Resonance (EPR) calculations

Electron paramagnetic resonance is an experimental technique used to study sys-

tems with unpaired electrons [103]. The process is similar to nuclear magnetic

resonance, where instead of nuclear spins, the magnetic moments of unpaired elec-

trons align parallel (ms = +1/2) or antiparralel (ms = −1/2) to an externally ap-

plied magnetic field, B0. The energy of the two spin states differs proportionally to
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Figure 5.7: Hexagonal crystal structure of α-quartz with indexes of lattice directions

the amplitude of B0, described by the Zeeman effect:

E = msgeµBB0 (5.1)

where ge is the electron g-factor and µB is the Bohr magneton. The unpaired elec-

tron can subsequently transition between the two states by absorbing or emitting a

photon of energy hv such that the resonance condition is met.

hv = gµBB0 (5.2)

where g is the g-factor, reflects the alignment of the electron spin with the applied

field, the max/min conditions are defined by the spin (ms) aligned and opposed to

the applied magnetic field. As the source of an EPR spectrum is the manipulation

of an electron’s spin state, the EPR spectrum for a radical (S = 1/2) system consists

of one line [103]. However the hyperfine (HF) coupling, which can be defined

as the interaction of the electron’s magnetic moment with neighbouring nuclear

spins, gives rise to a multi-line spectrum with characteristic splitting patterns. The
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magnitude of the coupling is proportional to the magnetic moment of the coupled

nuclei and depends on the mechanism of the coupling. Typically two mechanisms

for coupling occur, namely, dipolar coupling (through space) and isotropic coupling

(through bond). The unpaired electron in this study is in the s-shell (Ag (s)) such

that the interaction between the electron and the atomic nuclei will be primarily due

to the Fermi contact interaction, which gives an isotropic hyperfine coupling [103].

The HF parameters in this work were calculated using the Gaussian Aug-

mented Plane Wave (GAPW) approximation in the CP2K code [17]. In the GAPW

method, the auxiliary plane wave basis set is similarly described as in the GPW

method, but is augmented with primitive periodic Gaussians. As a result, the basis

sets must contain an explicit description of the core electrons, therefore requiring an

all electron basis. To this end, the polarised consistent basis set pcj-2 is used, where

the pcj-2 basis is fitted to give a function with an angular momentum two higher than

is required for an isolated atom [104]. This family of basis sets are chosen as they

have been shown to work well when modelling EPR systems [105]. It should be

noted that calculations were made for the Ag0 interstitial EPR signal using geome-

tries optimised by both the pseudopotential basis as well as the all-electron basis.

In each case, the optimised geometries and EPR signals of both methods gave very

similar results.

5.4 Results

5.4.1 α-quartz

5.4.1.1 Vibrational modes of α-quartz

The normal modes of vibration for α-quartz were calculated to test whether the

PBE0 TC LRC functional could reproduce bonding characteristics observed exper-

imentally. For this calculation, a 324 atom α-quartz cell was used giving a total of

966 normal modes of vibration. From the DFT calculation, the resonant frequency

of each mode is determined along with an associated intensity, therefore allowing

a direct comparison to the corresponding Raman and IR spectra. In Fig. 5.8, the

calculated vibrational spectrum can be seen with the black and red vertical bars rep-
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resenting the measured Raman and IR modes, respectively [106, 107]. To generate

the spectrum, a normal probability density function was added about each calcu-

lated vibrational mode. The amplitude of each function was scaled to the intensity

determined from the calculation. The vibrational mode frequency was used as the

mean for each function with a standard deviation of 2 cm−1. The standard devia-

tion broadens or narrows the peaks adding variation in the observed spectrum. A

value of 2 cm−1 was selected to highlight the individual peaks whilst allowing some

coalescence.

Fig. 5.8 shows a reasonable agreement between the frequencies of calculated

and experimentally measured vibrational modes, Raman active modes and IR active

modes. This shows that DFT and the parameters chosen can model the bonding and

vibrational characteristics of α-quartz well, and in turn indicates that the system is

suited to studying SiO2 systems. An in depth analysis of the nature of the Raman

and IR modes can be found in the relevant studies, but further discussion is beyond

the scope of this investigation [106, 107].
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Figure 5.8: Graph showing the DFT derived vibrational spectrum of a pristine α-quartz
cell. The black and red vertical bars represent the positions of experimentally
measured Raman and IR modes, respectively.
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5.4.2 Ag in α-quartz

5.4.2.1 Ag0 interstitial

Calculations for the neutral Ag0 interstitial in α-quartz show that two interstitial

configurations exist, with defect formation energies (DFE) of 5.2 eV and 5.5 eV,

respectively. In this case, the DFE is derived using the Ag chemical potential cal-

culated from Ag2O as discussed in section 2.3.1. The lowest energy configuration

involves the spontaneous relaxation of an O-Si-O bond angle from 109.5° to 149.3°,

with Ag0 relaxing to the 3-fold screw and 2-fold symmetry axis intersection, as de-

picted in Fig. 5.9. Mulliken charge analysis of the defect shows that Ag is partially

oxidised (0.22 |e|) with much of that charge donated to a neighbouring Si atom (-

0.13 |e| compared to the pristine cell). The charge donation can be observed in Fig.

5.9, where the isosurface shows the electron localisation of the HOMO state. The

geometry of this defect and charge analysis are in strong agreement with the EPR

measurements discussed earlier in this chapter. The higher energy Ag0 interstitial

site involves a similar charge transfer from Ag (0.17 |e|) to Si (-0.17 |e|) and the

widening of a O-Si-O bond angle from 109.5° to 131.4°. In this case Ag0 resides in

the lowest density region possible in the α-quartz structure.

Figure 5.9: Schematic of the Ag0 interstitial in α-quartz. a) Shows the interaction between
the Ag0 interstitial and two SiO4 tetrahedra. b) Shows the Ag0 interstitial posi-
tion in the c-axis channel. c) Shows the Ag0 interstitial in the 2-fold symmetry
axis, in the plane of the Si atoms in the SiO4 tetrahedra. The grey, blue and red
atoms represent Ag, Si and O, respectively.

A DFE of 5.2 eV suggests that Ag0 is highly unfavourable in α-quartz. This

can in part be attributed to the higher density of α-quartz (2.65 g/cm3) compared to

a-SiO2 (2.2 g/cm3). To test the effect of confinement, calculations were performed

to determine the energetic cost of the lattice distortion induced by Ag0 in α-quartz.
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This allows the total energy of the pristine and distorted cells to be compared, show-

ing the lattice distortion energy is 2 eV, whilst the energy gained from Ag binding

to the Si cation is 0.18 eV. The remaining energy in the DFE is associated with

the chemical potential, which shows Ag has a lower energy state in the Ag2O form

compared to a Ag0 interstitial. To confirm this, parallel calculations were carried

out using the PBE functional with the Ag chemical potential calculated from bulk

Ag metal. In this case, the DFE was found to be 4.8 eV with a distortion energy

of 2.0 eV and the energy gained from Ag binding to the Si cation is 0.14 eV. This

shows the DFE calculated using the Ag chemical potential from Ag2O are accurate.

5.4.2.2 EPR Calculation of Ag0

The geometry of the low energy Ag0 interstitial site from the previous section is in

strong correlation to the Ag-Si center observed experimentally. In both cases, Ag0

sits off-centre in the two-fold symmetry axis, along the 3-fold symmetry axis and

involves charge donation from the Ag s-orbital to a Si cation. The EPR spectrum for

this defect was calculated to more conclusively test the validity of studying Ag-SiO2

interactions using our DFT setup.

The calculated EPR signal can be seen on Fig. 5.10, where a Ag doublet with

a 34.6 mT splitting (experimentally measured = 39.8 mT) is observed giving an ap-

proximate 10 % error between the pcj-2 results and the experimental observation.

This is in accordance with previous studies using this basis set [105]. About each

peak in the primary Ag doublet, there is a secondary doublet with a 9.9 mT splitting

(experimentally measured = 12.7 mT) due to the hyperfine interaction induced by

the Ag s-electron partially localising on the Si in the wide O-Si-O bond. As such,

the calculated Ag0 defect and its corresponding EPR signal are in a very good agree-

ment to the Ag0 defect observed in the literature [93]. This not only confirms and

elaborates on the geometry of the Ag0 site proposed experimentally, but validates

the computational parameters used.

5.4.2.3 Charged Ag Interstitial

The geometries of the Ag interstitial in the q = -2, -1, +1 and +2 charge states in α-

quartz can be seen on Fig. 5.11. By removing an electron and setting the system into
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Figure 5.10: Graph showing the DFT derived EPR spectrum of the Ag0 interstitial in α-
quartz.

the +1-charge state, an electron is lost from the Ag-Si centre, with Mulliken charge

analysis showing Ag (Mulliken charge = 0.65 |e|) has become ionised. The Ag+1

ion shifts along the c-axis to the 3-fold screw symmetry axis where it minimises the

distance with neighbouring O atoms in the lattice. The HOMO of this defect shows

that the Ag d-state forms a weak interaction with neighbouring O atoms, where

charge is donated from these O atoms to Ag.

In the +2-charge state, the geometry of Ag is similar to the one in the +1-

charge state. The Ag ion (Mulliken charge = 1.03 |e|) subsequently draws in the

neighbouring O atom, reducing the average Ag-O bond length by 0.1 Å. The HOMO

in this case is delocalised on the α-quartz away from the defect.

In the -1-charge state, the added electron localises on the Ag-Si centre filling

the Ag (s) shell. The O-Si-O bond angle involved in the Ag-Si interaction subse-

quently increases from 149.28° (0-charge) state to 171.82°. In the -2-charge state,

the second electron fills an α-quartz conduction band state such that the HOMO is

delocalised over the α-quartz lattice. In this case, the Ag-Si defect is minimally
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perturbed compared to the -1-charge state.

Figure 5.11: Schematic of the a) Ag+1, b) Ag+2, c) Ag−1, d) Ag−2 interstitials in α-quartz.
The grey, blue and red atoms represent Ag, Si and O, respectively.
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Figure 5.12: The defect formation energy diagram of the Ag interstitial in the -2 ≤ q ≤
+2 charge states in α-quartz as a function of Fermi energy, where the Fermi
energy is 0 at the α-quartz VBM.

The generally accepted mechanism of operation for ECM RRAM in the liter-

ature suggests that Ag+1 ions are incorporated at the Ag-SiO2 interface [10]. Ag+1

ions then migrate into a-SiO2 where they are reduced to allow the formation of Ag
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Figure 5.13: Graph showing the filled (black) and empty states (red) of the Ag interstitial
in the -2≤ q≤ +2 charge states α-quartz. In this case, the states are projected
over the α-quartz band gap where 0 represents the α-quartz VBM.

clusters at either electrode. The reduction process is assumed to occur via electron

tunneling from the electrodes to Ag+1 under bias. The formation energy diagram

of Ag in α-quartz (Fig. 6.12) shows that the Ag+1 ion is favoured at the Fermi en-

ergies of bulk Ag and Pt. This suggests that Ag is either incorporated as a positive

ion, or that once an atom is incorporated the Ag s-electron will tunnel to the Ag

electrode. This is in good agreement with the ECM mechanism, however, and most

importantly, the Ag0 interstitial is not favoured at any Fermi energy. This result, al-

though consistent with the observations during the EPR experiment, is problematic

for RRAM operation as alternative mechanism is now required for the reduction of

Ag+1 ions.

Fig. 5.13 shows the filled (black) and empty (red) defect state levels of the

Ag in the -2 ≤ q ≤ +2 charge states relative to the α-quartz valence band maxi-

mum (VBM). For the Ag+1 ion, which is favored at the Ag and Pt Fermi energies,
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the HOMO d-state described in the previous section is located just above the α-

quartz valence band maximum and the LUMO state is 1 eV below the conduction

band minimum (CBM). In this case there are no states in proximity to the electrode

Fermi energy positions. Furthermore, the charge transition levels seen on Fig. 6.12

show electron trapping/detrapping occurs at Fermi energies > 1 eV above or below

the electrode Fermi energy positions, suggesting there are no probable modes for

electron transport. Though unstable in α-quartz, it may be possible that Ag0 can

form in the amorphous phase (a-SiO2). Ag0 has filled and empty states found at

4.7 and 6.6 eV, respectively, above the α-quartz VBM. During the electroforming

step in ECM RRAM operation, a positive bias is applied at the Ag electrode. In this

case, electrons are drawn from the electrode causing the position of the Ag Fermi

energy to shift down towards the α-quartz VBM. From this, it is highly unlikely

that Ag0 states will provide a conductive pathway.

5.4.2.4 Ag+1 Photoluminescence

The PLE spectrum was modeled for the Ag+1 ion in α-quartz using TDDFT. The

results, shown on Table 5.3, provide the energy of each excitation state and the cor-

responding oscillator strength. Oscillator strengths provide information on the tran-

sition probability to each excited state, where states with high oscillator strengths

are more accessible and are assumed to contribute to the PLE spectrum. PLE peaks

were found at 5.4, 6.0, 6.2, 6.4, 6.5 and 7.3 eV in very good agreement to the spec-

trum observed experimentally [96].

The PL of the Ag+1 center was then tested by taking the Ag+1 center geometry

and optimising it in the triplet state, as shown on Fig. 5.14. The excitation energy

from the singlet to the triplet state was found to be 4.87 eV suggesting that this state

is not the one excited into to give the PL peak. By using the ∆SCF method [108]

and relaxing the geometry of the triplet state, a relaxation energy of 0.14 eV was

found. Taking the relaxed geometry of the triplet state and calculating the singlet

state (vertical triplet-singlet transition), a transition energy of 4.59 eV was found.

This correlates well to the PL peak at 4.75 eV observed in experiment, providing

further validation of the DFT system and parameter choice. Furthermore, the nature
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of the luminescence is confirmed to be an inner ion electronic transition from the

triplet to singlet state for the Ag+1 center.

Table 5.3: Table showing the excitation energies for the Ag+1 center in α-quartz.

State Number Excitation energy (eV) Oscillator strength (a.u)
1 4.48 0.00000
2 5.39 0.00371
3 5.55 0.00001
4 5.60 0.00001
5 5.83 0.00001
6 5.85 0.00001
7 5.92 0.00198
8 6.15 0.00425
9 6.37 0.00194

10 6.42 0.01062
11 6.90 0.00004
12 7.21 0.04111
13 7.32 0.00004
14 7.38 0.00007
15 7.46 0.00035

Figure 5.14: Schematic of the absorption and luminescence of the Ag+1 centre for the sin-
glet to triplet and the triplet to singlet transitions respectively

To determine the origin of the second PL peak at 3.4 eV, the [AlO4-Ag+1]



5.4. Results 116

center was modelled. From this, it was found that Ag+1 sits in the 2-fold symmetry

axis in a site similar to the normal Ag+1 ion site. The Mulliken charge on Ag is

0.87 |e| showing that Ag is ionic and the Ag to Al bond length is 2.8 Å. TD-DFPT

calculations were made for the defect, with the excitation states can be seen on

Table 5.4. The excitation state at 5.3 eV has by far the largest oscillator strength

and is in good agreement with the 5.4 eV excitation peak observed in experiment.

When the [AlO4-Ag+1] center is modelled in the triplet state, an excitation energy

of 4.9 eV was found for the transition from the singlet to triplet state. A geometry

relaxation of 0.46 eV was then found in the triplet state before a 3.8 eV transition

from the triplet to singlet state. The experimentally measured PL peak was found to

be 3.4 eV suggesting the [AlO4-Ag+1] center is a strong candidate for the second

PL peak.

Table 5.4: Table showing the excitation energies for the [AlO4-Ag+1] center in α-quartz.

State Number Excitation energy (eV) Oscillator strength (a.u)
1 4.51 0.00001
2 4.94 0.00000
3 5.30 0.02194
4 5.45 0.00001
5 5.52 0.00001
6 5.54 0.00899
7 5.65 0.00000
8 5.89 0.00911
9 6.02 0.00237

10 6.29 0.00054
11 6.90 0.00003
12 6.91 0.00002
13 7.03 0.01328
14 7.16 0.00001
15 7.25 0.00656

5.4.2.5 Ag diffusion α-quartz

Through the DFT calculations carried out in this section, it is expected that Ag+1

ions will be produced at the Ag-SiO2 interface. During RRAM operation, these ions

diffuse into the SiO2 layer where they are then reduced. To model this diffusion,

CI-NEB calculations were made to determine the adiabatic diffusion barriers of Ag0
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and Ag+1 in the [001] and [110] directions. The [001] direction, through the c-axis

channel, is expected to give the most correlation to diffusion in a-SiO2 as this is the

lowest density diffusion path, resembling voids in the amorphous network. The adi-

abatic diffusion barriers for Ag0 and Ag+1 in the [001] direction were 0.27 eV and

0.06 eV, respectively (Fig. 5.15). This shows Ag+1 to be the more mobile species

in SiO2, and is in excellent agreement with Ag diffusion characteristics discussed

in section 4.3.2 [87, 109]. Furthermore, the almost barrier-less diffusion supports

the notion that Ag+1 can diffuse through the SiO2 layer to the Pt electrode in the

nanosecond time scales observed during the electroforming step [10]. Diffusion

barriers of 0.96 and 0.92 were found for Ag0 and Ag+1, respectively, in the [110]

direction. This suggests Ag will not be mobile in or through more dense areas in

a-SiO2.
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Figure 5.15: Graph showing the adiabatic diffusion barriers for Ag0 and Ag+1 along the
[001] and [110] directions calculated from CI-NEB calculations.

5.4.2.6 Ag2 Formation

The in situ TEM images of Ag-SiO2-Pt RRAM devices during operation show that

Ag clusters nucleate to form a filament spanning the oxide, with clustering begin-
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ning at the Ag or Pt electrodes depending on a-SiO2 microstructure [11, 10]. In this

regard, the Ag2 dimer and Ag3 trimer were modelled to study the very initial phase

of Ag clustering.

Figure 5.16: Schematic of the Ag2 dimer in α-quartz. b) showing the dimer location is
symmetric about the 2-fold symmetry axis.

DFT Calculations for Ag2 predict a 2.2 eV binding energy between two Ag0

atoms. This was calculated by comparing systems with the Ag atoms starting 2.5

Å and 5 Å apart. When the Ag atoms begin 5 Å apart, they spontaneously form a

dimer configuration with a 2.5 Å Ag-Ag bond length (Fig. 5.16). Mulliken charge

analysis shows a slight charge transfer between the Ag atoms spaced 5 Å apart

(Ag1 = -0.12 |e| and Ag1 = 0.26 |e|). As the atoms form the dimer, a O-Si-O bond

angle increases to 165.5 °. In the dimer configuration, both Ag atoms donate charge

to the Si in the wide angle O-Si-O to form a symmetric defect about the 2-fold

symmetry axis. Mulliken analysis shows both Ag atoms are equivalent (0.17 |e|)

with Si reduced by 0.22 |e|.

The formation energy diagram for Ag2 shows two non-interacting Ag+1 ions

are 0.48 eV lower in energy than a Ag+2
2 dimer (Fig. 5.17). As a result, two Ag+1

ions are favoured below a Fermi energy 4.85 eV relative to the α-quartz VBM.

Above this, the Ag0
2 dimer is favoured. This is an important result as it shows

that the clustering methods will be different at the Ag and Pt electrodes. At the

Ag electrode, Ag0
2 is favoured, suggesting that clustering at the Ag-SiO2 interface

will occur providing an Ag+1 ion is reduced. Calculations show that having two Ag

species 5 Å apart in the cell gives a Ag0 and a Ag+1 ion. Furthermore, there is a 0.67

eV binding energy to form a Ag+1
2 dimer. Ag+1

2 is then favoured to trap an electron
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Figure 5.17: The defect formation energy diagram of Ag2 and 2 Ag systems in α-quartz as
a function of Fermi energy, where the Fermi energy is 0 at the α-quartz VBM.

from the Ag electrode to give Ag0
2. This could occur if a Ag atom incorporates into

SiO2 in close proximity Ag+1. A further possibility is that Ag0
2 dimers break from

the Ag electrode into SiO2, remaining stable. Conversely, at the SiO2-Pt interface

(4.11 eV above the valence band) the lowest energy configuration is of two Ag+1

ions 4.5 Å apart.

5.4.2.7 Ag3 Formation

The lowest energy configuration for Ag0
3 (Fig. 5.19a) is with the three Ag atoms

forming an isosceles triangle, where the binding energy of Ag0 to Ag0
2 is 1.2 eV. In

this case, two 158° wide angle O-Si-O bonds form with charge transfer from two

of the Ag atoms to two Si atoms. Mulliken charge analysis shows the charge to be

0.16 |e| for the Ag atoms in the Ag-Si centres, with the remaining Ag atom having

a charge of 0.09 |e|. Calculations show that the triangular geometry is 0.8 eV lower

in energy than a linear configuration. The formation energy diagram for Ag3 shows

that three unbound Ag+1 ions far apart (Fig. 5.19c) are favoured below a Fermi

energy of 4.30 eV. Ag+1
3 (Fig. 5.19b) is favoured at a Fermi energy between 4.30
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eV and 5.66 eV and Ag0
3 above 5.66 eV.

Figure 5.18: Schematic of the a) Ag0
3, b) Ag+1

3 and c) 3 non-interacting Ag+1 systems in
α-quartz.

This suggests that Ag+1
3 will be favoured at the Ag electrode, where there is

a binding energy of 0.53 eV between Ag+1 and Ag0
2 to give Ag+1

3 . Therefore, a

clustering mechanism where an Ag+1 ion binds to Ag0
2 is feasible near the Ag-SiO2

interface and is consistent with the mechanism described in low Ag mobility, low

reduction rate regime RRAM devices [110]. However, it should be noted that this

mechanism does not explain how clustering will occur at the Pt electrode, hence a

Ag interaction with an as yet unknown entity is required.

5.4.2.8 Oxygen Vacancy

A strong candidate to mediate the reduction of Ag+1 ions is the oxygen vacancy,

VO, which is known to occur with high concentrations in SiO2. Before Ag-VO de-

fects were studied, however, the VO in the -2≤ q≤ +2 charge states were calculated

to determine which charge state is favourable at the Ag and Pt Fermi energies.

The DFE of the neutral VO was found to be 5.4 eV, with the HOMO state

localised on two Si atoms. Two geometries were found for the +1-charge state, in

the first the HOMO electron is localised between two Si atoms as with the neutral

vacancy. In this case, the Si-Si bond length increases from 2.43 Å for the neutral

VO to 3.07 Å. In the second geometry, a Si atom is back projected through the plane

of its bonded oxygens where it interacts with a neighbouring oxygen (the so-called

puckered configuration). Mulliken charge analysis shows that the charge in the back

projected case is localised on the back projected Si. The DFE for the back projected

state is 0.22 eV higher in energy than the normal VO
+1.
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Figure 5.19: The defect formation energy diagram of Ag3 and 3 non-interacting Ag+1 sys-
tems in α-quartz as a function of Fermi energy, where the Fermi energy is 0
at the α-quartz VBM.
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The VO
−1 adds an electron in the Si-Si anti-bonding orbital. These results are

consistent with previous studies, within which more detailed analysis of the defects

can be found [111]. For the purpose of this project, the primary observation is that

the neutral vacancy is favoured at both the Ag and Pt Fermi energies; representa-

tive of regions in proximity with the Ag-SiO2 and Pt-SiO2 interfaces (Fig. 5.20).

Therefore the interaction of Ag with VO
0 is studied further.

5.4.2.9 Ag - Oxygen Vacancy interaction

The interaction of Ag with the neutral oxygen vacancy was studied in the -1 ≤ q ≤

+2 charge states by adding a Ag atom centrally between the two Si atoms involved

in the VO and the optimising the geometry. Results show that a [AgVO] complex is

formed in each charge state. Mulliken charge analysis on the Ag atoms show 0.25

|e|, 0.42 |e| and 0.52 |e| charge is donated from the two Si atoms in the vacancy

to Ag in the 0, +1, and +2-charge states, respectively. In the -1-charge state, the

additional electron localises on Ag. The formation energy diagram (Fig. 5.21) for

the [Ag-VO] defect shows that the +1 charge state is favoured at Fermi energies

below 5.07 eV, and the neutral charge state at Fermi energies between 5.07 and

5.88 eV. Above 5.88 eV the -1-charge state is favoured. Although the complex is

not favoured to trap an electron at the Fermi energy of the electrodes, this is an

interesting result as for the first time, the neutral charge state is possible in a system

with a Ag+1 ion.

Calculations with Ag placed 6 Å away from VO were then carried in the 0, +1,

and +2-charge states to determine the binding energies of Ag to the vacancy. In each

case, it was found that Ag behaved as an interstitial when 6 Å from the vacancy with

no interaction observed. As seen on Fig. 5.21), the [AgVO] complex was found to

be lowest energy configuration giving binding energies of 2.14, 1.00, and 1.44 eV

for Ag0, Ag+1 and Ag+2 to bind to VO
0, respectively. From this, it can be seen that

Ag+1 ions diffusing into α-quartz, and perhaps a-SiO2, can be trapped by oxygen

vacancies.

To model the clustering process at the vacancy, a second Ag atom was added to

the system, with the results showing that the [Ag2VO] complex is favoured to form.
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Figure 5.21: The defect formation energy diagram of [AgVO] complex in α-quartz as a
function of Fermi energy, where the Fermi energy is 0 at the α-quartz VBM.
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In the 0, +1, and +2-charge states, when Ag is is 6 Å from [AgVO], Ag remains as

a positive Ag+1 ion, where the electrons are lost from the [AgVO] complex. From

Fig. 5.22, it can be seen that the [Ag2VO]+2 is favoured at Fermi energies below

3.42 eV, [Ag2VO]+1 at Fermi energies between 3.42 and 4.90 eV and [Ag2VO]0

above 4.90 eV. A binding energy of 1.44 eV for Ag+1 to bind to [AgVO]+1 to form

[Ag2VO]+2 was found, suggesting the VO will act as a cluster nucleation site in

α-quartz. However, it is observed once more that the clustering process at the Ag

and Pt electrodes will occur differently, with the [Ag2VO]+2 complex favouring

to trap an electron to become [Ag2VO]+1 at the Ag Fermi energy but will remain

[Ag2VO]+2 at the Pt Fermi energy.

Fig. 5.23 shows the defect states within the band gap for the [Ag2VO] in the 0,

+1 and +2-charge states. The +1 and +2-charge states are favoured at the Ag and Pt

electrodes respectively, empty states are found in proximity to the Fermi energy of

the electrodes.
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Figure 5.23: Graph showing the filled (black) and empty states (red) of the [Ag2VO] com-
plex in the q = 0, +1 and +2 charge states α-quartz. In this case, the states are
projected over the α-quartz band gap where 0 represents the α-quartz VBM.
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5.5 Summary of Main Results

5.5.1 Experimental Verification

The models for α-quartz and its interaction with Ag developed in this chapter have

been shown to accurately reproduce experimental measurements. Each functional

tested (PBE, PBE0 TC LRC, BLYP and B3LYP) gave accurate structure parame-

ters for α-quartz, though only hybrid functionals accurately reproduced the band

gap. The hybrid PBE0 TC LRC functional was found to give the closest represen-

tation of α-quartz, and was chosen for calculations. Using the PBE0 TC LRC func-

tional, the α-quartz vibrational modes were calculated giving bands well matched

to measured IR and Raman modes. This shows the bonding characteristics of α-

quartz are well reproduced, and in turn, suggests the model will be suited to studying

amorphous systems.

The interaction of Ag in SiO2 was studied with models of the Ag intersti-

tial in α-quartz. The models were verified experimentally through calculations of

the Ag0 hyperfine tensor and EPR signal as well as the Ag+1 PLE and PL spec-

tra. Once again a good agreement to experiment was found, both in terms of the

individual spectra, and in terms of the observations made about the nature of the

defects. Results show that the Ag0 interstitial is unstable at any Fermi energy along

the α-quartz band gap, with a +1 to -1 transition occurring at 6.15 eV above the

VBM. When formed, Ag0 sits off-centre at the intersection of the 2-fold symmetry

and 3-fold screw axis, as suggested in the literature. The unpaired electron fills the

Ag s-orbital whilst donating charge to an adjacent Si atom in a wide angle O-Si-O

bond. It is this interaction that causes Ag0 to sit off-centre in the 2-fold symmetry

axis, closer to the bonded Si. The calculated Ag0 EPR signal was found to have a

primary Ag doublet at 34.6 mT with a 9.9 mT about each Ag peak due to Si and

is consistent to the measured spectrum. Calculations for Ag+1 shows the ion sits

in the 3-fold screw axis, maximising interaction with lattice O. Modelling of the

PLE showed a strong correlation to the measured spectrum with excitation peaks

beginning at 5.39 eV (5.3 eV experimentally). Calculations of the Ag+1 PL shows

a triplet to singlet transition at 4.59 eV (4.75 eV experimentally) confirming that
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the PL is due to an inner-ion electronic transition from the triplet state to the singlet

state. A secondary PL peak was found at 3.8 eV (3.4 eV experimentally) caused by

the interaction of Ag+1 with an Al center in α-quartz, as suggested in the literature.

5.5.2 Ag-SiO2-Pt RRAM

The results in this chapter allow several observations to be made about how Ag will

behave in α-quartz. Most interestingly, the Ag+1 ion is favoured at the Ag and Pt

Fermi energies whilst Ag0 is not favoured anywhere along the band gap. This has

significant implications for RRAM operation as Ag must therefore incorporate into

the SiO2 layer as a positive ion, or as an atom which quickly loses an s-electron

by way of electron tunnelling back to the Ag electrode. Whilst this may differ in

a-SiO2, this suggests that Ag will remain as a positive ion in proximity to either

electrode. As a result, the mechanism for reduction, and the subsequent formation

of Ag clusters requires Ag to interact with intrinsic defects in α-quartz.

Calculations for the Ag interstitial in the +1-charge states show that the pro-

cess of removing an electron from the system empties the Ag s-shell. Ag+1 ions

maximise interaction with neighbouring O atoms where electron charge is donated

from O to Ag. From this, it can be expected that Ag+1 ions will reside in proximity

to O in large voids in a-SiO2. Furthermore, Ag+1 was found to be very mobile in

α-quartz with a 0.06 eV adiabatic diffusion barrier along the c-axis channel com-

pared to a 0.27 eV barrier for Ag0. Moreover, diffusion barriers of 0.92 and 0.96 eV

were observed for diffusion Ag+1 and Ag0 along the ab-axis channel respectively.

The higher barrier of Ag0 is attributed to the larger steric size of the atom compared

to the ion, requiring more distortion in the lattice to accommodate transport.

These results have large implications during the electroforming phase, where

a positive bias is applied at the Ag electrode. The bias induces an electric field

across the SiO2 layer, serving to reduce the barrier for Ag+1 to diffuse deeper into

the SiO2 layer toward the Pt electrode. As such, it is clear that Ag+1 will be very

mobile, with an almost barrier-less transport, provided a suitable diffusion path. It is

therefore consistent with experimental observations showing Ag+1 migrate across

the SiO2 layer in nanosecond timescales. However, it should be noted that high
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density regions remain inaccessible, instead requiring large regions of low density,

grain boundaries or column boundaries for diffusion.

Once Ag+1 is sufficiently incorporated into the SiO2 layer, results suggest the

Ag clustering mechanism is very different at the Ag and Pt electrodes. Calcula-

tions for Ag+2
2 show the double positive dimer is 0.48 eV higher in energy that two

non-interacting Ag+1 ions, confirming Ag+1 ions must be reduced or interact with

intrinsic defects in α-quartz before clustering can occur. The stability of the sub-

sequent clusters is then dependant on the Fermi energy position of the electrodes,

as highlighted by the defect formation energies of Ag2 and Ag3. At the Pt Fermi

energy, two non-interacting Ag+1 ions are favoured over Ag+2
2 , showing cluster-

ing will not occur without the presence of an intrinsic defect. Conversely, the Ag0
2

dimer is favoured at the Ag Fermi energy, suggesting that clustering will occur in

the presence of Ag0.

A binding energy of 0.67 eV was found for Ag+1 to bind to Ag0 to form Ag+1
2

showing this process is thermodynamically favourable. Ag+1
2 is in turn favoured

to trap an electron from the Ag electrode to become Ag0
2. The stability of Ag0

2

also allows the possibility that a neutral dimer can incorporate into a-SiO2 at the

Ag electrode, though this is unlikely in α-quartz due to a 8.15 eV incorporation

energy. Calculations for Ag3 show that another Ag+1 ion can bind to Ag0
2 to form

Ag+1
3 with a binding energy of 0.53 eV, with the Ag+1

3 cluster the lowest energy

configuration at the Ag Fermi energy. From this, a strong thermodynamic driver

for Ag clustering at the Ag electrode is observed provided a neutral Ag0 or Ag0
2

is present for the initial cluster nucleation. At the Pt Fermi energy, however, three

Ag+1 ions are favoured showing clustering will not occur under any circumstances

without interaction with other defects.

To determine how Ag clusters at the Pt electrode, the O vacancy was studied

with results showing it is a strong candidate to mediate cluster nucleation. In this

process the neutral VO, which was found to be favoured at the Fermi energies of Ag

and Pt, traps a Ag+1 ion to form [AgVO]+1 with a binding energy of 1.00 eV. The

resulting [AgVO]+1 complex will remain positive at either electrode, and trap an-



5.6. Conclusion 128

other Ag+1 ion with a binding energy of 1.44 eV. The resulting [Ag2VO]+2 complex

is favoured to remain double positive at the Pt electrode, but to trap one electron at

Ag to become [Ag2VO]+1.

As discussed in section 4.3, the electroforming phase in Ag-SiO2-Pt RRAM

devices can be considered to be controlled by two parameters, namely the Ag+1 ion

mobility (µ), and the Ag+1 ion reduction rate (Γ). In the low µ regime, Ag cluster-

ing is observed at the Ag electrode and in the high µ regime clustering occurs at the

Pt electrode. The nature of the filament is controlled by Γ, where a low Γ results

in a narrow dendrite type filament or through a small number of clusters compared

to the high Γ regime where a large conical filament or a filament consisting of a

high concentration of Ag clusters grows. In the initial phase, Ag+1 ions incorporate

into a-SiO2 under bias. The ions diffuse toward the Pt electrode where µ is the

controlling factor.

The results show that this is controlled by the SiO2 microstructure, where high

mobility is only possible through regions of low density. This is suggested to in-

clude not only regions of low density in the bulk lattice, but also grain and column

boundaries. The nature of the filament is then controlled by Γ, which has been

shown to rely on the Fermi energy position of the electrodes and the concentration

of oxygen vacancies. A higher concentration of oxygen vacancies is proposed to in-

crease Γ, with the probability of the vacancy to reduce Ag controlled by the Fermi

energy position. This is seen in experiments of sputtered oxide layers, which are

known to contain column boundaries and show clustering at the Pt electrode. In

these devices, the filament is wider at the Ag electrode, suggesting the Fermi en-

ergy position of Ag increases Γ at the Ag electrode. Conversely, thermal oxides are

known to be less defective, with measurements showing Ag begins clustering at the

Ag electrode.

5.6 Conclusion
The electroforming process in Ag-SiO2-Pt RRAM devices has been studied using

α-quartz as a control. The DFT models of α-quartz and Ag in α-quartz were shown

to be in good agreement with experimental data. This includes accurate reproduc-
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tions of the α-quartz IR and Raman modes, the Ag0 hyperfine tensor and EPR signal

and the Ag+1 PLE spectrum and PL energies. Subsequently it was shown that the

Ag+1 ion is favoured at the Ag and Pt Fermi energies and is very mobile in α-

quartz, giving a 0.06 eV adiabatic diffusion barrier along the c-axis channel. It was

then shown that the O vacancy mediates Ag+1 reduction allowing Ag clustering to

occur. In this case the neutral VO, which is favoured at the Fermi energies of Ag

and Pt, was found to trap a Ag+1 ion to form a [AgVO]+1 complex with a binding

energy of 1.00 eV. The resulting [AgVO]+1 complex will remain positive at either

electrode, and trap another Ag+1 ion with a binding energy of 1.44 eV. The result-

ing [Ag2VO]+2 complex is favoured to remain double positive at the Pt electrode,

but to trap one electron at the Ag electrode to become [Ag2VO]+1. In this way it

is suggested that additional Ag+1 ions and electrons can trap to the vacancy cluster

complex. The charge state of the complex is then determined by the Fermi energy

position of the electrode the complex is in proximity to.



Chapter 6

Ag Redox Reactions
and Migration in
a-SiO2

6.1 Introduction
In the previous chapter, a methodology for studying Ag-SiO2-Pt RRAM devices us-

ing α-quartz models was developed to provide insight into the individual processes

involved in ECM filament formation. The models for the Ag/α-quartz system were

shown to reproduce the Ag/SiO2 interaction accurately, justifying the use of the

same DFT system to model the interactions in an amorphous context. Expanding

the study in this way to a-SiO2 systems is vital to allow a complete and statistical

understanding of the mechanisms that occur in Ag-SiO2-Pt devices. From this, the

variations of defects and defect interactions allowed by the CRN can be consid-

ered and their effects understood. Additionally, the impact of local structure can be

modelled directly, where up until this stage only large voids are assumed to play

a significant role in Ag incorporation, transport and clustering. Furthermore, with

previous research showing the VO can adopt a number of geometric configurations,

their potential to mediate Ag+1 reduction is unclear [111].

In this chapter, the individual processes involved in ECM filament formation

are systematically studied beginning with the incorporation of Ag in a-SiO2. This

is achieved through the development of a Ag/SiO2 interface between a metallic
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bulk Ag cluster and an α-cristobalite (202) surface, as well as studying the various

interstitial positions of Ag in the a-SiO2 bulk. Additionally, the incorporation of Ag

is studied in crystalline α-cristobalite grain boundary (GB) and column boundary

(CB) models with a view of determining the effect of microstructure on device

performance. This is followed by CI-NEB calculations of Ag0 and Ag+1 diffusion

in bulk a-SiO2 and the α-cristobalite GB and CB to model the migration of Ag

observed in-situ TEM images [11, 10, 12]. Guided by the results in chapter 4, the

reduction of Ag+1 ions in proximity to the electrodes is then studied through the

interaction of Ag with VO.

6.2 Theoretical Methodology
The optimal DFT parameters determined in section 5.4.1 are used for all calcula-

tions in this chapter, unless otherwise stated. This includes the use of the Gaussian

Plane Wave method (GPW) in the CP2K code[17], with the plane wave cut-off and

relative cut-off set to 600 Ry and 40 Ry, respectively, and a convergence criterion

of 1x10−6 eV per formula unit. The double zeta valence polarised (DZVP) molec-

ularly optimised (MOLOPT) basis sets and Goedecker-Teter-Hutter (GTH) pseu-

dopotentials [25] are also used with the PBE0 TC LRC functional with exchange

term truncated at 2 Å. The auxiliary density matrix method (ADMM) is used to

reduce computational cost of calculating the non-local exchange integrals. [41]

6.2.1 Ag/a-SiO2 interface

The Ag/SiO2 interface was created using a crystalline α-cristobalite (202) surface

model with the PBE functional and the addition of the D3-dispersion correction.

The D3-dispersion was added to account for the interactions at the surface of the

GB and CB as described in section 2.2.2.2. To develop the interface, a hydroxylated

α-cristobalite (202) surface was constructed for use in this work by Cottom et al.

[26, 112]. The surface was selected to match the Si-OH concentration of a-SiO2

systems at standard conditions [113], as determined in the literature [114]. The

models have also been verified through bulk a-SiO2 surface calculations and IR

experiments [115, 116].
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The interface was built using a cluster-based approach with the intention of

minimising the number of atoms in the cell whilst retaining the metallic bulk na-

ture of Ag in the DOS at the Fermi level. To achieve this, a connection scheme

approach was used to introduce 6-atom Ag clusters onto the α-cristobalite surface

one at a time [26]. This began by introducing an initial 6-atom Ag cluster onto the

α-cristobalite surface translating its position to minimise the Ag-O bond lengths.

The cluster was then rotated to minimise the Ag-Si distances as this interaction has

previously been shown to be favoured at Ag-SiO2 interfaces [117]. The system was

then geometry optimised using DFT to reach a local minimum, before a second 6

Ag atom cluster was added, translated, rotated and optimised. This process was

repeated to imitate the sputtering process that is typically used to deposit the Ag

layer in devices. The process was continued until a 108 atom Ag cluster was grown,

which gives a good approximation of the bulk Ag DOS at the Fermi level as shown

on Fig.6.1. In this case, the system shows metallic nature at the Fermi level due to

the Ag states. It should be noted that to achieve metallic Ag DOS, the Ag cluster is

periodic in one direction. It was possible to increase this to periodic in 2 directions

(slab model) but this was not done to reduce the computational expense.
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Figure 6.1: Element projected density of states for the Ag/α-cristobalite interface.
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6.2.2 Grain and Column Boundaries

Figure 6.2: a) shows the α-cristobalite (202) grain boundary. b) shows the α-cristobalite
(202) column boundary generated with a 20 Å vacuum between each α-
cristobalite (202) surface.

The SiO2 GB and CB models (Fig. 6.2) were constructed using a crystalline α-

cristobalite (202) surface model with the PBE functional and the addition of the D3-

dispersion correction. The D3-dispersion was added to account for the interactions

at the surface of the GB and CB as described in section 2.2.2.2. To produce the

boundary, a hydroxylated α-cristobalite (202) slab was constructed to match the

surface SiOH concentration of a-SiO2 systems at standard conditions [113]. In this

case, the boundary is formed between the two surfaces of the α-cristobalite (202)

surface slab. Subsequently, a CP2K cell optimisation was used to find the optimal

separation between each surface of the α-cristobalite slab. From this, it was found

that a 1.8 Å separation gives the lowest energy distance between the hydroxylated

surfaces and is therefore used for the GB model. The vacuum gap between the two

surfaces was then increased in increments of 5 Å to model the CB (Fig. 6.3). From

this, it can be seen that the surfaces do not interact past a 10 Å separation. As such,

a 20 Å separation is used for the CB models.

6.2.3 Ag in a-SiO2

The a-SiO2 models used in this work were created by El Sayed et al. using the

molecular dynamics melt and quench method implemented in LAMMPS [118].

From this, 30 216-atom a-SiO2 structures were re-optimised using the DFT pa-

rameters discussed in section 5.4.1, beginning with a cell-optimisation followed by

a geometry optimisation with the PBE0 TC LRC functional truncated at 2 Å. The
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Figure 6.3: Graph showing the total energy difference of an α-cristobalite (202) surface
slab as the vacuum between the surfaces is increased. 0 nm marks the GB
separation of 3 Å

Ag interstitial was then sampled using the a-SiO2 cell with the density closest to the

mean density of the 30 cells re-optimised. To do this, a grid based sampling method

was developed, further discussed below in section 6.2.3.1.

The diffusion characteristics of Ag in a-SiO2 were modelled using CI-NEB

calculations described in section 2.3.2, each with spring constant of 4.86 eVÅ2 and

5 replica images, unless otherwise stated.

The ab initio MD simulations were carried out with the PBE functional to

reduce computation expense. Calculations using the PBE functional were found to

give similar defect formation energies as the hybrid calculations, whilst the band-

gap is large enough to prevent the delocalisation of the defect states. A fixed volume

NVT ensemble [56] is used along with a Nose-Hoover thermostat (see section 2.4.3)

[58]. The volume was kept constant to best model experimental conditions, where

the expansion of the a-SiO2 layer in the devices of interest is constrained by the

metal electrodes. Simulations are also run with a 1 fs time step. This is to ensure that

the time step is large enough to reduce computational expense whilst small enough
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to keep the energy, pressure and temperature values stable. In a similar fashion, the

Nose-Hoover thermostat was selected to update every 10 time steps to ensure stable

temperature, with higher values causing large fluctuations in temperature.

6.2.3.1 Grid based interstitial sampling

To achieve complete spacial sampling, a 3-dimensional grid with 2 Å spacing was

mapped across the a-SiO2 super-cell giving 512 grid points as initial interstitial sites.

Subsequently, grid points were excluded if there was Si or O atom within 1.34 Å

corresponding to the atomic radius of Ag [119]. The remaining 259 points were

used as initial Ag interstitial site locations. Ag was then added at each of the 259

points individually, and the geometry was optimised using the PBE functional for

each charge state. Following the geometry optimisations, many of the Ag starting

locations relaxed to the same final interstitial sites. The geometries of all different

Ag interstitial sites were further optimised using the PBE0 TC LRC functional to

allow a better approximation of the a-SiO2 band gap. A particular site is considered

to be different with respect to other Ag positions if any atom in the cell is displaced

by more than 0.2 Å as a result of lattice relaxation, the system total energy differs

by more than 0.1 eV, or the Mulliken charge on Ag differs by greater than 0.05 |e|.

6.3 Results

6.3.1 Ag incorporation

Ag has been shown to incorporate into a-SiO2 in each of the studies concerning

Ag-SiO2 RRAM devices. To model this process, and to determine the respective

incorporation energies and migration barriers, the Ag/SiO2 interface was developed

using a crystalline α-cristobalite (202) surface model as described in section 6.2.1.

Fig. 6.4 shows the final structure of the Ag/SiO2 interface formed between the

Ag cluster and the α-cristobalite surface. To minimise the computational cost of

having more Ag atoms, the Ag cluster is periodic along one axis to allow a metallic

DOS at the Fermi level (Fig. 6.4c). A vacuum of 20 Å was used, determined

by increasing the vacuum in 5 Å increments until convergence of the total energy

of the system was achieved. Using this model, the diffusion barrier for Ag into
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Figure 6.4: Structure of the Ag/SiO2 interface formed between a Ag cluster and the hy-
droxylated (202) α-cristobalite surface. a)-c) show the view from the x, y and
z axis, respectively From c), it can be seen that the cluster is periodic in y
direction.

SiO2 was calculated using a CI-NEB calculation with 7 bands (Fig. 6.5). From

this, an incorporation barrier of 3.41 eV and a Ag incorporation energy of 2.87 eV

were found (Fig. 6.6). Mulliken charge analysis shows that Ag, when part of the

Ag cluster, is in a neutral charge state ( Mull = 0.09 |e|). As the Ag interstitial

breaks from the Ag cluster, charge is donated from the Ag interstitial back to the

Ag cluster ( Mull = 0.33 |e|). Subsequently, as Ag passes through the α-cristobalite

surface it acquires Ag+1 character ( Mulliken charge = 0.54 |e|). Once through the

interface, Ag behaves as a Ag+1 ion in bulk α-cristobalite, relaxing to the Ag+1

bulk interstitial site with the bulk Mulliken charge (Mull = 0.60 |e|). From this we

see a forward barrier of 3.41 eV for Ag to incorporate in α-cristobalite and a 0.55

eV reverse barrier. This suggests it is more likely for Ag+1 to leave SiO2 than stay

incorporated.

Then, another CI-NEB calculation was carried out to model a second Ag in-

corporating into α-cristobalite to form a Ag2 dimer (Fig. 6.6). In this case, the

second Ag is incorporated through the same surface region and into the same cavity

of the α-cristobalite surface as the first Ag. From this a forward barrier of 2.70 eV

was found with a reverse barrier of 0.72 eV. The incorporation energy of the second

Ag is 1.98 eV, where the reduced incorporation energy is due to the metallic Ag-Ag
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bond formed for the Ag2 dimer.

Figure 6.5: Image of the Ag/SiO2 showing the incorporation of a Ag species into α-
cristobalite, following the path of the black arrow.

These results suggest that the large barrier found for Ag to incorporate into α-

cristobalite is dominated by the strong metallic bonding of Ag to the larger cluster

and the steric crowding of Ag in α-cristobalite. This is shown through the low

reverse barriers of 0.55 eV and 0.72 eV for the first and second Ag incorporation.

Calculations for incorporation of second Ag show that the barrier is reduced when

Ag is able to form an Ag2 dimer, hence some energy can be gained through the

clustering of Ag in the SiO2 bulk (Fig. 6.6). Therefore, it can be inferred that

Ag may only incorporate into voids in a-SiO2 though large rings or in GB or CB

systems where less strain is induced into the lattice.

By considering this model in reverse, it is analogous to the clustering of Ag on

an α-cristobalite surface or within a column boundary. In this way, a barrier of 0.55

eV is seen for Ag+1 ion to pass from the α-cristobalite bulk through the surface.

Subsequently, there is a binding energy of the Ag+1 ion to the Ag cluster of 2.87

eV. This clearly suggests that the clustering of Ag is favoured on SiO2 surfaces and

large column boundaries. It should be noted that Ag+1 may also be able to pass

through regions of low density in a-SiO2 to reach the surface or CB reducing the

0.55 eV barrier further.
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Figure 6.6: Graph showing the results of a CI-NEB simulation for the incorporation of the
first Ag (red) and second (blue) Ag into α-cristobalite.

6.3.2 a-SiO2 models

The methods to produce the a-SiO2 models used in this chapter are described in

section 6.2.3 and their structural characteristics can be found in the literature [118].

The resulting 30 structures show an improved mean density to those produced by El

Sayed, increasing from 2.15 to 2.19 g/cm3. Furthermore, the bond lengths, angles

and structure factor of each cell are in good agreement to previous studies [118].

The ring statistics (Fig. 6.7) are also in agreement to previous literature [120, 121].

For the remainder of this chapter, unless otherwise stated, the cell with the density

closest to the mean density of the 30 a-SiO2 structures produced was used to model

the Ag/a-SiO2 interaction and subsequently Ag-SiO2-Pt RRAM devices.

6.3.2.1 Oxygen Vacancy

As was shown previously, the O vacancy may play a significant role in the reduction

of Ag+1 ions. Therefore studying the interaction of Ag with VO forms a significant

area for study in this chapter. An in depth study of VO defects in SiO2 can be
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Figure 6.7: Bar graph showing the ring statistics of the 30 a-SiO2 cells produced.

found in the literature, but is beyond the scope of this investigation [111]. For this

work, VO was sampled using a complete sampling method where a vacancy was

generated for every O in the 216-atom cell. Calculations for the 144 O vacancy sites

give the mean, minimum and maximum VO formation energies of 5.3, 4.2 and 6.3

eV, respectively. This is consistent with the literature where the average formation

energy for the neutral oxygen vacancies is given as 5.0 eV with a std of 0.7 eV [122].

From Fig. 6.8, the neutral vacancy is seen to be favoured at the Fermi energies of

Ag and Pt, and as such, the interaction of Ag with the neutral VO
0 is studied further.

It was also found that single electron trapping becomes favourable at EF > 6 eV.

In this case, the Si-Si bond length of the neutral vacancy was determined to be

negatively correlated to the (0/-1) transition, suggesting that vacancies with long

Si-Si bond lengths energetically favour the trapping of electrons.
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Figure 6.8: a) The formation energy diagram of one O vacancy as a function of Fermi en-
ergy, (∆EF ), where ∆EF = 0 at the a-SiO2 VBM. The cross over points between
the lines at 1.4 and 7.7 eV correspond to the Fermi energy at which the lowest
energy charge state transitions from (+1/0) and (0/-1), respectively; b) the dis-
tribution of (+1/0) charge transition level positions for all 144 O vacancies; c)
the distribution of (0/-1) charge transition level positions for all 144 O vacan-
cies. The transitions seen in a) are shown as darkened bars in b) and c).

6.3.3 Ag0 in a-SiO2

To better understand the Ag interstitial in a-SiO2, a sampling method that considers

Ag in a range of positions is required. To achieve this, a grid based method (de-

scribed in section 6.2.3.1) was used to allow the complete spatial sampling of the

a-SiO2 cell. From the 259 initial interstitial geometries, 34 unique sites were found

for Ag0 with two types of interstitial defects formed (Fig. 6.9). The first of these (18

of 34 unique sites) involves Ag0 located in a large void where it has minimal inter-

action with the lattice. The nearest neighbour distance between Ag0 and the nearest

atom in the lattice ranges between 2.9 - 3.3 Å. Furthermore, the mean Mulliken

charge ( 0.02 |e|) of this void defect confirms a negligible interaction between Ag0

and the lattice. From Fig. 6.9a, the highest occupied molecular orbital (HOMO) is



6.3. Results 141

shown to be Ag with s-character.

Figure 6.9: Schematic of the two configurations of the Ag0 defect. The silver, blue and
red spheres correspond to Ag, Si and O atoms respectively. The positive and
negative charge density are shown as blue and yellow iso-surfaces respectively
at a value of ± 0.07. a) shows the void type configuration whilst b) shows the
wide angle O-Si-O configuration where as Ag0 comes into proximity of the O-
Si-O angle bond, the O-Si-O angle increases, with charge donation from Ag to
Si.

In the second Ag0 configuration (16 of 34 unique sites), the geometry of Ag0

is similar to the Ag0 interstitial in α-quartz. Ag0 interacts with a wide O-Si-O bond

angle, maintaining a nearest neighbour distance of 2.1 - 2.7 Å. The interaction with

Ag0 causes the O-Si-O bond angle to increase by 15 - 43° to 124 - 166 ° as seen in

Fig. 6.9b. In a similar fashion to α-quartz, charge is donated from Ag0 to the Si in

the wide O-Si-O angle, with Mulliken charge analysis giving a mean Ag0 charge of

0.25 |e| and a mean charge of 0.19 |e| donated to Si.

The minimum, and maximum incorporation energies of Ag0 are 2.8 eV, and 6.1

eV respectively. In this case, the incorporation energies were calculated with a Ag

chemical potential taken from Ag2O (see section 2.3.1). Analysis of the unique sites

shows a strong correlation between the incorporation energy and the local steric

environment for both types of defect, though this effect is more dominant for the

void type configuration (Fig. 6.10). In this case, the incorporation energy for both

types of defect increases with the coordination number defined as the number of

atoms within 3 Å of Ag0. From this, Ag0 is expected to preferentially reside in

the less dense areas and voids of a-SiO2. Furthermore, Ag0 atoms interacting with

a widened O-Si-O bond angles have lower incorporation energies than void type
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defects with the same coordination number. From this, it can be inferred that the

energetic cost of creating the wide angle O-Si-O is compensated by its interaction

with Ag0.

Figure 6.10: Graphs showing the relationship of the incorporation energy (a), and the Mul-
liken charge (b) to the number of atoms within 3 Å of Ag0

6.3.4 Ag+1 in a-SiO2

The calculations made for Ag+1 reveal 50 unique interstitial sites are possible in the

same a-SiO2 structure. Analysis of each site shows a preference for Ag+1 to be in

voids, where every ion relaxes to minimise the distance to nearby O atoms in the

void upon optimisation. In each case, Ag+1 forms a weak interaction with at least

one proximate lattice O, maintaining a nearest neighbour distance of 2.2 - 2.6 Å

(Fig. 6.11). The mean Mulliken charge of Ag+1 is 0.78 |e|, where a strong negative

correlation is found between the Mulliken charge and the coordination number. This

is caused by additional charge donated from neighbouring lattice O to Ag+1 in the

more dense regions. Similar to Ag0, a strong correlation is found between the local

steric crowding and the incorporation energy, suggesting that both Ag species will

propagate though large voids in a-SiO2, with higher barriers required to migrate

into and through dense areas.
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Figure 6.11: Histogram comparing the nearest neighbour distances of Ag0 and Ag+1.

6.3.5 Ag in a-SiO2

The incorporation energy of Ag in a-SiO2 as a function of Fermi level position is

shown in Fig. 6.12. Again, the incorporation energies were calculated with respect

to a Ag chemical potential taken from Ag2O. The Ag+1 ion is found to be the

most stable charge state with an incorporation energy of -2.1 eV for an electron

chemical potential at the a-SiO2 valence band maximum. Furthermore, Ag+1 is the

lowest energy charge state at the Fermi energy of Ag and Pt with the mean (+1/0)

transition at 5.25 eV. The Ag+1 ion is 0.3 eV lower in energy than Ag0 at the Ag

electrode in good agreement with the Ag/α-cristobalite interface model showing

Ag is incorporated as Ag+1.

During the electroforming phase, mass inter-diffusion of Ag is observed upon

application of a positive voltage at the Ag electrode. Under a positive bias, electrons

are removed from the Ag Fermi level causing the Fermi energy position of the Ag

electrode to shift down in energy and towards the a-SiO2 valence band. From Fig.

6.12, the shift to lower Fermi energies results in Ag+1 becoming more energetically

favoured [123]. The incorporation energy of Ag+1 is 1.1 eV lower in energy than

Ag0 at the Pt Fermi energy. During operation the Pt electrode is grounded suggest-

ing that a Ag interstitial in proximity to the Pt electrode will remain in the positive
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charge state. As such, the system behaves in a similar fashion to Ag in α-quartz

where a defect associated mechanism is required for the reduction of Ag+1 before

Ag clusters can form. This hypothesis was tested by placing two Ag+1 ions 2 Å

apart from each other in a a-SiO2 cell. Upon relaxation, the ions separated to a 4.7

Å distance, showing that Ag+2
2 does not form. As the results for Ag in a-SiO2 are in

close agreement to those observed in α-quartz, it can be expected that the VO will

be a strong candidate to mediate Ag+1 reduction and Ag cluster nucleation.
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Figure 6.12: Formation energy diagram of the Ag interstitial with respect to the a-SiO2
VBM. The lines represent the mean incorporation energy of the unique Ag
sites in a-SiO2 for each charge state.

6.3.6 Ag diffusion in a-SiO2 bulk

The adiabatic diffusion barriers of Ag0 and Ag+1 were calculated for Ag diffusion

through 4-member to 8-member rings in a-SiO2, with the results presented in Table

6.1. In this case, the lowest energy interstitial sites within 3 Å either side of each

ring was used as start and end points for the calculations. Similar to α-quartz, Ag+1

is found to be the more mobile species in a-SiO2, with the diffusion barriers of

Ag+1 being lower than Ag0 for a given ring size. In both charge states, the diffusion
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barrier decreases with increasing ring size. The primary factor to determine the

barrier height was found to be the radius of each ring. This is observed in the CI-

NEB calculations, where the transition state (or saddle point) in the migration path

occurred for each calculation as the Ag species passed directly though the ring. The

increase in energy at this point is a result of the energetic cost incurred for the ring

to expand to allow the Ag species to pass though. This effect is amplified when Ag0

and Ag+1 passed through the 4-member ring where a Si-O bond is broken. These

results are consistent with the same calculations made for Ag in α-quartz, showing

Ag favours voids and less dense areas.

The lower barriers for Ag+1 compared to Ag0 can be explained by the small

affinity of Ag+1 to interact with the partially anionic lattice O atoms. The results

in the previous section show that Ag+1 maintains nearest neighbour distances of

2.2 - 2.6 Å compared to Ag0 void defect which maintain distances between 2.9 -

3.3 Å. As such, Ag+1 has a lower effective radius than Ag0 and therefore induces

less distortion in the lattice. During the electroforming phase and under a positive

bias, the barriers for Ag+1 diffusion are reduced in the direction of the electric field.

This shows that the results provide strong evidence that Ag+1 is incorporated into

a-SiO2 and is the most mobile species. However, it is important to note that low

barriers were only found for diffusion though large rings. As a result, and similar to

the observations made for Ag in α-quartz, diffusion is limited by the availability of

a low density diffusion path.

Table 6.1: Table showing the forward and reverse barriers for Ag0 and Ag+1 in a-SiO2
calculated by DFT CI-NEB simulations through n = 5 - 8 atom rings.

Ring Size
Ag0 Forward
Barrier (eV)

Ag0 Reverse
Barrier (eV)

Ag+1 Forward
Barrier (eV)

Ag+1 Reverse
Barrier (eV)

5 2.36 3.11 2.08 2.54
6 1.25 1.67 1.45 1.56
7 1.20 2.13 0.03 0.99
8 0.87 1.39 0.10 0.26
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Figure 6.13: a) shows the α-cristobalite (202) grain boundary. b) shows the α-cristobalite
(202) column boundary generated with a 20 Å vacuum between each α-
cristobalite (202) surface.

6.3.7 Ag in Grain and Column Boundaries

In the previous section and across literature, it is suggested that metal diffusion is

facilitated by GB and CB. In this regard, the incorporation and diffusion of Ag0

and Ag+1 in CB and GB were modelled using a hydroxylated α-cristobalite (202)

surface slab. The methods used to generate the CB and GB models are discussed in

section 6.2.2 and can be seen on Fig. 6.13. To sample Ag incorporation in GB and

CB, a grid based method was employed as described in section 6.2.3.1). A 2 Å grid

was created across each boundary from the surface through to the α-cristobalite

bulk. Subsequently, each grid point was removed if there was an α-cristobalite

atom within 1.33 Å. The remaining grid points were used as starting positions for

Ag interstitials and the geometries were optimised in the q = 0, +1-charge states.

Fig. 6.14 shows the incorporation energy of Ag0 and Ag+1 as a function of

distance from the GB and CB surfaces into the bulk (Ag chemical potential taken

from Ag2O). In the bulk, Ag0 and Ag+1 each fill one type of interstitial site, with

the 0.1 eV variations in energy at each distance being an artefact of the geometry

optimisation and local variations in geometry. As the Ag species reach the surface

of the boundaries the incorporation energy reduces. In the case of Ag0, the bulk

incorporation energy of 3.1 eV reduces to 1.8 eV and 2.0 eV for the GB and CB

respectively. The lower incorporation energy of Ag in the GB is associated with an

increased interaction between Ag0 and both α-cristobalite surfaces. In the case of

Ag0, Ag interstitials maintain the same z heights in the GB and CB respectively.
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Conversely, Ag+1 in the CB is a mean of 1 Å closer to the α-cristobalite surface

than in the GB. The incorporation energies for Ag+1 on Fig. 6.14 are zeroed, where

the difference between each interstitial site found and the lowest energy site is given.

This allows the Ag sites to be directly compared to the low energy sites found at

the GB and CB respectively. From Fig. 6.14 it can be seen that the incorporation

energy of Ag+1 is 0.7 eV and 0.5 eV lower in GB and CB, respectively.
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Figure 6.14: Plot showing the incorporation energy of Ag0 and Ag+1 in the α-cristobalite
grain and column boundaries. Z = 0 represents the surface of the boundaries
and negative Z values represent Ag incorporation towards the α-cristobalite
bulk.

The calculated incorporation energies suggest that there is a strong thermo-

dynamic driver for Ag to reside the GB and CB over the bulk. From this it can

be inferred that Ag may incorporate more easily into the GB and CB respectively.

However, developing a direct DFT model for Ag to incorporate into GB and GB is

beyond the scope of this investigation. Instead, the diffusion characteristics for Ag0

and Ag+1 were modelled in GB and CB using CI-NEB calculations. In each case,

three CI-NEB calculations were made to model Ag diffusion along the boundaries.

The results in Table 6.2 show that the diffusion barriers for both Ag0 and Ag+1 are

very low along GB and CB. Barriers of 0.1 eV for Ag0 in the GB and CB suggest

that Ag0 will be extremely mobile. The barriers for Ag+1 diffusion are 0.2 eV sug-

gest Ag+1 is also very mobile, though surprising less so than Ag0. This is a result

of Ag+1 forming interactions with surface O which need to be overcome.



6.3. Results 148

Table 6.2: Table showing the diffusion barriers of Ag0 and Ag+1 in the α-cristobalite grain
and column boundaries

Charge state Grain Boundary (eV) Column Boundary (eV)
-0.10 -0.15

Ag0 -0.07 -0.05
-0.10 -0.09
-0.22 -0.20

Ag+1 -0.62 -0.20
-0.21 -0.37

6.3.8 VO mediated Ag+1 reduction in a-SiO2

The O vacancy was shown to facilitate the reduction of Ag+1 ions in α-quartz in

chapter 5. To this end, the interaction of Ag+1 with the neutral O vacancy (VO
0),

which is favoured at the Ag and Pt Fermi energies, was studied. The Ag/VO interac-

tion was initially tested using two methods for 10 vacancy sites. In the first instance,

Ag was placed centrally between the two Si atoms involved in the vacancy and the

geometry was relaxed in the q = 0, +1-charge states. In the second method, Ag

was added in various void positions within 3 Å from the vacancy and the geometry

was relaxed in the q = 0, +1-charge states. For each of the 10 vacancy sites, the

lowest energy configurations were found using the first method. For 8 out of 10

sites in each charge state, the same local minima were found by placing Ag in a

void area. As a result, and to save sampling multiple sites in voids near the vacancy,

Ag/VO was calculated for all 144 vacancy sites in the 216-atom cell by inserting Ag

between the two Si atoms in the vacancy and relaxing the geometry in the q = 0,

+1-charge states.

The results show that Ag+1 relaxes into a void near the vacancy for all sites

upon geometry optimisation. Of the 144 sites sampled, a [Ag/VO]+1 complex was

formed in 117 cases (Fig. 6.15), where charge is donated from the two Si atoms in

the vacancy to Ag+1. Mulliken charge analysis of the [Ag/VO]+1 defects show near

total neutralisation of Ag+1, with a mean Ag charge of 0.15 |e| compared to 0.77 |e|

for the 27 sites where a Ag+1 interstitial was formed. Additional charge donation

from neighbouring O in the lattice was observed (Fig. 6.15b), further reducing the

Ag+1 charge in [Ag/VO]+1 complexes to as low as -0.09 |e|. Interestingly, a strong
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Figure 6.15: Schematic showing the HOMO state of the VO and [Ag/VO]+1 defect. The
silver, blue and red spheres correspond to Ag, Si and O atoms, respec-
tively. The positive and negative charge density are shown as blue and yel-
low iso-surfaces, respectively, at a value of ± 0.07. a) Neutral VO, with the
HOMO state residing on the two Si atoms involved in the vacancy. b) and c)
show the [Ag/VO]+1 defect with b) additionally showing the interaction be-
tween [Ag/VO]+1 defect and proximate O atoms. In both configurations of
[Ag/VO]+1 charge density is donated from Si to Ag.

correlation was observed between the Si-Si bond length and the propensity for the

vacancy to trap Ag+1. Of the 74 vacancies with a Si-Si bond length below 2.46 Å,

64% formed a [Ag/VO]+1 complex compared to 100% of the 70 sites with a Si-Si

bond length > 2.46 Å. This can be understood by the charge donation from the

Si double bond to Ag+1, which results in the Si-Si bond length to increase from a

mean of 2.41 Å to 2.83 Å.

For the 117 [Ag/VO]+1 complexes calculated, a binding energy was deter-

mined between Ag+1 and VO using two methods. The first method (M1) involves

placing Ag+1 in the lowest energy interstitial site of the cell where it is not inter-

acting with the vacancy and relaxing the geometry of the whole system. Using this

method, the binding energy is defined as the energy difference between Ag+1 in the

lowest energy interstitial site and that of the [Ag/VO]+1 complex. A positive bind-

ing energy in this case suggests that [Ag/VO]+1 is the lowest energy configuration

available in the cell. As such, the results give the lowest bound of the binding en-
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ergy. From this, 23% of vacancy sites were found to give a positive binding energy

with the distribution of binding energies shown on Fig. 6.16. The second method

(M2) involves placing Ag+1 in a void 5 Å from the vacancy and relaxing the ge-

ometry. To do this, the lowest coordinated position 5 Å away from each vacancy

was selected to allow a thermodynamic approach to determine the binding energy.

This is because a strong correlation is found between the incorporation energy and

the coordination number of Ag+1. Therefore, the site with the lowest coordination

is assumed to give the most thermodynamically accessible site for Ag+1 near the

vacancy. To determine this site, a 0.25 Å mesh was created across the 216-atom

cell and the coordination number of each point in the mesh was calculated. Ag was

then inserted to the mesh point with the lowest coordination number 4.8 - 5.2 Å

from the centre of the two Si atoms in the vacancy and the geometry was relaxed in

the q = +1-charge state. The binding energy was calculated as the energy difference

between the Ag+1 in the relaxed interstitial site 5 Å from the vacancy and that of the

[Ag/VO]+1 complex. Using this method, a positive binding energy suggests that a

Ag+1 ion in proximity to a vacancy will have a direct thermodynamic drive to bind

to the vacancy. A positive binding energy was found for 38% of vacancies using

this method with the distribution of binding energies shown in Fig. 6.16.

Fig. 6.17 shows the (+1/0) charge transition level positions for the 117 [Ag/VO]

complexes. Due to the higher Fermi energy position of Ag, a larger number

[Ag/VO]+1 complexes are favoured to trap electrons at the Ag (69%) electrode

compared to Pt (17%). However, for a vacancy to act as a Ag+1 reduction site,

it must meet two criteria. Firstly, Ag must first have a positive binding energy to

the vacancy, and secondly, the [Ag/VO]+1 site must be favoured to trap an electron

relative to the Fermi energy of the proximate electrode. From Table 6.3, it can been

seen that 33% and 11% of vacancy sites meet these criteria at the Ag and Pt elec-

trodes, respectively. It can be seen that the limiting factor for whether a VO will act

as a reduction site is the binding energy of Ag+1 to VO.

These results are consistent with the observations made during in situ mea-

surements of the Ag/SiO2/Pt devices [11, 10, 12]. A feature observed in the devices
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Figure 6.16: The distribution of Ag+1 to VO binding energies using the lowest energy in-
terstitial method and the interstitial 5 Å away method.

during electroforming is that the thinnest part of the filament was located at the

Pt electrode. The filament then widens with the thickest part located at the Ag

electrode. This can be used as an indication of the Ag+1 reduction rates at either

electrode, where a low reduction rate regime occurs at the Pt electrode, and a higher

reduction rate regime occurs at the Ag electrode. Though suggested in the literature

to be due to thermal heating, this is also explained by the Fermi energy positions of

the electrodes where there is an increase in the percentage of O vacancies able to

act as Ag reduction sites [124]. It should be noted, however, that the direct probing

of the vacancy mediated reduction mechanism is difficult due to the atomic scale

of the interaction. Indirect testing may be possible in devices by controlling the

O vacancy concentration in the oxide. This could be by either applying a negative

bias to generate vacancies, as seen in the VCM mechanism, or by growing a-SiOx

layers with different concentrations of O vacancies. By doing this, it would then be

expected that in situ stressing of the devices would display a shift from a low reduc-

tion rate regime to a high reduction rate regime as the concentration of O vacancies
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increases, in turn changing the characteristic of the conductive filament.

Figure 6.17: Histogram showing the distribution of the q = (+1/0) charge transition Fermi
energy positions of the 144 [Ag/VO] complexes sampled.

Table 6.3: Table showing the number of vacancy sites that will act as Ag reduction sites.

Interstitial site (M1) 5 Å away (M2)
Non-interacting Ag+1 ions 19% 19%

Positive Ag+1 to VO binding energy 22% 38%
VO reduction sites at Ag 20% 33%
VO reduction sites at Pt 10% 11%

6.3.8.1 Thermodynamics of [Ag/Vo]+1 formation

To determine whether oxygen vacancies will act as a Ag+1 reduction site, Ag+1

must stay bound to the VO once a [Ag/VO]+1 complex is formed. For this to occur,

the barrier for Ag+1 to bind to VO must be thermodynamically accessible, while the

barrier for Ag+1 to leave the [Ag/VO]+1 complex must be high. In this way, Ag is

prevented from moving on to the another site. Therefore, CI-NEB calculations were

carried out to determine the barrier for Ag+1 to bind to VO (forward barrier) and the

barrier for Ag+1 to leave the [Ag/VO]+1 complex (reverse barrier) for five VO sites.
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Each of the five sites met the reduction site criteria at the Pt Fermi energy, namely

sites giving a positive Ag+1 to VO binding energy with the resulting [Ag/VO]+1

complex favoured to trap an electron at the Pt Fermi energy. From this, forward

barriers of 0.16, 0.60, 0.39, 0.42 and 0.25 eV, and reverse barriers of 1.22, 1.53,

1.15, 1.76 and 1.40 eV, respectively, were found. The relatively low barriers for

Ag+1 to bind to the vacancy and barriers over 1 eV to overcome for Ag+1 to escape

from the vacancy suggest the VO sites will act as Ag+1 traps.

To further assess the stability of [Ag/VO] complexes, DFT molecular dynam-

ics simulations were run in CP2K with the PBE functional for a [Ag/VO]0 and

[Ag/VO]+1 complex for 20 ps at 1000 K. In both charge states, Ag remained bound

to the vacancy maintaining a bond length of 2.2 - 2.8 Å to the Si atoms involved

in the vacancy thus highlighting the stability of the complex at high temperatures.

During the switching process, self-heating of the device is thought to cause the dis-

solution of Ag clusters in the reset process. Though it is unclear what impact this

self-heating will have on larger clusters, [Ag/VO] will remain intact, potentially

serving as a nucleation site for the formation of a Ag cluster in the set process.

6.4 Summary of Main Results

6.4.1 Ag Incorporation and Migration in a-SiO2

A model of the Ag/SiO2 interface was developed through building a metallic Ag

cluster on an α-cristobalite (202) surface. From this, the incorporation of Ag into

SiO2 was modelled directly giving an incorporation barrier of 3.41 eV and an in-

corporation energy of 2.87 eV. Mulliken charge analysis shows that as Ag passes

through the SiO2 surface it is in the +1-charge state, relaxing to the equivalent bulk

Ag+1 interstitial site. Interestingly, the high forward barrier (3.41 eV) and low re-

verse barrier (0.55 eV) suggests it is more likely for Ag+1 to leave SiO2 to bind

to a Ag cluster or potentially the Ag electrode than be incorporated. Calculations

for the second Ag incorporation show a forward barrier of 2.70 eV, with a reverse

barrier of 0.72 eV with an incorporation energy of 1.98 eV. The low reverse barriers

and high incorporation energies show that steric crowding in SiO2 is the bottleneck
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for Ag incorporation in devices. It can be inferred that Ag may only incorporate

into regions of low density in a-SiO2. This is supported by calculations for Ag0

and Ag+1 in the α-cristobalite GB and CB, where in each case the incorporation

energy was lower. For Ag0, the bulk incorporation energy of 3.1 eV reduces to 1.8

eV and 2.0 eV for the GB and CB, respectively. Similarly, the incorporation energy

of Ag+1 is 0.7 eV and 0.5 eV lower in GB and CB, respectively.

Once incorporated, the Ag+1 ion is the most stable charge state at the Fermi

energy of Ag and Pt with the mean (+1/0) transition at 5.25 eV. Analysis of the

Ag+1 interstitial sites calculated shows a preference for Ag+1 to be in voids, where

every ion relaxes to minimise the distance to nearby O atoms in the void upon op-

timisation. CI-NEB calculations show Ag+1 can be mobile in a-SiO2, with barriers

of 0.1 - 0.2 eV through large rings. Results show the diffusion barriers of Ag+1 are

lower than Ag0 for a given ring size, with each barrier decreasing with increasing

ring size showing that transport is determined by the steric environment. The dif-

fusion characteristics for Ag0 and Ag+1 were also modelled in GB and CB. From

this, barriers of 0.1 eV for Ag0 in the GB and CB were found suggesting that Ag0

will be extremely mobile. The barriers for Ag+1 diffusion are 0.2 eV suggesting

Ag+1 is also very mobile, though surprising less so than Ag0 due to the interaction

between Ag+1 and surface O. These observations are in good agreement with in situ

TEM measurements of Ag-SiO2-Pt devices, where sputtered a-SiO2 layers, which

are known to contain high concentrations of GBs and CBs, show clustering at the

Pt electrodes as a result of high Ag mobility. Conversely, thermal a-SiO2 layers

show clustering at the Ag electrode due low Ag mobility, where the transport is

comparable to the diffusion calculations made in the a-SiO2 bulk.

6.4.2 O vacancy mediated Ag+1 reduction

The results in this chapter show that the Ag+2
2 dimer will not form due to the elec-

trostatic repulsion of Ag+1 ions. Therefore, the interaction between Ag and VO

was studied for its potential to mediate Ag+1 reduction, as seen in α-quartz. For

VO to mediate Ag+1 reduction, Ag+1 ions must bind to VO with a positive binding

energy, and the resulting [Ag/VO]+1 must be favoured to trap an electron relative to
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the Fermi energy of the proximate electrode.

Of the 144 sites VO sites available in the cell, a [Ag/VO]+1 complex was

formed in 117 cases, where near total neutralisation of Ag+1 occurred through

charge transfer from the Si atoms in the vacancy to Ag. The a-SiO2 cell used was

selected as it has the mean density of the 30 cells produced and as such, is expected

the number of [Ag/VO]+1 complexes formed well represents the parent population.

From these, a binding energy was determined between Ag+1 and VO using two

methods. With this in consideration, in the first method, the binding energy is de-

fined as the energy difference between Ag+1 in the lowest energy interstitial site

in the cell and that of the [Ag/VO]+1 complex. From this, 23% of VO sites gave a

positive binding energy, where a positive binding energy shows that the [Ag/VO]+1

complex is the lowest energy configuration possible. In the second method, the

binding energy is calculated as the energy difference between the Ag+1 in an in-

terstitial site 5 Å from the vacancy and that of the [Ag/VO]+1 complex giving a

positive binding energy 38% of vacancy sites. From this, it is expected that Ag+1

will approach and bind to 38 % of vacancy sites in a-SiO2.

To determine whether VO will act as a Ag+1 reduction site, Ag+1 must also

stay bound to the VO once a [Ag/VO]+1 complex is formed. CI-NEB calculations

for five VO sites show the barrier for Ag+1 to bind to VO (0.16, 0.60, 0.39, 0.42 and

0.25 eV) is thermodynamically accessible whilst and the barrier for Ag+1 to leave

the [Ag/VO]+1 complex (1.22, 1.53, 1.15, 1.76 and 1.40 eV) are comparatively

very high. This suggests that VO sites will act as Ag+1 traps. To further assess the

stability of [Ag/VO] in Ag/a-SiO2/Pt devices, ab initio molecular dynamics simu-

lations were run for [Ag/VO]0 and [Ag/VO]+1 at 1000 K. In both charge states, Ag

remained bound to VO further demonstrating the trapping ability of VO.

Due to the higher Fermi energy position of Ag, a larger number [Ag/VO]+1

complexes were found to trap electrons at the Ag (69%) electrode compared to

Pt (17%). From this, was found that 33% and 11% of VO sites meet the criteria

for Ag+1 reduction at the Ag and Pt electrodes respectively.The limiting factor for

whether a VO will act as a reduction site is determined to be the binding energy of
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Ag+1 to VO.

6.5 Conclusion
The mechanisms involved in the electroforming process in Ag-SiO2-Pt RRAM de-

vices have been studied using DFT. Models of the Ag/SiO2 interface developed with

a metallic Ag cluster on an α-cristobalite (202) surface indicate that Ag incorpo-

rates into SiO2 as a positive ion. However, the high forward barrier (3.41 eV) and

low reverse barrier (0.55 eV) suggests the steric crowding in SiO2 limits Ag+ incor-

poration. Instead, Ag may only incorporate into regions of low density in a-SiO2.

This is supported by calculations for Ag0 and Ag+1 in the α-cristobalite GB and

CB, where the incorporation energies are 0.5 to 1.2 eV lower. Once incorporated

into a-SiO2, the Ag+1 ion is the most stable charge state at the Fermi energy of Ag

and Pt. Results show Ag+1 is the more mobile species in a-SiO2, with the diffusion

barriers of Ag+1 lower than Ag0 for a given ring size, giving adiabatic diffusion

barriers between 0.1 - 0.2 eV through large rings. Furthermore, both Ag0 and Ag+1

were were found to be very mobile in α-cristobalite GB and CB with barriers of

between 0.1 - 0.2 eV. This is in strong correlation with experiment, with sputtered

a-SiO2 layers known to have high concentrations of GB and CB having high Ag

mobility.

With Ag+1 favoured at each electrode and calculations showing ions repel, the

interaction between Ag and VO was studied. In this process, Ag+1 traps at some VO

with small forward (binding) and large reverse (unbinding) barriers. From this, 33%

and 11% of VO were found act as Ag+1 reduction sites at the Ag and Pt electrodes,

respectively. To meet the reduction site criteria, Ag+1 must bind to VO with a

positive binding energy, then be favoured to trap an electron at the respective Fermi

energy.



Chapter 7

Ag Clustering in
a-SiO2

7.1 Introduction
In the previous chapter, the incorporation, diffusion and reduction of Ag in a-SiO2

was modelled. From this, an O vacancy (VO) mediated Ag+1 reduction mechanism

was presented showing 33% and 11% of VO sites act to reduce Ag+1 at the Ag and

Pt Fermi energies, respectively. In this chapter, the work is continued through the

modelling of Ag cluster nucleation at the VO sites. This begins with a study on

Ag+1 ions binding to the [Ag/VO] complex, and whether the subsequent [Agi/VO] j

complexes are favoured to trap electrons. In this way, 10 atom Ag clusters are devel-

oped at three VO sites and discussed. Subsequently, the Ag clustering mechanism

is studied in more depth at one VO, where up to a 15 atom cluster is developed. In

this case, CI-NEB calculations and molecular dynamics simulations are employed

to model how the a-SiO2 lattice compensates for the strain induced by the clusters.

Additionally, the breakdown of the lattice around the cluster is studied, as well as

the effect of electron injection.

7.2 Theoretical Methodology
The optimal DFT parameters determined in section 5.4.1 are used for all calcula-

tions in this chapter, unless otherwise stated. This includes the use of the Gaussian

Plane Wave method (GPW) in the CP2K code, with the plane wave cut-off and rel-

ative cut-off set to 600 Ry and 40 Ry, respectively, and a convergence criterion of
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1x10−6 eV per formula unit. The double zeta valence polarised (DZVP) molec-

ularly optimised (MOLOPT) basis sets and Goedecker-Teter-Hutter (GTH) pseu-

dopotentials are also used with the PBE0 TC LRC functional with an exchange

term truncated at 2 Å. The auxiliary density matrix method (ADMM) is used to

reduce computational cost of calculating the non-local exchange integrals.

The Ag clustering mechanisms were studied using the same a-SiO2 cell that

was used in the previous chapter. This cell was selected as it had the density closest

to the mean density of the 30 cells developed in this study. The diffusion character-

istics of Ag in SiO2 were modelled using CI-NEB calculations described in section

2.3.2, each with spring constant of 4.86 eVÅ2 and 5 replica images unless otherwise

stated.

The ab initio MD simulations were carried out with the PBE functional to re-

duce computation expense. Calculations using the PBE functional were found to

give similar defect formation energies as the hybrid calculations, whilst the band-

gap is large enough to prevent the delocalisation of the defect states. A fixed volume

NVT ensemble [56] is used along with a Nose-Hoover thermostat (see section 2.4.3)

[57]. The volume was kept constant to best model experimental conditions, where

the expansion of the a-SiO2 layer in the devices of interest is constrained by the

metal electrodes. Simulations are also run with a 1 fs time step, which was tested to

ensure that the time step was large enough to reduce computational expense whilst

small enough to keep the energy, pressure and temperature values stable. In a simi-

lar fashion, the Nose-Hoover thermostat was selected to update every 10 time steps

to ensure stable temperature, with higher values causing large fluctuations in tem-

perature.

7.3 Results

7.3.1 VO mediated Ag cluster nucleation mechanism

The mechanism by which Ag clusters can grow at vacancy sites is presented in Fig.

7.1. Once a Ag+1 binds to a vacancy to form a [Ag/VO]+1 complex (Fig. 7.1b),

the complex traps an electron to form a neutral [Ag/VO]0 complex (Fig. 7.1c). A
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Figure 7.1: Schematic showing the mechanism of initial stages of Ag clustering in O va-
cancies. VO acts as a Ag+1 reduction site and subsequent cluster nucleation
site. The silver, blue and red spheres correspond to Ag, Si and O atoms, re-
spectively. The positive and negative charge density are shown as blue and
yellow iso-surfaces respectively at a value of ± 0.07.

second Ag+1 ion then approaches the [Ag/VO]0 complex giving [Ag2/VO]+1 (Fig.

7.1d). [Ag2/VO]+1 then traps an electron to form [Ag2/VO]0 (Fig. 7.1e).

Subsequently, CI-NEB calculations were run to determine whether a second

Ag+1 ion binds to a [Ag/VO] complex, with results shown in Table. 7.2. From this,

the low forward barriers and high reverse barriers suggest that the second Ag+1 will

also trap to the complex. In each case, the resulting [Ag2/VO]+1 is favoured to trap

an electron at the Ag and Pt Fermi energies.

To study the cluster nucleation process further, one VO site was selected and

the process of adding ions and trapping electrons was continued. From Table. 7.2
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Table 7.1: The results of CI-NEB calculations for a Ag+1 ion to bind to five different
[Ag/VO]0 complexes. Negative values correspond to images lower in energy
(more energetically favoured). In each case, image 1 represents the Ag+1 ion
5 Å from the vacancy complex. The values in image 5 represent the binding
energy of the Ag+1 ion to the vacancy complex.

Energy of image in band (eV):
1 2 3 4 5

[Ag/VO1] + Ag+1→ [Ag2/VO1]+1 0 0.29 -0.19 -0.43 -0.75
[Ag/VO2] + Ag+1→ [Ag2/VO2]+1 0 0.01 0.22 -0.20 -0.46
[Ag/VO3] + Ag+1→ [Ag2/VO3]+1 0 0.03 -0.29 -0.34 -0.32
[Ag/VO4] + Ag+1→ [Ag2/VO4]+1 0 0.10 -0.50 -0.58 -0.77
[Ag/VO5] + Ag+1→ [Ag2/VO5]+1 0 0.17 -0.82 -0.52 -1.05

Table 7.2: The results of CI-NEB calculations for Ag+1 ions to cluster at one Ag2/VO]0

complex. Negative values correspond to images lower in energy (more energet-
ically favoured). In each case, image 1 represents the Ag+1 ion 5 Å from the
vacancy complex. The values in image 5 represent the binding energy of the
Ag+1 ion to the vacancy complex .

Energy of image in band (eV):
1 2 3 4 5

[Ag2/VO]+1 + e−→ [Ag2/VO]0 e− trap at EF = 3.60 eV
[Ag2/VO]0 + Ag+1→ [Ag3/VO]+1 0 0.34 -0.33 -0.36 -0.48
[Ag3/VO]+1 + Ag+1→ [Ag4/VO]+2 0 0.38 -0.03 -0.56 -1.09
[Ag4/VO]+2 + 2e−→ [Ag4/VO]0 e− trap at EF = 3.96 eV
[Ag4/VO]0 + Ag+1→ [Ag5/VO]+1 0 -0.03 -0.4 -0.88 -0.97

we see that the [Ag2/VO]+1 complex for this site is favoured to trap an electron at

3.60 eV giving [Ag2/VO]0 at both electrodes, with a structural relaxation energy of

1.08 eV. Adding a third Ag+1 to the system and running a CI-NEB gives a forward

barrier of 0.34 eV and binding energy of 0.48 eV. In this case the [Ag3/VO]+1

complex is favoured to trap an electron at a Fermi energy of 4.4 eV. As such, this

complex would remain positive at the Pt electrode, but would trap an electron to

form [Ag3/VO]0 at the Ag electrode. A barrier of 0.38 eV and binding energy of

1.09 eV were then calculated for the formation of a [Ag4/VO]+2 complex, which

was favoured to trap two electrons at 3.96 eV, suggesting the neutral [Ag4/VO]0

complex is favoured at both the Pt and Ag Fermi energies. The formation of the

[Ag5/VO]+1 complex was found to be a barrier-less process with a binding energy

of 0.97 eV. From these calculations it is clear that the barriers for Ag+1 ions to bind
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with the vacancy complexes are relatively low, with high binding energies. This

provides a strong thermodynamic driver for the clustering process.
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Figure 7.2: Graph showing the incorporation energy per atom of Ag clusters up to 9 atoms
at 3 vacancy sites.

Using the same methodology of adding Ag+1 ions and trapping electrons, clus-

ters at three VO sites were produced to determine the incorporation energy per atom

for [Agi/VO] complexes for i = 1 ≤ i ≤ 9 (Fig. 7.2). This was achieved by adding

one Ag+1 ion at a time to [Agi/VO] and optimising the geometry. Three methods

were tested for Ag+1 ion insertion, where in the first, Ag+1 was inserted into void

positions within 3 Å of the Ag cluster. In the second method, Ag+1 was added to

the centre of the two Si atoms involved in the VO and in the final method, Ag+1

was inserted to the centroid of the Ag cluster. For small clusters, adding Ag+1 to

the centroid of the Ag cluster gave lower energy configurations, and for large clus-

ters adding Ag+1 in voids close to the cluster gave lower energy configurations.

The data presented in Fig. 7.2 are given for Ag+1 ions added in voids near the Ag

cluster as this is most representative of the configurations to occur during cluster

nucleation. Results show that the incorporation energy per Ag atom increases with
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the size of the cluster. However, a large jump was not observed, suggesting that the

clustering of Ag is energetically favourable up to 9 atoms. In this case a large jump

or spike would relate to excessive strain in the lattice, potentially requiring the re-

laxation of the lattice parameters. It should be noted that some characteristic trends

are seen such as a spike in incorporation energy for 3 atom clusters, corresponding

to the low binding of Ag3. A reduction is seen for Ag4 clusters due to their higher

stability.
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Figure 7.3: Graph showing the CP2K cell optimised relaxed lattice vector as a function of
Ag cluster size.

As the Ag cluster grows larger, strain is expected to be induced into the lattice.

This process can be very problematic in DFT due to the periodic nature of the

calculations. As the strain increases from incorporating more Ag+1 ions, the cell

is expected to impart strain onto its periodic neighbours, potentially skewing the

results. To test these effects, the structures containing [Agi/VO] complexes for i = 0,

3, 6, 9, 12 and 15 at one vacancy site were cell optimised, with the results shown on

Fig. 7.3. A cell optimisation removes the constraint of volume thus allowing strain

to be released as the lattice expands. The results show an exponential response,

where up to 9 atoms, the lattice parameter is changed by only 3%. However, as

the cluster grows to 15 atoms, the rate of expansion increases significantly. From
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this we can expect that, for the specific VO site and void, a 9 atom cluster can be

incorporated without a large amount of strain induced.

To model the different morphologies of Ag clusters that can exist in a-SiO2, a

simulated anneal of a [Ag9/VO] complex was carried out. In this process ab initio

molecular dynamics simulations were run for the [Ag9/VO] complex at 500 and

1000 K, as described in section 6.2.3 for 30 ps. For each temperature, the structure at

every picosecond was extracted from the molecular dynamics simulation and cooled

using a DFT geometry optimisation (Fig. 7.4a). Using these cooled geometries,

static energy calculations were made for the isolated a-SiO2 cells with the Ag9

clusters removed (Fig. 7.4b) and the isolated Ag9 clusters in vacuum (Fig. 7.4c)

at every picosecond. The strain induced in the lattice can then be examined by

comparing the energy difference between the isolated lattice at every picosecond to

the t = 0 case. Similarly, the energy of the isolated Ag9 clusters competed to the t =

0 Ag9 energy shows whether the cluster finds new minima.

During the simulations, reorganisation of the Ag9 cluster in the lattice occurred

at 500 K though only negligible changes in the energy of the Ag9 cluster were found

(Fig. 7.4). At 1000 K, the changes in the morphology were more significant than

in the 500 K simulation. Interestingly, the lowest energy Ag9 cluster was only

0.13 eV lower in energy than the original cluster Ag9 cluster (found at 1000 K).

This suggests that the clusters developed by adding Ag+1 ions in voids are stable

and energetically favourable. Furthermore, although the barrier for Ag9 to change

morphology in a-SiO2 can be overcome at 1000 K within 1 ps simulation, there is

little thermodynamic driver for this as the different structures have similar energies.

Perhaps a more interesting observation is that energy of the isolated a-SiO2 lattice

at every picosecond shows significant variations at 1000 K (up to 5.5 eV). This

suggests that a large amount of strain is induced in the lattice, but it is compensated

by the interaction of the lattice with the Ag9 cluster. Analysis comparing the 500

K and 1000 K simulations show that a Si-O tetrahedral rotation occurs at 1000 K

signifying the largest difference between the simulations. By comparing the DFT

cooled structures at every picosecond, the structures with the rotated Si-O bonds
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were approximately 0.9 eV lower in energy. A CI-NEB calculation for this rotation

shows a 0.7 eV barrier with the final energies 0.9 eV lower in energy. As such, it

is suggested the thermal expansion of the Ag cluster coupled with the additional

thermal energy were the cause of the additional dynamics at 1000 K.
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Figure 7.4: Graphs showing the energetics at each picosecond of 9 atom cluster during
a MD simulated anneal at 500 K and 1000 K. a) The DFT re-optimised and
cooled total energy of the system at each picosecond of the MD simulation
including the lattice and the [Ag9/VO] complex. b) The isolated energy of the
216 atom a-SiO2 lattice at each picosecond of the MD simulation compared
to the lattice at t = 0. c) The isolated energy of the 9 atom Ag cluster at each
picosecond of the MD simulation compared to the cluster at t = 0. d) The
binding energy of the 9 atom Ag cluster to the lattice at each picosecond of the
MD simulation compared to t = 0.

As the strain induced increases exponentially as a function of the size of the Ag

cluster, some method to determine the feasibility of applying DFT to study larger

Ag clusters and the effects of strain on the SiO2 lattice is required. In this regard,

the clustering process was continued at one vacancy site to 15 atoms. A 2x2x2

supercell of the pristine 216-atom a-SiO2 structure was then generated containing

1,728 atoms. The 15 atom Ag cluster was then embedded into a pristine 216-atom
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cell and the pristine 1,728-atom supercell as shown in Fig. 7.5. In this case, the

xyz positions of the 15 atom Ag cluster were added to the pristine 216-atom and

1,728-atom cells and the geometry was relaxed. Pristine refers to the structure of

the 216-atom cell before defects such as the oxygen vacancy and Ag cluster were

added. The objective for this calculation was to determine whether the relaxation

of the amorphous network for each system is the same, giving an indication of the

effects of periodic strain in a smaller cell. It turned out that the dissolution energy,

lattice relaxation energy and the incorporation energy of the Ag cluster for both

systems remained almost identical, as seen on Table 7.3. Furthermore, the 216-atom

and 1,728-atom cells each relaxed to give the same bond angles and structure of the

initial 15 atom cluster system generated using the clustering process method. This

suggests that, whilst growing larger clusters does induce strain in the network, the

strain is largely absorbed by the SiO2 network without requiring the cell parameters

to be relaxed.

Figure 7.5: Shows the Ag cluster embedded into a pristine (a) 216-atom cell and a (b)
1,728-atom supercell. The silver, blue and red spheres correspond to Ag, Si
and O atoms respectively.

7.3.2 Ag Cluster Induced Strain in a-SiO2

To study the strain induced in the SiO2 lattice, an [Agi/VO]q complex for i = 0≤ i≤

15 was calculated in the -4≤ q≤ 4 charge states at one vacancy site using the same

methodology described above. In this case, the complex was built by adding one Ag

at a time at several void positions near the Ag cluster and the geometry optimised in
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Table 7.3: Table comparing the Ag atom embedded in a pristine 216-atom cell to a pristine
2x2x2 supercell.

216-atom cell 2x2x2 supercell
Dissolution Energy (eV) 23.66 23.65
Lattice Relaxation Energy (eV) 14.37 14.44
Incorporation Energy (eV) 12.46 12.40
Largest atomic displacement (Å) 0.93 0.92

each charge state. Fig. 7.6 shows the defect level positions along the a-SiO2 band

gap for [Agi/VO]0 for i = 0, 3, 6, 9, 12 and 15. As the Ag cluster grows to 15 atoms,

a band begins to form at the SiO2 VBM (Fig. 7.7), with additional states having

strong Ag character. However, the nature of this band shifts once the cluster grows

past 11 atoms, where initially there is only a small amount of mixing between the

Ag band and the SiO2 VBM. As the cluster grows past 11 atoms, the amount of

mixing between Ag and O states at the VBM increases, resulting in O states being

pulled into the Ag band. This effect is indicative of a stronger interaction between

the Ag cluster and the lattice, and is observed though the formation of Ag-O bonds.

Figure 7.6: Graph showing the filled (black) and empty (red) state positions along the a-
SiO2 band gap for [Agi/VO]0 for i = 0, 3, 6, 9, 12 and 15

Further analysis of [Agi/VO]q provides many significant insights into the way

in which Ag clusters grow and they way in which strain is compensated in the lat-
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Figure 7.7: Graph showing the density of states for the [Ag15/VO]0 complex.

tice. Perhaps the most important phenomenon observed is the spontaneous breaking

of Si-O bonds as a result of adding a Ag+1 ion and relaxing the geometry. From

Fig. 7.8 we see that as Ag clusters grow, more Si-O bonds break, with the effect

more significant in the negative charge states. This is important as it shows that

the clustering process is determined by electron injection and subsequently, by the

Fermi energy. This is in agreement with calculations for Ag in α-quartz, where the

electrode Fermi energy determined the charge state of Ag clusters. This is important

as the binding energy of subsequent Ag+1 ions to [Agi/VO]q is dependent on q.

Fig. 7.8 shows that two regimes for Ag clustering occurs, as seen by a much

larger number of spontaneous bonds broken in negative charge states. To fur-

ther test this theory, Si-O bonds were broken to determine if lower energy states

could be found. More specifically, Si-O bonds that were part of wide angle O-Si-O

bonds were selected and the O atoms were displaced such that the Si-O bond length

was greater than 2.5 Å. Each structure was then geometry optimised to determine

whether the Si-O bond would reform, or find another geometry. From this, a trend

was found where Si-O bond breaking was energetically favourable for [Ag5/VO]−3,

[Ag6/VO]−2, [Ag7/VO]−2, [Ag8/VO]−1, [Ag9/VO]−1. The reason Si-O bonds did



7.3. Results 168

Figure 7.8: Table showing the number of broken Si-O bonds as a function of charge state
and Ag cluster size

not break spontaneously whilst growing the cluster can be understood by there being

a barrier which needed to be overcome. In cases where bonds did break, electron in-

jection and the metallic bonding between Ag+1 and [Agi/VO]q each provided strain

into the lattice, allowing the barrier to be overcome. Another phenomenon observed

is a shift in the [Agi/VO]q/SiO2 interaction depending on the charge state. Fig. 7.9

shows the ratio of Ag-Si bonds to Ag-O bonds. Thus we see that, as electrons are in-

jected into the system, Si-O bonds become broken, with the Si atom forming a bond

to the [Agi/VO]q complex. The Ag-Si has been observed throughout calculations

in the negative charge states, where Ag in previous cases interacted with Si in wide

angle O-Si-O bonds. In the positive charge states, the Ag-O interaction is favoured.

This is because the states in the band gap and at the VBM are [Agi/VO]q states.

Removing electrons from these states gives the Ag cluster a positive charge, which

allows an electrostatic interaction with proximate lattice O. Again, this effect has

been observed throughout calculations, beginning with the Ag+1 ion in α-quartz.
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Figure 7.9: Graph comparing the ratio of Ag-Si bonds to Ag-O bonds to the charge state of
the system.

7.3.3 Vacancy generation by electron injection

With electron injection shown to promote the breaking of Si-O bonds, a meaningful

question is whether electron injection facilities the formation of O vacancies. In

a previous study, it was shown that wide angle O-Si-O bonds are precursor sites

for VO generation [125]. In this process, electrons injected into a-SiO2 trap onto

the wide angle O-Si-O bonds. This results in the further widening of the O-Si-O

bond angle and the weakening of a Si-O bond, thereby reducing the barrier for O to

escape. As larger Ag clusters grow inside the network, more geometric distortion is

observed. In some cases, this results in wide angle O-Si-O bonds forming. To test

whether these sites combined with electron injection affect O vacancy formation

around Ag clusters, the O vacancy formation energy of 17 O sites were calculated

for the [Ag15/VO]q system.

In the first phase, a screening process was carried out using all structures gen-

erated whilst building the [Ag15/VO]q complex through the VO mediated Ag cluster
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nucleation mechanism. This includes the relaxed structures of [Ag1/VO]q through

to [Ag15/VO]q in the -4 ≤ q ≤ 4 charge states. Using these structures, any O that

was found to form a O-Si-O bond with angle greater that 130 ° was considered giv-

ing a total of 17 potential vacancy precursor sites. For each precursor site, the O

atom was removed and the geometry optimised in the -4≤ q≤ 4 charge states. The

results are shown on Fig. 7.10, where the solid horizontal black lines represent the

minimum and maximum VO formation energy in the pristine cell sampled across all

(144) O sites. The dashed line represents the mean VO formation energy allowing a

direct comparison. From this, we see that for every charge state, the VO formation

energy for some sites is lower than any found in the pristine state. Furthermore, we

see that the VO formation energy is lower in negative charge states, and is energet-

ically favoured for one site. This confirms that the strain induced by the Ag cluster

leads to reduced VO formation energies, with the effect amplified by electron injec-

tion. This process would occur in situations where the electrode Fermi energy is

closer to the SiO2 CBM.

Fig. 7.11 shows the formation energy diagram for the [Ag15/VO]q complex.

One can see that the +3-charge state is favoured at the Ag and Pt Fermi energies,

with negative charge states favoured at Fermi energies above 6.95 eV. Fig. 7.12

shows the defect level positions of [Ag15/VO]q across the a-SiO2 band gap. A num-

ber of states in the band gap, and most importantly, empty states in the proximity of

the Ag and Pt Fermi energies for q = 2, 3 and 4 can be seen. From this, we can in-

fer that the [Ag15/VO]q complex will be in the +3 charge state, where [Ag15/VO]+3

complexes in proximity to each other could allow electron transport between Ag

and Pt electrodes via trap assisted tunneling through the empty cluster states.

7.3.4 Molecular dynamics simulations

DFT molecular dynamics simulations were run for the [Ag13/VO]0, [Ag13/VO]−1

and [Ag15/VO]+3 at 500 K and 1000 K, as described in section 6.2.3. Again, the

simulations were run for 30 ps with a 1 fs time step using an NVT ensemble. For

each temperature, the structure at every picosecond was extracted and geometry

optimisation using DFT to give their local minima using the PBE functional. The
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Figure 7.10: Graph showing the vacancy formation energy for 17 VO sites around the
[Ag15/VO]q complex in the -4 ≤ q ≤ 4 charge states.

simulations of [Ag13/VO]0 and [Ag13/VO]−1 were run because spontaneous bond

breaking was observed for [Ag13/VO]+1 but not for the q = 0 and -1-charge states.

As such, it was expected that some barrier needed to be overcome for a Si-O bond

to break. In both cases, a Si-O bond did break at 500 K and 1000 K. The final

structures optimised at 30 ps were between 3.0 and 3.5 eV lower in energy with the

Si-O bond remaining broken throughout simulations. In both cases, and for each

temperature the Si-O bond broke within 10 ps.

The MD simulation for [Ag15/VO]+3 was run to study the interaction of

[Ag15/VO] with the lattice in the charge state favoured at the Ag and Pt Fermi en-

ergies. From this, an important effect was observed where the Si-O bond that had

broken as a result of the cluster nucleation process opened to allow the Ag cluster to

access a second nearby void. Before the Si-O bond was broken and in the pristine

lattice the Si-O bond length was 1.6 Å. After growing the [Ag15/VO]+3 through the

clustering mechanism described above the Si-O bond broke, where the Si-O dis-
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Figure 7.11: Formation energy diagram of the [Ag15/VO] in a-SiO2 relative to the VBM
using the chemical potential calculated from Ag2O

tance increased to 2.9 Å. This structure was then used as the starting point for the

MD simulation, where the Si-O distance increased to between 3.5 and 4.5 Å through

the MD simulation. Subsequently, the Ag cluster reorganised during the MD simu-

lation such that Ag atoms started to explore the new void. By 15 picoseconds, three

Ag atoms broke off from the [Ag15/VO]+3 complex forming a Ag+1
3 trimer in the

new void.

Fig. 7.13 shows the lowest energy structure found by geometry optimising the

MD structures at every picosecond with the PBE0 TC LRC functional. It can be

seen that the broken Si-O bond opens access to a new void next to the [Ag15/VO]+3

complex, where a 3 atom cluster is formed in the newly accessible void whilst a 12

atom cluster remains in the original void still interacting with the VO site. The total

energy of the two Ag cluster system was found to be 1.57 eV lower in energy than

the [Ag15/VO]+3 complex, suggesting Ag clusters can grow and expand into the a-

SiO2 lattice in this way. It should be noted that during the MD simulation the Ag+1
3
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Figure 7.12: Graph showing the filled (black) and empty (red) state positions along the
a-SiO2 band gap for [Ag15/VO]q for the -4 ≤ q ≤ 4 charge states

completely separated from the [Ag15/VO]+3 complex. However, upon cooling via

DFT geometry optimisation, the lowest energy state involved an interaction between

Ag+1
3 and the new [Ag12/VO]+2 complex with a Ag to Ag bond length of 2.77 Å
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Figure 7.13: Schematic of the [Ag15/VO]+3 complex after a MD simulation at 1000 K.
After the widening of a Si-O bond to open access to a secondary void, a Ag+1

3
cluster breaks from [Ag15/VO]+3 to form in the new void.

7.4 Summary of Main Results

7.4.1 Ag cluster nucleation

Ag cluster nucleation was studied by systematically by adding Ag+1 ions to the

[Ag/VO]0 complex and relaxing the geometry in the -4 ≤ q ≤ 4 charge states. To

model the initial stages of cluster nucleation, CI-NEB calculations were made for

Ag+1 ions to approach and bind to [AgVO]0 up to [Ag5/VO]+1. From this, it was

found that the clustering process is thermodynamically favourable, with low barriers

for Ag+1 to bind to each [Agi/VO] j complex and high reverse barriers showing the

stability of the cluster at the vacancy. In each case, at least on Ag atom remains

bound to the original VO site.

Using the same methodology of adding Ag+1 ions and trapping electrons, 9 Ag

atom clusters at three VO sites were created. The results show that, whilst the in-

corporation energy per Ag atom increases with the size of the cluster, the clustering

of Ag is energetically favourable up to 9 atoms. An ab initio molecular dynamics



7.4. Summary of Main Results 175

simulated anneal of one [Ag9/VO] complex at 1000 K showed considerable changes

in the morphology of the Ag9 cluster. By calculating the energy of the isolated Ag9

clusters formed through the annealing, it was found that the energy of the cluster

changed very little. This confirmed that the clusters developed by adding Ag+1 ions

in voids are stable and energetically favourable. Instead, the energy of the isolated

a-SiO2 lattice (with the Ag9 cluster removed) changed by up to 5 eV showing the

rearrangement of the Ag9 clusters affects the strain induced in the lattice. As a re-

sult, the clustering process is understood to be a trade between the energy gained

by the metallic bonding between Ag in the cluster and the strain induced in the lat-

tice. When Ag+1 ions bind to [Agi/VO] j, the energy gained through that bonding

interaction compensates the strain introduced into the lattice. The compensation oc-

curs specifically by reorganisation of the lattice around the Ag cluster through local

distortions and Si-O bond breaking.

The strain induced in the lattice was studied at one vacancy site through a

[Agi/VO]q complex for i = 0 ≤ i ≤ 15 in the -4 ≤ q ≤ 4 charge states. Results

show the strain increases exponentially as a function of i, and is incorporated into

the a-SiO2 lattice through Si-O bond breaking. This was confirmed by embedding

the resulting 15 atom Ag cluster into a 1,728-atom supercell (2x2x2 supercell of

the pristine 216-atom a-SiO2 structure). The bond lengths, bond angles, dissolution

energy, lattice relaxation energy and the incorporation energy for the 15 atom cluster

in a pristine 216-atom and the 1,728-atom supercell system were almost identical,

suggesting that the strain induced by the Ag cluster is accurately represented in the

216-atom network.

As the Ag cluster grows to 15 atoms, a band was seen to form at the a-SiO2

VBM with the additional states having strong Ag character. Below 11 atoms, there

is only a small amount of mixing between the Ag band and the VBM. As the cluster

grows past 11 atoms the amount of mixing between Ag and O states at the VBM

increases, resulting in O states being pulled into the Ag band. This effect is indica-

tive of a stronger interaction between the Ag cluster and the lattice, and is observed

though the formation of Ag-O bonds. The [Ag15/VO]+3 state is favoured at the
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Ag and Pt Fermi energies, providing empty states in proximity to the Ag and Pt

Fermi energies. From this, it can be inferred [Ag15/VO]+3 complexes in proximity

to each other will allow electron transport between Ag and Pt through trap assisted

tunneling via the empty states.

During the development of the [Ag15/VO] complex, Si-O bonds breaking was

also seen to occur with increasing electron injection. This observation is important

as it shows the clustering process is subsequently controlled by the Fermi energy of

the proximate electrodes. As a result, not only will the number of empty states avail-

able for electron transport be altered, the binding energies for Ag+1 to [Agi/VO]q

will change, with binding energies expected to increase for more negative com-

plexes. Furthermore, the [Agi/VO]q/SiO2 interaction is dependant on the charge

state, where as electrons are injected into the system more Si-O bonds are broken.

The newly formed dangling Si atoms then interact strongly with the [Agi/VO]q com-

plex through the formation of Ag-Si bonds. In the positive charge states, the Ag-O

interaction is favoured due to the states in the band gap at the Fermi energy belong-

ing to the [Agi/VO]q complex. Removing electrons from these states gives the Ag

cluster a positive charge, which is compensated though an electrostatic interaction

with proximate lattice O.

Calculations were also made for the VO formation energy at 17 sites in proxim-

ity to the [Ag15/VO]q complex in the -4 ≤ q ≤ 4 charge states. From this, lower VO

formation energies were found in each charge state compared to the pristine lattice.

The VO formation energies were also found to be lower in negative charge states,

and was found to be energetically favoured for one site in the -3-charge state. This

suggests that the strain induced by the Ag cluster leads to reduced VO formation

energies, with the effect amplified by electron injection. This process would occur

more frequently in situations where the electrode Fermi energy is closer to the SiO2

CBM.

Ab initio molecular dynamics simulations were run for the [Ag13/VO]0 and

[Ag13/VO]−1 systems show Si-O bond breaking at 500 K and 1000 K. The DFT

cooled structures from the MD simulation containing broken Si-O bonds were found
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to be between 3.0 and 3.5 eV lower in energy with the Si-O bond remaining broken.

This shows the strain induced by Ag clustering reduces the barriers of Si-O bond

breaking. Another MD simulation for [Ag15/VO]+3 shows broken Si-O bonds can

open to allow the Ag cluster to access a second nearby void. In this case an initial

Si-O bond of length 1.6 Å (in the pristine lattice) increases to 2.9 Å as a result of

the clustering mechanism of adding Ag+1 ions and relaxing the geometry. In the

process of MD simulation, the Si-O distance increases to between 3.5 and 4.5 Å

opening access to a new void next to the Ag cluster. Subsequently, the Ag cluster

reorganises during the MD simulation such that Ag atoms explore the new void until

three Ag atoms broke off from the [Ag15/VO]+3 complex forming a Ag+1
3 trimer in

the new void. The total energy of this two Ag cluster system was found to be 1.6

eV lower in energy than the original [Ag15/VO]+3 complex. This marks the point

at which the strain introduced into the lattice cannot be compensated only by the

energy gained through metallic bonding. Instead, to reduce strain small Ag clusters

can break from larger Ag clusters to grow into new voids made accessible by Si-

O bond breaking. It is expected that Ag+1 ions will bind to the smaller clusters

via the mechanism described in this chapter to form large clusters in proximity to

each other. It is also important to note that Ag-Ag interaction remained between the

newly formed Ag+1
3 trimer and the [Ag12/VO]+2 complex. As such, it is expected

that as the Ag+1
3 trimer grows, more bonding between the two clusters will occur

until they coalesce, presenting an interesting area for future research.

7.5 Conclusion
A plausible initial mechanism of Ag cluster nucleation at VO sites was studied in

a-SiO2 by adding Ag+1 ions to the [Ag/VO]0 complex and optimising the geome-

try. Clusters were found to form in voids next to VO, where the resulting [Agi/VO] j

complexes are favoured to trap electrons depending on the Ag an Pt Fermi energies.

Ab initio molecular dynamics simulated anneal of a [Ag9/VO] complex at 1000 K

shows that whilst the morphology of the Ag cluster change drastically, the energy of

the cluster remains the same with the lowest energy cluster less than 0.2 eV lower

in energy. Instead, the reorganisation of the Ag cluster in the amorphous network
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effects the lattice strain which is compensated through local distortions and Si-O

bond breaking. Through growing a [Ag15/VO] complex, it was then shown that

the growth of the Ag cluster and electron injection are the two main contributors

to strain and broken Si-O bonds, with more frequent bond breaking seen in neg-

ative charge states. Furthermore, electron injection was shown to reduce the VO

formation energy of VO sites in proximity to the Ag cluster. Broken Si-O bonds

were subsequently shown through ab initio molecular dynamics simulations of a

[Ag15/VO]+3 complex to open and allow access to secondary voids. In particular,

a small Ag+1
3 trimer was shown to detach from the Ag15/VO]+3 to form in the new

void, releasing the strain induced in the network. It is expected that the Ag+1
3 trimer

will grow according to the same mechanism of Ag+1 ion binding and electron in-

jection. From this, it may coalesce with the original cluster whilst also opening

new voids for subsequent clusters to form, presenting an important area for further

research.



Chapter 8

Part I: Summary and
Future Work
8.1 Summary
The first objective of the study was to develop a working model of Ag in crystalline

silicon oxide with DFT. This was to ensure DFT can accurately and repeatably

recreate the Ag-SiO2 interaction, which is more clearly defined experimentally for

crystalline systems. To achieve this, α-quartz was used as a test case and the Ag

interactions with α-quartz were studied. This includes the modelling of the IR and

RAMAN spectra of a pristine α-quartz cell, the EPR response of the Ag0 interstitial

in α-quartz and the absorption and photoluminescence spectra for the Ag+1 intersti-

tial in α-quartz. The results in each case were all positive, confirming the viability

of using DFT to study Ag-SiO2-Pt RRAM. Subsequently, the properties of the Ag

and α-quartz system relevant to Ag-SiO2-Pt RRAM devices were modelled. This

includes a study of the incorporation of Ag in α-quartz and the migration of Ag0

and Ag+1 through α-quartz. From this, it was found that the Ag+1 ion is favoured

at the Ag and Pt Fermi energies, and is also the more mobile species. Due to this

result, some mechanism for Ag+1 reduction is required for Ag cluster nucleation to

occur. In this regard, the interaction of Ag with O vacancies (VO) was studied as

a possible site for Ag+1 reduction and cluster nucleation. From this, it was shown

that Ag+1 ions do indeed bind and reduce at O vacancies, subsequently allowing

the nucleation of Ag clusters at the Ag and Pt Fermi energies.

The study was then expanded to the amorphous silicon dioxide (a-SiO2) sys-
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tem, where a similar methodology as described in the α-quartz study was used.

This began with the development of a Ag-α-cristobalite interface to model the in-

corporation of Ag. From this, it was confirmed that Ag incorporates into a-SiO2 as

a Ag+1 ion. Ag was then studied in a-SiO2 showing Ag remains in the +1-charge

state at the Fermi energies of Ag and Pt. It was also found that Ag in any charge

state preferentially resides in void like areas in the lattice. The diffusion of Ag0 and

Ag+1 was then studied using a ‘ring’ sampling method. From this, it was found that

Ag+1 is very mobile through large rings and low density areas. By then modelling

the diffusion of Ag0 and Ag+1 in α-cristobalite, it was also found that both species

are very mobile in grain boundaries and column boundaries. The interaction of the

Ag+1 ion with O vacancies was then studied to determine how cluster nucleation

may occur. By sampling every O in a 216-atom cell, 33 % and 11 % of O vacancies

were found to act as Ag+1 reduction and cluster nucleation sites at the Ag and Pt

Fermi energies respectively.

Subsequently, the Ag cluster nucleation process at O vacancy sites was mod-

elled showing it is a thermodynamically favoured process. In this case, a Ag+1 ion

can bind to an O vacancy to form a [Ag/VO]+1 complex. The [Ag/VO]+1 com-

plex is then favoured to trap an electron to form [Ag/VO]0 at the Ag and Pt Fermi

energies. Subsequently, additional Ag+1 ions can bind to the [Agi/VO] j complex,

where the complex continues to trap electrons from the Ag and Pt electrodes. This

process was modeled at three vacancy sites up to 10 atoms. At one vacancy site, up

to a 15 atom cluster was developed in this way showing the energy gained through

the metallic Ag-Ag bonding compensates strain generated in the a-SiO2 lattice. As

a result, Si-O bonds break thereby reducing the barriers for O vacancy generation.

Broken Si-O bonds were also shown to reduce the strain in the lattice, allowing

Ag clusters to continue to grow. Molecular dynamics simulations carried out for

the [Ag15/VO] system found another interesting process. In this case, broken Si-O

bonds opened access to proximate voids for the Ag cluster to explore. From this, a

3-atom Ag cluster was found to break from the large cluster to form into the new

void. This process was found to minimise the overall strain generated in the lattice
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and the total system energy. A filament of Ag clusters is suggested to grow in this

way, describing the electroforming process in Ag-SiO2-Pt RRAM devices.

8.2 Future Work
The original intention was to study Ag-SiO2 devices via TEM in the second and

third years of the PhD to complete the investigation. However, due to external

factors this was not possible. In this regard there are several interesting areas for

future work. The major discovery in this thesis is the ability of the oxygen vacancy

to mediate Ag+1 reduction and Ag cluster nucleation. What remains is for this

mechanism to be probed experimentally. Though difficult, it is possible through in

situ TEM measurements on devices with artificially introduced O vacancies. In this

case, several devices can be fabricated with different stoichiometries of SiOx such

as x = 1.9, 1.925, 1.95, 1.975 2.0. Alternatively, this could also be achieved by

applying a negative bias to a SiO2 device to generate vacancies as seen in the VCM

mechanism. In situ stressing in each case would result in a shift from a low Ag+1

reduction rate regime to a high Ag+1 reduction rate regime as the concentration of

O vacancies increases. Subsequently, a high reduction rate regime would result in a

wider and more dense conductive filament as discussed in section 4.3.
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9.1 Research Question
What are the fundamental mechanisms involved in the operation of SiOx RRAM

devices?

9.2 Outline
In this part of the thesis, electron microscopy techniques including TEM, STEM,

EELS and EDX are used to characterise SiOx based RRAM devices. Three device

structures are studied in total, listed as; Au-Ti-SiOx-Mo (Au-Ti), Ti-SiOx-Mo (Ti)

and Au-SiOx-Mo (Au) RRAM devices. The top electrodes consist of Au-Ti, Ti and

Au, respectively, grown onto a SiOx dielectric layer (x ≈ 1.95) and a Mo bottom

electrode. A stoichiometry of x ≈ 1.95 was selected to artificially introduce O va-

cancies into the dielectric layer to promote the VCM mechanism (see next section

for more details). The Au-Ti devices are of particular interest due to their optimal

RRAM properties including high endurance, high retention times and low switch-

ing voltages [15]. An important contributor to the high performance of the Au-Ti

devices is the device microstructure, where the bottom electrode (Mo) is grown to

have high levels of roughness (see section 3.2.3 for fabrication details). This is

understood to result in the SiOx layer possessing a columnar structure, which sub-

sequently impacts the transport mechanisms involved in the operation of the devices

[15]. However, the presence of a columnar structure has not been properly evalu-

ated in the Au-Ti devices, whilst the role that the columnar structure plays in the

transport mechanisms in the devices is not well understood. Furthermore, the Ti

layer is only applied as a wetting layer to bind the Au and SiOx layers. As a result

the Ti is grown to a 5 nm thickness, and subsequently, the exact role the Ti layer

plays in device operation is unclear.

The aim of this work is to characterise the Au-Ti device in order to elucidate

the role played by the film and interface microstructure in device operation. I will

use TEM and STEM for direct imaging, and EELS and EDX for chemical charac-

terisation. To achieve that, the Au-Ti devices are prepared into TEM lamellas (see
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section 3.3.3), which give an approximately 50 - 100 nm thick slice of the device

to be imaged. As a result, the rough interfaces in the device are very difficult to

characterise due to the variation of the sample along the electron beam path. To

solve this problem, Ti-SiOx-Mo (Ti) and Au-SiOx-Mo (Au) devices were grown

with minimal interface roughness. It is intended that the characterisation of these

Ti and Au devices will provide a benchmark to analyse the dynamics expected in

the Au-Ti device. The differentiation is important as the Ti and Au devices are un-

derstood to operate under competing mechanisms. The Ti devices are suggested

to operate through an ECM mechanism (see section 4.3 for a detailed description),

which involves the incorporation of electrode metal into the SiOx layer to form a

conductive filament. The Au devices are conversely thought to operate under the

VCM mechanism (see section 9.3 for a detailed description), where O vacancies

are generated in SiOx by electron injection. Electron transport then occurs via trap

assisted tunneling through the vacancy sites. As such, it is intended that studying

the Ti and Au devices separately will allow the role of each mechanism in the Au-Ti

device to be better understood.

The results in this part are split into three chapters with the Ti, Au and Au-

Ti devices discussed individually. This involves a characterisation of the devices

in their pristine and electroformed states through a combination of TEM, STEM,

EELS and EDX. The purpose of this is to first provide a time-zero of the devices

before any electroforming steps are applied. This is followed by an analysis of the

devices after +15 V and -15 V electroforming with a current compliance of 1 mA.

From this, the electrical stress induced structural dynamics of each device is studied.

The Ti and Au devices are discussed first with the view that each device can provide

insight into the structure of the Au-Ti device. In particular, consideration is given

to the electrode/SiOx interfaces and the SiOx microstructure.
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9.3 Part II: Background & Literature
Over the past decade a wealth of different RRAM devices and structures have been

studied to replace FLASH memory, which is at its limit of optimisation [126]. In

this regard, silicon oxide based RRAM devices present a number of important qual-

ities that make them an attractive candidate for future memory technologies. To

begin with, silicon oxide devices are CMOS compatible, allowing easier integration

into current microelectronic systems. Furthermore, silicon oxide is an incredibly

abundant material reducing the possibility of issues with scarcity or spiraling costs.

Perhaps the most interesting feature of silicon oxide RRAM devices is their ability

to operate under a number of resistive switching mechanisms. In the first part of this

thesis, a case study of Ag-SiO2-Pt RRAM devices was carried out where the ECM

mechanism is prevalent. As such, an in depth discussion of the ECM mechanism

can be found in section 4.3. The other important resistive switching mechanism

is the VCM mechanism, which will be discussed in this section with regard to the

Au-Ti, Ti and Au devices characterised in this part of the thesis. A review of other

resistive switching mechanisms can be found in the literature [9].

9.3.1 VCM mechanism in SiOx RRAM devices

VCM memory cells can have the same (active/top electrode) metal-insulator-metal

(ohmic/bottom electrode) structure as used in ECM memories. However, there are

different requirements on the properties of the metals used, where instead they are

selected for their oxygen affinity and workfunction. More specifically, the active

electrode is selected to have a low O affinity, whilst the ohmic electrode can be of

the same metal (symmetric RRAM device) or have a high O affinity (asymmetric

RRAM device). The dielectric layer is then chosen for the potential of ion and elec-

tron mobility. This brings with it an important distinction between VCM memories

and ECM memories, where in VCM memories the active electrode metal does not

incorporate into the SiOx layer. For this work Au was selected as the active elec-

trode metal, though it should be noted that other candidates such as Pt have been

studied extensively [59].

With the pristine RRAM device initially in an insulating state, an electroform-
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ing process is first applied to form a conductive filament or path within device oxide

layer [127]. In VCM devices, this is typically achieved through the application of

a negative bias at the active electrode, resulting in the generation of O−2 ions. The

O−2 ions are understood to migrate and accumulate at the ohmic electrode which

has the same or higher O affinity. This is due to the electric field gradient and field

assisted diffusion. Electron transport then occurs through the oxide layer via trap

assisted tunnelling though the defect states in the oxide layer, such as O vacancies

or other intrinsic defect traps. It should be noted that the occurrence of the VCM

mechanism is interesting as the O vacancy determined conductive filament/path is

intrinsic to the properties of SiOx. In extreme cases it has been observed that a

filament of Si nano-crystals is formed instead during the this process [128].

Resistance switching has been studied in amorphous silicon sub-oxide (SiOx)

very extensively, with the ECM and VCM mechanisms each shown to occur [13,

60, 129, 128]. The use of SiOx (with x ≈ 1.95) in this study is to artificially create

an oxygen vacancy rich environment in the dielectric layer. This results in defect

states in the SiOx band gap, which have been shown to occur at Fermi level positions

approximately 1.6 eV below the SiO2 CBM [130]. The vacancies subsequently

behave as electron trap centres through which electrons can tunnel across the oxide

layer via trap-assisted tunnelling mechanism [129]. In this case, the Fermi level

of the metal relative to the SiOx band gap, and the subsequent bias applied, will

determine the probability of electron transport in this way. A current compliance is

typically used during electroforming to prevent a hard dielectric breakdown of the

oxide layer.
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9.3.2 O Vacancy Generation and Electron Transport in SiOx

RRAM devices

Figure 9.1: Schematic showing the O vacancy generation process. A) two electrons trap at
an intrinsic wide angle (> 132° O-Si-O bond. B) The trapped electrons lead
to the lengthening and weakening of an Si-O bond. C) The Si-O bond breaks
leaving two electrons trapped in a three coordinated Si atom. D) An O vacancy
is formed after the O−2 interstitial diffuses away

It was mentioned above that O−2 ions and O vacancies are produced during the

electroforming phase. This process has been studied where a mechanism involving

intrinsic electron traps in SiO2 is suggested (see Fig. 9.1). In this case, DFT calcula-

tions show that electrons may trap at intrinsic wide angle O-Si-O bonds (>132 °) at

Fermi energies of approximately 3.2 eV below the SiO2 CBM [125]. From this, Si-

O bonds are weakened leading to reduced barriers for O vacancy generation [131].

In this case, a 0.4 eV barrier is required to break the initial Si-O bond and a 0.7 eV

barrier to form the O vacancy and O−2 interstitial. The concentration of the wide

angle traps was estimated to be ≈ 1019cm−3, whilst their presence was experimen-

tally confirmed though optical absorption measurements [125]. For this mechanism

to occur in the devices in this study, the Fermi energy of the active electrode metal

(Au-Ti, Au and Ti) becomes a controlling factor in the O vacancy generation pro-

cess. The workfunctions of Au and Ti are 5.10 eV and 4.33 eV respectively, whilst

the SiO2 CBM is found at 0.75 eV below vacuum level [132]. This crudely puts the

Au and Ti Fermi levels at 4.35 and 3.58 eV below the SiO2 CBM assuming there

are no major shifts due to band bending and contact potential. The application of a

negative potential to a metal raises its Fermi level due to additional electrons filling

previously empty states. As a result, it is consistent to suggest that applying a neg-

ative bias to Au and Ti will raise their respective Fermi levels to the 3.2 eV below
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the SiO2 CBM required to generate O vacancies through the suggested mechanism.

DFT calculations also show that O vacancies trap electrons at Fermi energies of

approximately 1.6 eV below the SiO2 CBM. It is expected that, as a more negative

bias is applied to either Au or Ti, the Fermi level of each metal will shift towards

1.6 eV below the SiO2 CBM. This subsequently increases the probability of electron

injection into the vacancy sites, and therefore transport across the SiO2 layer. In the

case of SiOx, it is expected that the increased number of O vacancies will facilitate

electron transport through this mechanism.
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9.4 Methods
The objective of this part of the thesis is to characterise the Ti, Au and Au-Ti devices

with a view of understanding their operation as a computer memory. The growth

process of each device is described in detail in section 3.2.3. The devices were

then electroformed, where the voltage was increased across the device from 0 V

to +15 V (positive electroformed) or -15 V (negative electroformed) and back to 0

V in increments of 0.05 V. In each case, the bias was applied at the top electrode

with the bottom electrode (Mo) kept grounded. The current compliance for each

electroforming sweep was set to 1 mA. The current compliance is used to ensure that

hard dielectric breakdown of the devices does not occur. Three TEM lamellas were

prepared from each of the Ti, Au and Au-Ti devices with one taken from a pristine

device, one taken from a positive electroformed device and one from a negative

electroformed device. TEM lamellas were prepared using an FEI Helios Nanolab

600 focused ion beam after the deposition of a protective Pt layer as described in

section 3.3.3.

The TEM lamellas were then characterised using a combination of TEM,

STEM, EELS and EDX. In each case, measurements were carried out using a FEI

Titan S/TEM microscope. An in depth discussion of the FEI Titan microscope and

its use can be found in Chapter 3. Before measurements, the TEM lamellas were

cleaned in an O:Ar plasma for up to 5 minutes. An acceleration voltage of 200

kV was used to maximise the resolution of the images, whilst minimising the dam-

age caused by the high energy electrons. A camera length of 195 mm was used

for all STEM images and 60 mm for all EELS measurements. The reduced camera

length for EELS spectra was used to maximise the electron counts (discussed in sec-

tion 3.3.2). EEL spectra were acquired using a Gatan imaging filter (GIF) Tridiem

detector with a 2.5 mm aperture, a collection semi-angle of 26 mrad and a beam

convergence semi-angle of 14 mrad unless otherwise stated. The acquisition time

for EELS measurements was set to values between 50 and 250 ms per pixel. Before

each measurement, different acquisition times were tested in a separate region to

maximise the EELS signal to noise ratio whilst ensuring minimal damage to the
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device. Damage was tested by taking STEM images of the test regions before and

after the test EELS measurements. This appears in STEM as changes in contrast,

resolution and structural features. All data processing was carried out using the

Digital Micrograph software. A first degree log polynomial background was used

to best fit the EELS spectra as discussed in section 3.3.2.2. EDX measurements

were taken using an EDAX (Model: TOPS 30 OST) EDX detector as discussed in

section 3.3.2.3. For each EDX measurement, the electron beam current was raised

until the EDX counts were approximately 800 to 1000 counts per second for the

Si K peak. Subsequently, a low dwell time of 1 ms was used to acquire the EDX

spectrum using a continuous raster scanning pattern.

9.4.1 EELS Fine Structure

Chemical analysis through electron microscopy can be a very powerful tool to char-

acterise materials at the microscopic scale. EELS in particular not only allows the

presence of different elements to be detected through the generation of an edge in

an EEL spectrum, the edge itself contains characteristic information about the bind-

ing and local structure of each element detected. As discussed in section 3.3.1.4, an

EELS edge occurs at the energies required to excite electrons into unoccupied states.

These energies are characteristic to the local bonding environment of the element

being detected. In this work, EELS is used to measure the Si L2,3, Ti L2,3 and O

K edges, where the ’fine structure’ characteristics of each edge allows a qualitative

assessment of local chemistry.

Fig. 9.2 shows EELS spectra measured for a TiO2/SiO2 thin film stack [133].

The top curve corresponds to the EEL spectra summed across the TiO2/SiO2 stack,

whilst middle and bottom curves show EEL spectra taken at the TiO2 and SiO2 lay-

ers, respectively. The top and middle curves (containing TiO2) show the presence of

an O K edge prepeak which is formed when O binds with transition metal d-states.

More specifically, the prepeak is due to the excitation of electrons into unoccupied

O 2p - Ti 3d hybridised states [134]. It is important to note that this prepeak is

not observed in the bottom curve corresponding to SiO2. The O K edge prepeak has

also been shown to occur when O binds to Mo through excitation into unoccupied O
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2p - Mo 4d hybridised states [135]. As such, the presence of the O K edge prepeak

allows O in an SiOx environment to be distinguished from O in TiOx and MoOx

environments. This differentiation is used extensively in this work as an invaluable

method to detect transition metal oxide inside the SiOx layers in the devices.

Figure 9.2: EELS spectra of the Ti L2,3 and O K edges taken on a TiO2/SiO2 stack. The top
curve corresponds to the total EELS spectrum summed across the TiO2/SiO2
stack, the middle curve is the sum of EELS spectra taken at the centre of the
TiO2 layer and the bottom curve is the sum of spectra taken at the centre of the
SiO2 layer. [133]

Fig. 9.3 shows the Si L2,3 edge measured across an interface between Si and

SiO2, where the Si L2,3 edge onset is seen to shift from 99.8 eV for pure Si to

106 and 108 eV for SiO2 [136]. The cause of this shift is due to changes in the

local bonding of Si, where Si in pure Si is in the Si0+ oxidation state compared to

the Si4+ oxidation state in SiO2. This allows the presence of reduced SiOx to be

detected through the analysis of the Si L2,3 edge fine structure and the presence of

any shoulders at the edge onset.

A similar analysis can be obtained for the Ti L2,3 and O K edges as shown on

Fig. 9.4, where it can be seen that the positions and ratios of each edge changes with

the stoichiometry of TiOx [137]. The cause of again is that the oxidation states of
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Figure 9.3: EELS spectra of the Si L2,3 edge taken across a SiO2/Si interface. The bottom
curve (1) corresponds to the EELS spectrum measured in SiO2, whilst the top
curve (5) is measured in a Si region. The intermediate spectra (2-4) represent
SiOx regions of decreasing O content, respectively. [136]

Ti and O are changing in each case. An important observation is the trend that the

Ti L2,3 edge onset energy increases to higher energies from TiO to TiO2, providing

a qualitative measure of the Ti oxidation state.
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Figure 9.4: EEL spectra of the a) Ti L2,3 edge and b) O K edge measured for TiOx where x
= 1 ≤ x≤ 2. [137]
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9.4.2 Average Scan

A major consideration when collecting EELS data is the damage to the sample

caused by the electron beam. This changes the local chemistry of the sample and

results in an alteration of the corresponding EELS signal. To combat this problem

an ’average scan’ was introduced to accurately and effectively characterise the de-

vices. The average scan involves sweeping the electron beam horizontally during

a single scan to spread the damage caused by a long EELS acquisition time. This

drastically improves signal to noise ratio of the EELS measurements, allowing the

fine structure of the EELS edges to be more clear and comparable.

Fig. 9.5. shows a HAADF image of the Ti-SiOx-Mo device, where a horizontal

white 80 nm long line can be seen at the Ti/SiOx interface. For each average scan

measurement, an EELS acquisition time of 10 s was selected and the beam was

swept horizontally over an 80 nm line to give the average EELS signal (shown by

the white line on Fig. 9.5). This allows measurements to be taken in regions such

as the metal/SiOx interfaces, as well as horizontal regions of a fixed distance from

each interface.

Figure 9.5: HAADF image of a Ti-SiOx-Mo RRAM device. The horizontal white line
marks the region at the Ti/SiOx from which an EELS average scan is taken



Chapter 10

Ti-SiOx-Mo (Ti)
RRAM device
10.1 Introduction
The Ti-SiOx-Mo (Ti) device does not exhibit repeatable resistive switching, and as

a result, will perform poorly as a computer memory. Instead, the electroforming

process in the Ti device is studied to provide a more complete understanding of the

Au-Ti-SiOx-Mo device (Au-Ti). As such, it is key to understand the similarities

and differences between the Ti and Au-Ti devices to determine which properties of

the Ti device are important to study. A fabrication summary of both devices can

be found in section 3.2.3. The SiOx layer for both devices was grown using the

same reactive sputtering technique, however, the nature of the Mo and Ti layers

differ greatly. In the Au-Ti device, the Mo layer is grown to have increased sur-

face roughness through magnetron sputtering. This is thought to lead to columnar

structure in the SiOx layer, impacting the transport mechanisms across the device

[15]. Furthermore, the Ti layer is applied as a wetting layer to improve adhesion

between the Au and SiOx layers. As a result, the Ti layer is very thin (5 nm) making

a characterisation of the Ti/SiOx interface very difficult due to the high levels of

roughness.

The Mo layer in the Ti device is grown via thermal evaporation to have minimal

roughness, allowing a more accurate study of the SiOx/Mo interface. The reduced

roughness of the SiOx/Mo interface is expected to translate to a smoother Ti/SiOx

interface, subsequently allowing a more accurate characterisation. As a result, the Ti
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device allows both the metal-oxide interfaces in the Au-Ti to be characterised more

accurately, potentially providing insight into device operation. Of particular interest

is the oxidation of the Ti and Mo layers at the interface as well as the determination

of, if any, metal incorporation into the SiOx layer. This is the key area of interest in

this chapter, where metal incorporation suggests that the Ti device operates under

the ECM mechanism (discussed in detail in Part I of the thesis). In ECM devices,

metal incorporates into the dielectric layer to form a conductive filament. Electron

transport is then facilitated by the conductive filament to provide a low resistance

state. Additionally, the microstructure of the SiOx layer is another important area

to investigate. Specifically, the presence and nature of columnar structure is of

particular interest. The added benefit of studying the Ti device, with comparatively

smoother interfaces that the Au-Ti device, is that the effect of Mo roughness on the

SiOx microstructure can be probed.

In this chapter, the methods described in section 9.4 are used to characterise

the Ti device in its pristine and electroformed states. This involves a combination

of STEM and EELS to understand the microstructure of the pristine device post

fabrication. The same combination of STEM and EELS is then used to characterise

the devices after positive ( +15 V, 1 mA current compliance) and negative ( -15 V, 1

mA current compliance) electroforming to provide a direct comparison. From this,

it is intended that the chemical changes observed post stressing will give insight

into the structural dynamics due to electrical stress that occurs in the Au-Ti device

and SiOx devices in general.

10.2 Pristine Ti-SiOx-Mo (Ti) RRAM device

10.2.1 HAADF Analysis

Fig. 10.1 shows a HAADF STEM image of the pristine Ti device, where the thick-

ness of the Mo, SiOx and Ti layers are measured to be approximately 70 nm, 25 nm

and 80 nm, respectively. Comparing these thicknesses to the values expected from

fabrication (65 nm, 25 nm and 85 nm, respectively) shows that, whilst the reactive

sputtering technique gives an accurate deposition rate and thickness, the thermal
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evaporation method is inaccurate with the Mo and Ti layers having an error of +5

nm and -5 nm, respectively. It should be noted that the Mo and Ti layers each have

a high degree of roughness adding uncertainty into the measurement. Fig. 10.1 also

shows that the roughness at the SiOx/Mo interface is seen to shape the SiOx layer,

which has a very constant thickness across the device. This leads to the roughness

at the SiOx/Mo interface projected at the Ti/SiOx interface. The patterning effect

is discussed in more detail for the Au-Ti device, where the increased roughness

exaggerates the effect (see section 12.2.1).

Figure 10.1: HAADF image of the pristine Ti device

Fig. 10.2 shows that the Mo layer contains very long and thin columns. The

columnar structure can be seen to form during the initial phases of Mo growth,

where some columns begin to dominate over others as growth continues. The

roughness of the Mo layer is found to be a result of the columnar structure, where

the peaks of the Mo layer occur at the column bulk positions and the troughs oc-

cur where the columns coalesce. The low HAADF intensity regions in between

the columns suggests that the column boundaries contain considerably less mate-

rial than the column bulk. The two horizontal red lines on Fig. 10.2 represent the

min/max of the Mo layer roughness, which was found to give the min/max rough-

ness to be 11 nm.

The columnar structure and roughness of the Mo layer leads to columnar struc-

ture and patterning of the SiOx layer. From Fig. 10.3, this effect is shown to occur

very distinctly at the troughs of the SiOx/Mo interface. At the trough locations
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Figure 10.2: HAADF image of the Mo layer in the Ti device. The horizontal red lines mark
the minimum and maximum heights of the interface, from which the min/max
roughness is measured to be 11 nm

shown on Fig. 10.3a (marked by blue arrows), very dark or very bright boundaries

are formed in the SiOx layer shown more clearly on Fig. 10.3b. The width of these

boundaries is seen to vary greatly in the device with little correlation found between

the trough width and boundary width. The height of the boundaries is also vari-

able with some propagating a few nm into SiOx and others spanning the entire SiOx

layer. The normalised intensity profile taken along the SiOx layer, marked by the

vertical red lines on Fig. 10.3b, is shown on Fig. 10.3c. The four largest spikes in

the intensity (marked with blue arrows) each occur at trough regions at the SiOx/Mo

interface. Three of these spikes correspond to the intensity of the SiOx layer being

significantly reduced, where the intensity drops to as low as 10 %. In HAADF im-

ages, a major contributor to the intensity (or brightness) is Z-contrast as discussed in

section 3.3.2.1. A 90 % drop in intensity therefore suggests the SiOx layer contains

low-density regions or even voids at the SiOx/Mo interface troughs. Conversely,

one spike shows that the intensity of a boundary spanning the SiOx layer is consid-

erably increased. In this case, it is suggested that the boundary contains metal that

has incorporated into the void boundary, locally increasing the density.

Fig. 10.4 shows a similar HAADF image where a large dark region is formed in

the SiOx layer at a trough in the SiOx/Mo interface. Fig. 10.4c shows the normalised

intensity of the SiOx layer within the vertical red lines marked on Fig. 10.4b. It can

be seen that the HAADF intensity drops significantly to 2.3 % compared to the

brightest point in the SiOx profile and 4.4 % compared to the mean intensity of the

SiOx profile. Again, such a drastic drop suggests that this region is a void due to the
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Figure 10.3: HAADF image of the Ti device showing the effect of the SiOx/Mo interface
roughness on SiOx microstructure. a) HAADF image of the Ti device, b)
HAADF image of the Ti device with the intensity limits adjusted to elucidate
the SiOx layer. The vertical red lines mark the region the normalised HAADF
intensity profile c) is taken. The blue arrows show the position of peaks in
the normalised HAADF intensity occur at trough positions in the SiOx/Mo
interface

small likelihood of such a low density SiOx occurring. Also from Fig. 10.4b, bright

conical regions can be seen in the SiOx layer at the Ti/SiOx interface. The bright

regions protrude from troughs in the Ti layer, which in turn are located at troughs

in the Mo/SiOx interface. The cause of the bright regions is expected to be due to

Ti incorporating into SiOx to partially fill void areas.

Fig. 10.5 shows a HAADF STEM image of the Ti electrode. From this the

Ti layer is seen to be polycrystalline. The min/max roughness of Ti at the Ti/SiOx

interface was measured to be 7 nm.
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Figure 10.4: HAADF analysis of the Ti device showing the presence of a void region lo-
cated at a large trough at the SiOx/Mo interface. a) HAADF image of the Ti
device, b) HAADF image of the Ti device with the intensity limits adjusted to
elucidate the SiOx layer. The vertical red lines mark the region the normalised
HAADF intensity profile c) is taken. The blue arrows show the normalised
HAADF is significantly reduced at the trough position in the SiOx/Mo inter-
face

Figure 10.5: HAADF image of the Ti layer, showing the layer is polycrystalline
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10.2.2 EELS Analysis

Characterisation of the pristine Ti device was continued through EELS measure-

ments. Results are shown on Fig. 10.6, where b) to d) give image maps of the

extracted EELS Ti L2,3, O K and Si L2,3 edges respectively. The vertical blue lines

on Fig. 10.6 mark the region from which the line profile shown on Fig. 10.7 is taken.

The same methods and markings are used for all EELS measurements discussed in

this chapter.

Figure 10.6: EELS data for the pristine Ti device. a) shows a HAADF image of the device
where an EELS measurement is taken within the orange box. The extracted
Ti L2,3, O K and Si L2,3 edge maps are shown in b) - d) respectively

The Ti image map on Fig. 10.6b shows that the Ti layer has approximately

9 nm of roughness. The patterning of the Ti layer can be seen in the Si image

map, where the respective troughs align. Interestingly, to the left of the EELS mea-

surement, the HAADF image shows a column of bright intensity in the SiOx layer

spanning from Mo to Ti. This region can be seen to occur at a trough of the Ti/SiOx

interface. In the same region, the O and Si image maps c) and d) respectively show

reduced intensity at the column region. This suggests that the bright column is

likely due to metal incorporation.

Fig. 10.7 shows that the O K edge is detected in the Ti layer before the Si L2,3
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Figure 10.7: Line profile of the Ti L2,3, O K and Si L2,3 edges for Ti device taken within
the blue vertical lines marked in Fig. 10.6

edge. From this, it is determined that approximately 2.4 nm of Ti is oxidised along

the Ti/SiOx interface. It should also be noted that the counts for O and Si in SiOx

are highest near the Ti layer and reduce towards Mo. This is suggested to be a result

of a number of factors beginning with the patterning of SiOx onto Mo. The HAADF

images of the pristine Ti device show void (or low density) regions form at troughs

in the SiOx/Mo interface. This in turn would lead to a reduction in EELS counts

near Mo. Additionally, as Ti scavenges O from SiOx to form TiOx, O is expected to

accumulate near Ti increasing the counts near the Ti/SiOx interface.

A separate EELS measurement was taken to analyse the O K edge prepeak,

which is formed when the O p-states interact with metal d-states (as discussed in

section 9.4.1). This allows the O K edge counts from SiOx to be separated from

transition metal oxide states. Fig. 10.8 shows an EELS measurement where the Ti

L2,3, O K (total), O K prepeak (OPre) and O K SiOx (OSi) edges are extracted. From

this, it can be seen that both Ti and Mo are oxidised at the interfaces (Fig. 10.8d).
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The corresponding line profiles (Fig. 10.9), show the Ti electrode is considerably

more oxidised than Mo.

Figure 10.8: EELS data for the pristine Ti device. a) shows a HAADF image of the device
where an EELS measurement is taken within the orange box. The extracted
Ti L2,3, O K (total), O K prepeak (OPre) and O K SiOx (OSi) edge maps are
shown in b) - e) respectively
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Figure 10.9: Line profile of the Ti L2,3, O K (total), O K prepeak (OPre) and O K SiOx (OSi)
edges for Ti device taken within the blue vertical lines marked in Fig. 10.8

Fig. 10.10 shows the results of average scans (see section 9.4.2) of the Ti L2,3
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and O K edges along the Ti/SiOx interface, and inside the SiOx layer in increments

of 2 nm from Ti. The results confirm the Ti electrode is highly oxidised given the

presence of the O K edge prepeak at the Ti/SiOx interface. Ti is detected in the SiOx

layer, where the intensity of the Ti L2,3 edge gradually decreases until only traces

are detected 10 nm from the Ti/SiOx interface. No Ti L2,3 signal was detected 12

nm into SiOx from the Ti layer. Analysis of the Ti L2,3 edge fine structure shows

that two trends occur as scans are taken in SiOx away from the Ti/SiOx interface.

Firstly, the Ti L2,3 edge onset gradually shifts up in energy from 452 eV (Ti/SiOx

interface) to 459 eV (10 nm in SiOx below Ti). Secondly, the ratio of the Ti L2 edge

and the Ti L3 edge counts changes further into SiOx. The L2 edge is initially higher

in magnitude than the L3 edge at the Ti/SiOx interface. The L3 and L2 edges then

tend towards equal magnitude as the average scans are taken incrementally away

from Ti. As a result, the L2 and L3 edge have an equal number of counts 8 nm into

SiOx. The changes in edge onset energy and peak height ratio show that Ti is more

oxidised the further it is detected into SiOx (see section 9.4.1).
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Figure 10.10: EELS spectra taken across the Ti/SiOx interface and up to 10 nm into the
SiOx layer. Measurements in the SiOx layer were taken in increments of
2 nm away from the Ti/SiOx interface measurement. For each spectra, the
average scan method as described in section 9.4.2 was used to collect the
data.
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10.3 Electroformed Ti-SiOx-Mo (Ti) RRAM device

10.3.1 IV curve

To determine the IV characteristics of the Ti device, four Ti devices were each swept

under a positive bias (+15 V) and another four under a negative bias (-15 V). For

each sweep, the voltage was increased from 0 V to +15 V or -15 V, respectively,

and back to 0 V in increments of 0.05 V. The current compliance for each sweep

was set to 1 mA to prevent a hard dielectric breakdown of the devices. The IV

characteristics for both positive and negative electroforming were very repeatable

showing consistency across devices. TEM lamellas were prepared for one positive

electroformed device and one negative electroformed device, with the respective IV

curves shown on Fig. 10.11.
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Figure 10.11: IV curves of the Ti device after positive (blue) and negative (orange) electro-
forming.

Under a positive bias, a non-linear rise in the current is seen as the voltage is

increased from 0 to 2 V. The current then remains relatively constant at 10−7A as

the voltage is increased to 11 V. The current then increases drastically as the voltage
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is increased from 11 V until it reaches the 1 mA current compliance at 13.7 V. As

the voltage is swept back to 0 V the current measured remains at 1 mA marking a

clear change in the resistance of the device. Under a negative bias, a sharp rise in

the current is detected until -2.6 V. Interestingly, the current then decreases as the

voltage is increased further dropping from 1.8x10−6A at -2.6 V to 1.1x10−6A at -6

V. Subsequently, the current rises sharply to the 1 mA current compliance reaching

saturation at -9.6 V. Again, the current remains at 1 mA as the voltage is swept back

to 0 V marking a clear resistance change.

Comparing the Ti device under positive and negative electroforming, the 1 mA

current compliance was reached at 13.7 V and -9.6 V, respectively. This difference

suggests that the mechanisms involved in the soft dielectric breakdown of the de-

vice under each bias is markedly different. The cause of this difference is expected

to be due to a combination of factors beginning with the electron transport into de-

fects within the device under bias. In this case, a positive or negative bias has an

opposite effect on the Fermi level of the Ti electrode relative to the SiOx band gap.

Under a positive bias, the Fermi level shifts downwards with respect to the band

gap compared to an upward shift for a negative bias. This in turn affects the prob-

ability of electron and hole injection from the Ti electrode into defects in the SiOx

layer. However, the exact mechanisms are unclear without a characterisation of the

devices. The metal-oxide interfaces and the subsequent charging of the interfaces

under bias are expected to play a significant role. In a similar fashion, the polarity of

the bias is also expected to determine if electrode metal incorporates into the SiOx

layer. This is because Ti usually adopts positive charge states, and is only expected

to incorporate under a positive bias [138].

10.3.2 Positive electroformed Ti Device

Fig. 10.12 shows a HAADF image of the positive electroformed Ti device. From

this, it can be seen that there still exist dark regions at the trough locations at the

SiOx/Mo interface. However, a much higher concentration of bright regions can be

seen protruding from the Ti/SiOx interface compared to the pristine device. This is

indicative of additional Ti diffusing into SiOx as a result of positive electroforming.
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In some cases these bright regions span the SiOx layer, though it is important to note

that this may also be due to Mo incorporation from the SiOx/Mo interface.

Figure 10.12: HAADF image of the positive electroformed Ti device. Dark regions in the
SiOx layer are marked at the troughs of the SiOx/Mo interface whilst bright
regions in the SiOx can be seen at the Ti/SiOx interface.

Fig. 10.13 shows the results of an EELS measurement on the positive elec-

troformed Ti device, where the extracted Ti L2,3, Si L2,3 and O K edges are shown

on b) through d). Fig. 10.13a shows a HAADF image of the device, where the

EELS measurement is taken within the orange box. From Fig. 10.13a it can be

seen that the measurement is taken in a region where there is a large trough in the

SiOx/Mo interface. The vertical blue lines on Fig. 10.13 mark two regions (R1 and

R2) where line profiles of the Ti L2,3, Si L2,3 and O K edges are taken and shown on

Fig. 10.14. In this case, R1 marks a relatively smooth region of the SiOx/Mo inter-

face, whilst the large trough occurs in R2. Comparing R1 and R2, the line profiles

on Fig. 10.14 show the trough region is filled with Si and O, with the Si L2,3 and

O K edge counts dropping to between 20 and 40 % of the SiOx bulk. Interestingly,

the Ti incorporation at each region is very similar, where Ti can be measured up

to 15 nm into SiOx. From R2 in the extracted Ti L2,3 image map (Fig. 10.13b),

Ti can be seen to protrude into SiOx in the form of a thin rod from a trough of the

Ti/SiOx interface. This is suggested to be Ti filling a columnar boundary in SiOx,
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which is formed from the trough of the SiOx/Mo interface. Multiple less intense

rods can also be seen protruding from the Ti/SiOx interface again appearing to form

filaments in SiOx.

Figure 10.13: EELS data for the positive electroformed Ti device. a) shows a HAADF
image of the device where an EELS measurement is taken within the orange
box. The extracted Ti L2,3, Si L2,3 and O K edge maps are shown on b) - d)
respectively. The blue lines mark two regions (R1 and R2) from which the
lineprofiles shown on Fig. 10.14 are taken.

Figs. 10.15 and 10.16 show an EELS measurement of Ti L2,3 and O K edges

taken for the positive electroformed Ti device. In this case, the O K edge contribu-

tion to the EELS spectrum is separable into the O K edge prepeak component and

the O K edge from SiOx component. Fig. 10.15a shows a HAADF image of the Ti

device, where the EELS measurement is taken within the orange box. The extracted

Ti L2,3, O K edge (total), O K edge prepeak and O K edge for SiOx image maps

are shown on b) through e) respectively. The blue lines on b) through e) mark the

regions from which the line profiles on Fig. 10.16 are shown.

The results show the Ti electrode is oxidised at the Ti/SiOx interface, with the

O K edge prepeak image map suggesting between 5 to 10 nm of the Ti electrode

is oxidised (compared to 2.4 nm for the pristine device). The Ti line profile shown



10.3. Electroformed Ti-SiOx-Mo (Ti) RRAM device 210

0 10 20 30

Y axis (nm)

-0.2

0

0.2

0.4

0.6

0.8

1

N
o

rm
a
li

se
d

 C
o

u
n

ts

R2

Ti L
2,3

Si L
2,3

O K

0 10 20 30

Y axis (nm)

-0.2

0

0.2

0.4

0.6

0.8

1

N
o

rm
a
li

se
d

 C
o

u
n

ts

R1

Ti L
2,3

Si L
2,3

O K

Figure 10.14: Line profiles of the Ti L2,3, Si L2,3 and O K edges for positive electroformed
Ti device taken within two regions (R1 and R2) marked by the blue vertical
lines on Fig. 10.13

Figure 10.15: EELS data for the positive electroformed Ti device. a) shows a HAADF
image of the device where an EELS measurement is taken within the orange
box. The extracted Ti L2,3, O K (total), O K prepeak (OPre) and O K SiOx

(OSi) edge maps are shown on b) - e) respectively. The blue lines mark the
region from which the lineprofiles shown on Fig. 10.16 are taken.
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Figure 10.16: Line profiles of the Ti L2,3, O K (total), O K prepeak (OPre) and O K SiOx

(OSi) edges for the positive electroformed Ti device taken within the blue
vertical lines marked on Fig. 10.15

on Fig. 10.16 is taken at a region where Ti has incorporated into SiOx, showing Ti

has incorporated at least 15 nm into SiOx. The features of the Ti L2,3 and O K edge

prepeak image maps are very similar, suggesting that the Ti that has incorporated

into SiOx is oxidised. Furthermore, the O K edge prepeak is seen throughout the

SiOx layer, where the counts at 15 nm into SiOx (region where Ti L2,3 edge drops

to 0%) is 6 % compared to those at the Ti/SiOx interface. This signal remains near

6 % until 20 nm from the Ti/SiOx interface where it increases toward the SiOx/Mo

interface. The total O K edge prepeak counts at the SiOx/Mo interface are 30 %

of that measured at the Ti/SiOx interface. This suggests that Mo incorporates into

the SiOx layer and is subsequently oxidised, whilst Mo electrode is also oxidised.

With the O K edge prepeak being detected across the whole SiOx layer, it can be

suggested that the low resistance state is a result of TiOx and MoOx formation in

SiOx. It is also important to note that the total O K edge signal across the SiOx bulk
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is 20 % lower than at the Ti/SiOx interface, showing the accumulation of O in the

Ti/SiOx interface region.

Fig. 10.17 shows the results of average EELS scans (see section 9.4.2) taken

for the positive electroformed Ti device along the Ti/SiOx interface and in the SiOx

layer. Scans were taken for the Ti L2,3 and O K edges up to 18 nm into SiOx at

increments of 2 nm away from the Ti/SiOx interface. Fig. 10.17 shows the EELS

spectra detected up to 12 nm into SiOx from the Ti/SiOx interface, where the Ti

L2,3 edge is clearly discernible. The Ti L2,3 edge was subsequently detected up to

16 nm, where only trace signal was detected and could not be discerned at 18 nm.

Compared to the pristine device, where no Ti L2,3 signal was measured at 12 nm,

the results show additional Ti incorporates into SiOx during positive electroforming.

Furthermore, the Ti L2,3 counts at each depth compared to the Ti/SiOx inter-

face are considerably higher in the positive electroformed device compared to the

pristine (see Fig. 10.23 for a direct comparison). Interestingly, the edge onset of the

Ti L2,3 signal has constant energy from 2 nm into SiOx through to 12 nm into SiOx.

This suggests the oxidation state of Ti is itself relatively constant. This is different

to the pristine device, where the Ti L2,3 edge onset shifts upwards in energy deeper

into SiOx. This suggests that not only is additional Ti incorporated into SiOx during

electroforming, more O is scavenged from SiOx to reduce Ti. This includes the Ti

that is incorporated post fabrication and the Ti that is incorporated due to positive

electroforming.



10.3. Electroformed Ti-SiOx-Mo (Ti) RRAM device 213

460 480 500 520 540 560 580

EELS Energy Loss (eV)

0

0.2

0.4

0.6

0.8

1

C
o

u
n

ts

Ti/SiO
x
 interface

2 nm below interface

4 nm below interface

6 nm below interface

8 nm below interface

10 nm below interface

12 nm below interface

Figure 10.17: EELS spectra taken across the Ti/SiOx interface and up to 12 nm into the
SiOx layer for the positive electroformed Ti device. Measurements in the
SiOx layer were taken in increments of 2 nm below the Ti/SiOx interface
measurement. For each spectra, the average scan method as described in
section 9.4.2 was used to collect the data.
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10.3.3 Negative Electroformed Ti Device

Fig. 10.18 shows the results of an EELS measurement taken for the negative elec-

troformed Ti device, where extracted Ti L2,3, Si L2,3 and O K edges are given on

b) through d). Fig. 10.18a shows a HAADF image of the device, where the EELS

measurement is taken within the orange box. The blue lines mark the regions the

line profiles shown on Fig. 10.19 are taken.

Figure 10.18: EELS data for the negative electroformed Ti device. a) shows a HAADF
image of the device where an EELS measurement is taken within the orange
box. The extracted Ti L2,3, Si L2,3 and O K edge maps are shown on b) - d)
respectively. The blue lines mark the from which the lineprofiles shown on
Fig. 10.19 are taken.

The HAADF image shows the EELS measurement is taken in a region of high

SiOx/Mo interface roughness, where two large troughs can be seen. The extracted

Ti L2,3 edge map on Fig. 10.18b shows the Ti electrode patterns to the troughs at

the SiOx/Mo interface. However, no Ti signal is detected in the SiOx layer at these

regions. This suggests that any Ti incorporated into SiOx is below the detection

limit of the measurement marking a clear difference to the positive electroformed

device. Fig. 10.19 shows the O K edge is detected between 4 and 5 nm either side
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of the Si L2,3 edge. This suggests that approximately 4 to 5 nm of the Ti/SiOx and

SiOx/Mo interfaces are oxidised. The O K edge is also seen to be at a maximum

at the Ti/SiOx interface, reducing across SiOx with an almost constant gradient to

75 % at the SiOx/Mo interface. This is similar to the positive electroformed device,

showing O scavenging by the Ti at the Ti/SiOx interface.
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Figure 10.19: Line profiles of the Ti L2,3, Si L2,3 and O K edges for negative electroformed
Ti device taken within the region marked by the blue vertical lines on Fig.
10.18

Figs. 10.20 and 10.21 show an EELS measurement of Ti L2,3 and O K edges

taken for the negative electroformed Ti device. Fig. 10.20a shows a HAADF image

where the EELS spectrum is taken within the orange box. The extracted Ti L2,3, O

K edge (total), O K edge prepeak and O K edge for SiOx image maps are shown on

b) through e) respectively. The blue lines on b) through e) mark the regions from

which the line profiles on Fig.10.21 are shown. From Fig. 10.21, it can be seen that

the Ti L2,3 signal counts reduce to 0% 6 nm into SiOx (compared to 15 nm for the

positive electroformed device). Similarly, whilst the O K edge prepeak image map
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and line profile shows the Ti and Mo electrodes are both oxidised, the O K edge

prepeak counts reduce to near 0% in the SiOx bulk suggesting metal oxide does not

form in the SiOx bulk. Instead, it is suggested that the low resistance state is due to

electron injection into O vacancies in the SiOx layer.

Figure 10.20: EELS data for the negative electroformed Ti device. a) shows a HAADF
image of the device where an EELS measurement is taken within the orange
box. The extracted Ti L2,3, O K (total), O K prepeak (OPre) and O K SiOx

(OSi) edge maps are shown on b) - e) respectively. The blue lines mark the
region from which the lineprofiles shown on Fig. 10.21 are taken.

Fig. 10.22 shows the results of averaged EELS scans taken for the negative

electroformed Ti device along the Ti/SiOx interface and in the SiOx layer. Scans

were taken for the Ti L2,3 and O K edges up to 12 nm into SiOx at increments of 2 nm

away from the Ti/SiOx interface. From Fig. 10.22, the Ti L2,3 edge can be detected
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Figure 10.21: Line profiles of the Ti L2,3, O K (total), O K prepeak (OPre) and O K SiOx

(OSi) edges for negative electroformed Ti device taken within the blue verti-
cal lines marked on Fig. 10.20

up to 10 nm into SiOx from the Ti/SiOx interface, similar to the pristine device. The

Ti L2,3 edge intensities in SiOx compared to the Ti/SiOx interface are consistent

with the pristine device (see Fig. 10.23 for a direct comparison). Additionally,

the Ti L2,3 edge onset is seen to increase in energy deeper into SiOx suggesting Ti

is more oxidised as a function of distance from the Ti/SiOx interface. The results

are similar to the pristine device suggesting no additional Ti incorporates into SiOx

from negative electroforming whilst the existing Ti has not scavenged additional O.
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Figure 10.22: EELS spectra taken across the Ti/SiOx interface and up to 12 nm into the
SiOx layer for the negative electroformed Ti device. Measurements in the
SiOx layer were taken in increments of 2 nm below the Ti/SiOx interface
measurement. For each spectra, the average scan method as described in
section 9.4.2 was used to collect the data.
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10.3.4 Ti Device comparison

The effects of electroforming in the Ti device can be understood by the migration

of Ti and O in the device. Fig. 10.23 shows the normalised Ti L2,3 edge counts

measured through averaged EELS scans taken for the pristine, positive and negative

electroformed devices. From this, it can be seen Ti incorporates up to 10 nm into

SiOx post fabrication. After positive electroforming, additional Ti is incorporated

into SiOx. As a result, Ti is not only detected further into SiOx, but an increased

amount of Ti is detected at a given distance from the Ti/SiOx interface. Specifically,

the Ti L2,3 edge counts are 2.2 times higher 4 nm into SiOx and 10 times higher at 8

nm into SiOx. This confirms the bright regions protruding from the Ti/SiOx interface

in HAADF images are due to Ti incorporation. Under negative electroforming, no

additional Ti is incorporated.
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Figure 10.23: Graph showing the normalised Ti L2,3 counts as a function of distance from
the Ti/SiOx interface. For all data points, the counts were determined through
analysis of the ’averaged scan’ results on Figs. 10.10, 10.17 and 10.22 re-
spectively.

Fig. 10.24 shows a comparison of the O K edge (total) counts measured across
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the Ti device in the pristine, positive and negative electroformed states. To obtain

the data, the total O K edge was extracted across the entire EELS image maps

shown on Figs. 10.8, 10.15 and 10.20. In the pristine device, the total O counts

remain relatively constant across the SiOx layer. This differs in the electroformed

devices, where O accumulation at the Ti electrode is observed. In each case, the

total O counts reduce from a maximum at the Ti/SiOx interface to 78% for the

positive electroformed device and 80% in the negative electroformed device at the

SiOx/Mo interface.
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Figure 10.24: Graph showing the normalised O K edge (total) counts as a function of dis-
tance from the Ti/SiOx interface. For all data points, the counts were de-
termined through analysis of the complete EELS O K edge maps shown on
Figs. 10.8, 10.15 and 10.20 respectively.

Fig. 10.25 shows the ratio of Ti L2,3 counts to the O K edge prepeak counts

taken from the averaged scan measurements for each device. In this case, a higher

ratio represents a less oxidised TiOx. The results confirm previous observations that

the incorporated Ti in the pristine and negative electroformed devices becomes more

oxidised as a function of depth from the Ti/SiOx interface. Furthermore, the results
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show that Ti is in a lower oxidation state in the positive electroformed device. This

again supports the low resistance state in the positive electroformed device being

due to electron transport through TiOx in the SiOx layer.
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Figure 10.25: Graph showing the normalised Ti L2,3 to O K edge prepeak counts as a func-
tion of distance from the Ti/SiOx interface. For all data points, the counts
were determined through analysis of the ’averaged scan’ results on Figs.
10.10, 10.17 and 10.22 respectively.



10.4. Summary of Main Results 222

10.4 Summary of Main Results

10.4.1 Device Microstructure (Pristine)

The thickness of the Mo, SiOx and Ti layers were measured to be approximately 70

nm, 25 nm and 80 nm, respectively. However, it should be noted that variability in

the thickness measurement is introduced due to the high levels of interface rough-

ness. The Mo layer was found to consist of very long and thin columns, which were

seen to form during the initial phases of Mo growth at the Mo/substrate interface.

The peaks of the columns were found to form the peaks of the Mo layer rough-

ness, whilst the troughs were seen to occur where columns coalesced. The min/max

roughness of the Mo layer was measured to be 11 nm though HAADF images.

The roughness of the Mo layer was found to pattern the SiOx layer and sub-

sequently the Ti layer above. HAADF imaging showed very dark contrast regions

form in SiOx at the trough regions of the SiOx/Mo interface. In some cases, the

HAADF intensity in these dark contrast regions dropped to below 5% compared

with the mean SiOx intensity, suggesting that these regions are void like, containing

very little or no material. The width and height of these regions were seen to be

very variable with the only constant being they occurred at trough regions at the

SiOx/Mo interface. Specifically, the width of the regions were of similar or smaller

width to the respective trough. The height of the boundaries varied from a few nm

to 25 nm, in which case they spanned the entire SiOx layer. As a result, it was seen

in EELS measurements that the Si L2,3 and O K edge counts were at a maximum

near the Ti/SiOx interface and a minimum near the SiOx/Mo interface. It should

be noted that in a very small number of cases, bright regions were found at the

trough positions at the SiOx/Mo interface, where these bright regions would form a

filament spanning the oxide.

The thickness of the SiOx layer was seen to be very uniform at 25 nm, leading

to the SiOx/Mo interface features being patterned to the Ti/SiOx interface. Addition-

ally, bright regions in HAADF images were seen to protrude from the Ti electrode

into SiOx, suggesting the incorporation of Ti into the oxide layer. This was con-

firmed through EELS measurements of the pristine Ti device, where the Ti L2,3
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edge could be detected up to 10 nm into SiOx from the Ti/SiOx interface. Analysis

of the Ti L2,3 edge shows Ti is increasingly oxidised as a function of depth from the

Ti/SiOx interface. Another important observation was that both the Ti and Mo elec-

trodes were oxidised. EELS measurements suggest approximately 2.4 nm of the Ti

electrode is oxidised, whilst 1 to 2 nm of Mo is oxidised. Through measurement of

the O K edge prepeak, it was found that the Ti electrode is very uniformly oxidised

along the interface with an almost constant thickness (except at regions where Ti

was seen to incorporate into SiOx).

10.4.2 Structural Dynamics Due to Electrical Stress

The processes involved in positive and negative electroforming were seen to show

some key similarities and key differences. In both cases the accumulation of O at

the Ti/SiOx interface was observed. For this to occur, the source of the accumulated

O must be either the SiOx layer itself or from the environment. In this case, the Ti

electrode is assumed to seal the Ti device from the environment leaving the source

to be the SiOx layer. As a result, the accumulation of O at the Ti/SiOx interface

suggests the formation of new O vacancies in the SiOx layer. The oxide formation

enthalpy for TiO2, SiO2, MoO3 from Ti, Si and Mo is 944 kJ/mol, 910.7 kJ/mol and

745.1 kJ/mol, respectively, [139]. In this case, the oxide formation enthalpy can

be understood as the chemical affinity of each element to oxygen, where a higher

energy value represents a higher affinity. As a result, the scavenging of O by Ti is

to be expected thermodynamically. The impact of the O vacancies generated in the

SiOx layer subsequently depends on the polarity of the bias.

DFT calculations show O vacancies trap electrons at Fermi energies of approx-

imately 1.6 eV below the SiO2 conduction band as discussed in section 9.3. In the

Ti device where SiOx is grown to be x = ≈ 1.95, it is expected electrons will trap

at similar Fermi energies. Comparatively, the Ti Fermi energy is 3.58 eV below

the SiO2 conduction band [132]. As such, the application of a negative bias would

shift the Ti Fermi energy upwards, towards the SiO2 conduction band, increasing

the probability of electron injection into the vacancy sites [123]. Therefore, it is

suggested that the low resistance state in the negative electroformed device is due
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to electron transport through the O vacancy sites via trap assisted tunneling.

Under a positive bias, however, the Fermi energy of Ti is expected to shift

downwards in energy relative to the SiOx band gap [123]. This in turn reduces

the probability of O vacancy generation or electron transport through vacancy sites.

Instead, EELS measurements show positive electroforming leads to Ti and Mo in-

corporation into SiOx. Through detection of the O K edge prepeak, metal-oxide

was found to form throughout the SiOx layer. Furthermore, the average scan results

suggest that Ti is in a lower oxidation state in the positive electroformed device. In

this case, it is suggested that the low resistance state similar to the ECM mechanism

where TiOx and MoOx filaments facilitate electron transport, where both TiOx and

MoOx have been shown to be conducting at low oxidation states [140, 141, 142].

10.5 Conclusion
The results in this chapter show the growth methods of the Ti device leads to some

interesting features in the device microstructure. The roughness of the Mo layer was

found to lead to void like regions forming at the trough positions at the SiOx/Mo

interface. Subsequently, because the SiOx layer thickness was very uniform, the Mo

roughness was found to pattern the Ti/SiOx interface. Ti was found to incorporate

from the Ti/SiOx trough positions post fabrication up to 10 nm into SiOx. Addition-

ally, both the Ti and Mo electrodes were found to be oxidised with greater oxidation

occurring at the Ti/SiOx interface. Post electroforming, O was found to accumulate

at the Ti/SiOx interface under both positive and negative bias. However, only under

positive bias was additional metal incorporated into SiOx. As a result, the low re-

sistance state in the positive electroformed device is suggested to be due to electron

transport through TiOx and MoOx filaments in SiOx. In the negative electroformed

device, the low resistance state is suggested to be due to electron transport through

defect sites in SiOx such as O vacancies.



Chapter 11

Au-SiOx-Mo (Au)
RRAM device
11.1 Introduction
The Au-SiOx-Mo (Au) RRAM device discussed in this chapter was grown simul-

taneously with the Ti-SiOx-Mo (Ti) device to provide a basis for the interactions

expected to be observed in the Au-Ti-SiOx-Mo (Au-Ti) device. In this case, the Mo

and SiOx layers were grown on the same base wafer before being cleaved and pat-

terned with the Au and Ti top electrodes respectively (see section 3.2.3 for further

details). Subsequently, the Au and Ti devices were stored in the same container

under the same conditions until TEM lamella preparation (as described in section

3.3.3). This was intended to allow a direct comparison between the microstructure

of the devices.

As discussed previously, the Au-Ti device performs with optimal RRAM prop-

erties including fast switching times, high retention, high endurance and low switch-

ing voltages [15]. However the Au device, much like the Ti device, does not perform

well as a memory with repeatable resistive switching not observed. Instead, the Au

device was grown to provide insight into the VCM aspects of operation expected to

occur in the Au-Ti device. This is because the Ti layer in the Au-Ti device is grown

to be 5 nm thick for use as a wetting layer to help bind the Au and SiOx layers. This

limits the amount of Ti available in the Au-Ti device available for ECM operation.

In the Ti device, Ti and Mo incorporation was found to play a significant role in

the electroforming process (see previous chapter). In the Au device, however, Au
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is not expected to incorporate into the SiOx layer. As a result, the VCM mech-

anism is expected to play a more significant role in device operation (see section

9.3). This is where electron injection under electroforming creates O vacancies in

the SiOx layer. The O vacancies subsequently provide a path for electron transport

through the SiOx layer via trap assisted tunneling. As such, the movement of O

is of primary interest in this chapter. Though difficult to observe directly, a focus

will be applied to the gross O movement in the electroformed devices compared to

the pristine device. This includes a study of the oxidation of the electrodes before

and after electroforming. The Mo layer in the Au and Ti devices is grown to have

less surface roughness than the Au-Ti device. This reduces the variability of the

interfaces along the path of the electron beam, allowing the interface chemistry to

be sampled more accurately. It should also be noted that the incorporation of Mo

into SiOx is still expected, and remains an important area of study.

The methods described in section 9.4 are used in this chapter to characterise the

Au device in its pristine and electroformed states. This follows the same method-

ology as applied in the previous chapter when characterising the Ti device. In

this case, a combination of STEM, EELS and EDX are used to understand the

microstructure of the pristine device post fabrication. The same combination of

STEM, EELS and EDX is then used to characterise the devices after positive (

+15 V, 1 mA current compliance) and negative ( -15 V, 1 mA current compliance)

electroforming to provide a direct comparison. From this, it is intended that the

chemical changes observed post stressing will give insight into the structural dy-

namics due to electrical stress that occurs in the Au-Ti device and SiOx devices in

general.

11.2 Pristine Au-SiOx-Mo (Au) RRAM device

11.2.1 HAADF Analysis

Fig. 11.1 shows a HAADF STEM image of the pristine Au device, where the thick-

ness of the Mo, SiOx and Au layers are measured to be approximately 70 nm, 25

nm and 85 nm respectively. It should be noted that as with the Ti device, the Mo
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and Au layers each have a high degree of roughness, making an exact determination

impossible.

Figure 11.1: HAADF image of the pristine Au device

Imaging of the Mo layer in the Ti and Au devices finds that they each have the

same thickness and structure (see section 10.2.1 for further analysis). This did not

translate to the SiOx layer however, where the results show the properties the oxide

layers in the Au and Ti devices are markedly different. Fig. 11.2 gives a HAADF of

the pristine Au device with the contrast set to elucidate the SiOx layer. This shows

the presence of a high concentration of large clusters in SiOx in proximity to the Au

electrode. This is significantly different to the Ti device where no such clusters were

observed in SiOx. Another major difference compared to the Ti device is the lack of

void like regions in SiOx near the SiOx/Mo interface. Instead, many bright regions

are observed at the SiOx/Mo interface suggesting the incorporation of Mo into SiOx.

Fig. 11.3 shows the normalised HAADF intensity profile of the Au and Ti devices

highlighting this difference. The profiles were taken across the entire HAADF im-

ages shown in Figs. 11.1 and 10.1 respectively. In the Au device, the intensity of

the SiOx layer is highest at the SiOx/Mo interface corresponding to more or more

dense material. The intensity then decreases linearly until the Au/SiOx interface.

This suggests that Mo diffuses into SiOx during or post fabrication, with the con-

centration of Mo decreasing linearly until the Au interface. In contrast, the intensity

of the SiOx layer in the Ti device is at a minimum near the SiOx/Mo interface. The

intensity then increases until it plateaus to a constant intensity halfway (12.5 nm)

into the SiOx layer, then rises sharply as it approaches the Ti electrode. The re-

duced intensity near the SiOx/Mo interface in the Ti device is due to the presence

of void like regions found at trough regions at the SiOx/Mo interface (see section
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10.2.1). The subsequent increase in HAADF intensity near the Ti electrode can then

be explained by the incorporation of Ti.

Figure 11.2: HAADF image of the pristine Au device with the contrast adjusted to highlight
the SiOx layer
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Figure 11.3: Graph showing the normalised HAADF intensity taken for the Au (blue line)
and Ti (orange line) devices respectively.

A HAADF image of the Au electrode can be seen on Fig. 11.4, showing the

Au layer is polycrystalline. The Au/SiOx interface is very smooth compared to

SiOx/Mo, with a min/max roughness of 6 nm. In general the grain boundaries in the

Au layer appear to propagate from peak positions at the Au/SiOx interface, though
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this is inconsistent along the device.

Figure 11.4: HAADF image of the Au electrode of the Au device

11.2.2 EDX Analysis

EDX measurements were taken for the pristine Au device, with the results shown

on Fig. 11.5. From this, it can be seen there is little interaction between the Au and

SiOx layers, with no O detected in the Au layer and no Au detected in the SiOx layer.

Instead the bright clusters in the SiOx layer are suggested to consist of Mo, which

is detected in the SiOx layer. The results also show both Mo and Si are detected at

the SiOx/Mo interface suggesting the possible formation of mixed MoOx and SiOx.

Interestingly, the Mo layer is found to give a high O peak showing it has oxidised

to form MoOx. It should be noted that this was not observed in the Ti device where

instead Ti was the primary scavenger of O.



11.2. Pristine Au-SiOx-Mo (Au) RRAM device 230

Figure 11.5: EDX results taken across the pristine Au device. a) shows an HAADF image
of the pristine Au device, where the EDX spectra for the Au, SiOx, MoOx and
Mo regions (marked by red boxes) are given on b) respectively.
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11.2.3 EELS Analysis

EELS measurements were also taken for the pristine Au device (Fig. 11.6), con-

firming the oxidation of the Mo layer at the SiOx/Mo interface. A HAADF image

of the device can be seen on Fig. 11.6a where the EEL spectrum is taken within the

orange box. Fig. 11.6b shows the same region with the contrast adjusted to high-

light the presence of metal clusters (bright regions) in the SiOx layer. The extracted

Mo M3, Si L2,3 and O K EELS edge image maps can be seen on c) to e). The ver-

tical blue lines mark the regions from which line profiles graphed on Fig. 11.7 are

taken. The same markings are used for all EELS data presented in the remainder of

this chapter.

Figure 11.6: EELS data for the pristine Au device. a) shows a HAADF image of the device
where the EELS measurement is taken within the orange box. b) shows the
same HAADF image with the contrast limits set to show the SiOx layer. The
extracted Mo M3, Si L2,3 and O K edge maps are shown on c) - e) respectively

The extracted Si and O maps on Fig. 11.6 show sharp interfaces between SiOx

and Au suggesting minimal mixing at the Au/SiOx interface. However, the accumu-

lation of O near the Au/SiOx interface was observed, and can be seen more clearly

from the line profile of the O K edge (Fig. 11.7). This phenomenon has been ob-
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served previously in literature, where it is suggested to be the result of Au-Si bonds

forming at Ag/SiO2 interfaces [143]. Once the Au-Si bonds form, it is suggested

SiO2 in proximity to the interface reduces to intermediate oxidation states. In this

case, the SiO2 is very strained due to the interfacial transition from SiO2 to Au

through the Si bonding. This subsequently results in the liberation of O which ac-

cumulates in a region near the Ag/SiO2 interface. The same process is suggested

to occur in the Au device, where the liberated O binds to SiOx near the reduced

Au/SiOx region.
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Figure 11.7: Line profile of the Si L2,3, O K and Mo M3 edges for Au device taken within
the blue vertical lines marked on Fig. 11.6

The EELS data also confirms two major processes occur at the SiOx/Mo inter-

face. The line profile on Fig. 11.7 shows a strong O K edge signal measured in Mo

whilst, the Mo M3 edge is similarly detected in SiOx. The Mo M3 edge counts grad-

ually decrease from the Mo electrode to near zero 15 nm into SiOx. It can therefore

be seen that not only is the Mo layer oxidised, Mo incorporates into SiOx. This con-

firms the observations from HAADF imaging and EDX analysis, proving that the

bright intensity of the SiOx near the SiOx/Mo interface is due to Mo incorporation.

Fig. 11.8 shows the results of another EELS measurement of the pristine Au

device, where the extracted O K edge (SiOx) and O K edge prepeak components
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are shown on c) and d) respectively. The vertical blue lines on c) and d) mark the

regions from which the line profiles displayed on Fig. 11.9 are taken. The results

confirm the accumulation of O near the Au/SiOx interface observed in the previous

measurement where a large spike is seen for the O K edge (SiOx) profile. This

shows an O rich SiOx region supporting of the mechanism discussed above. The

O K edge prepeak is also detected in the SiOx, following a similar trajectory to

the Mo M3 profile shown on Fig. 11.7. As such, it is suggested that the Mo that

incorporates into SiOx is oxidised. It can also be seen that the Mo electrode itself

is oxidised, with the O K edge prepeak measured 10 nm into Mo from the SiOx/Mo

interface.

Figure 11.8: EELS data for the pristine Au device. a) shows a HAADF image of the de-
vice where the EELS measurement is taken within the orange box. b) shows
the same HAADF image with the contrast limits set to show the SiOx layer.
The extracted O K edge and O K edge prepeak maps are shown on c) and d)
respectively

Average scans (see section 9.4.2) of the O K edge were also taken across the
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Figure 11.9: Line profile of the O K edge and O K edge prepeak for Au device taken within
the blue vertical lines marked on Fig. 11.8

pristine Au device. This includes measurements along the Au/SiOx interface and

in the SiOx layer at increments of 5 nm away below the Au/SiOx interface (Fig.

11.10). The results show the O K edge prepeak is not detected at the Au/SiOx

interface confirming Au oxide does not form, again supporting the formation of Au-

Si bonds at the interface. The average scans taken in the SiOx layer at increments of

5 nm from the Au/SiOx interface show the O K edge (SiOx) counts remain constant.

However, in the same regions the O K edge prepeak (onset at 525 eV for MoOx)

counts increase in magnitude as scans are taken towards the SiOx/Mo interface.

This confirms the formation of MoOx in the SiOx layer, with the concentration of

Mo reducing gradually with distance away from the SiOx/Mo interface. The O

K edge prepeak then reaches a maximum 5 nm into the Mo layer, showing Mo

has scavenged O from SiOx. A higher signal is detected 5 nm into Mo due to the

variability of the interface roughness, with more Mo and MoOx being detected 5

nm down.
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Figure 11.10: Plots of the extracted O K edge taken across the pristine Au device

Fig. 11.11 shows the results of averaged scans taken at the SiOx/Mo interface

and in the Mo layer at increments of 10 nm below the SiOx/Mo interface. From this,

it can be seen that the maximum oxidation of Mo occurs at the SiOx/Mo interface.

The O K edge prepeak counts then gradually reduce as a function of distance from

the SiOx/Mo interface. However, it is important to note that O is still detected 60

nm below the SiOx/Mo interface showing that O is very mobile in Mo.

Fig. 11.12 shows the Mo M3 taken for the Au device located at 390 eV. Unfor-

tunately, due to the low signal to noise ratio, the Mo M2 edge could not be resolved.

As a result the oxidation state of Mo cannot be determined in this work [135].
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Figure 11.11: Graphs of the extracted O K edge taken in the Mo layer of the pristine Au
device

380 400 420 440 460 480 500 520

EELS Energy-Loss (eV)

1.5

2

2.5

3

3.5

4

4.5

5

5.5

C
o

u
n

ts

106

Mo-M
3
 Edge

Figure 11.12: Raw EELS signal in the 370 - 520 eV range taken for the Au device, showing
the Mo M3 edge
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11.3 Electroformed Au-SiOx-Mo (Au) RRAM device

11.3.1 IV curve

Four IV curves were collected for the Au device under positive electroforming and

another four under negative electroforming. In each sweep, the voltage was in-

creased from 0 V to +15 V or -15 V respectively and reduced back to 0 V in incre-

ments of 0.05 V. The current compliance for each sweep was set to 1 mA to prevent

the hard dielectric breakdown of the devices. Similar to the Ti device, the IV char-

acteristics for both positive and negative electroforming in each device were very

repeatable showing consistency across devices. TEM lamellas were subsequently

prepared for one positive electroformed device and one negative electroformed de-

vice, with the respective IV curves shown on Fig. 11.13.
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Figure 11.13: IV curves of the Au device after positive (orange) and negative (blue) elec-
troforming.

From Fig. 11.13, it can be seen that the IV response of the Au device under

positive and negative electroforming is very different. Under positive electroform-

ing, the current increases exponentially with the applied voltage until 9 V. At 9 V
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the rate of increase of the current slows until 12.5 V where the current rises from

0.3 mA to 1 mA at 12.65 V very sharply. The causes of the IV response are unclear,

requiring the chemistry of the devices to be analysed first. It is suggested that in a

similar fashion to the Ti device, additional Mo incorporates into the SiOx layer to

provide a path for electron transport.

Under a negative bias, the IV response more closely resembles the negative

electroforming response of the Ti device. In this case, the current increases to

3.9x10−7A at -2.65V where it plateaus until -8.4 V. From 8.4 V the current in-

creases sharply until it reaches the current compliance limit of 1 mA at -11 V. In-

terestingly, under negative bias both the Au and Ti device show the initial rise in

current from 0 to 2.65 V at which point the current in each device reaches a plateau

(Ti = 1.8x10−6A). The current compliance is then reached at -11 V for the Au de-

vice compared to -9.6 V for the Ti device. This difference can be understood to be

the result of the metal work functions, which are 5.1 and 4.3 eV for Au and Ti re-

spectively [132] whilst the SiO2 conduction band minimum (CBM) is found at 0.75

eV below vacuum level [144]. This crudely puts the Au and Ti Fermi energies at 4.4

and 3.6 eV below the SiO2 CBM. O vacancies have been shown to trap electrons at

a Fermi energy of 1.6 eV below the CBM. Subsequently, a more negative voltage is

required to bring the Au Fermi energy to the level where electrons can be injected

into the vacancy sites compared to Ti.

11.3.2 Positive electroformed Au Device

11.3.2.1 HAADF Analysis

Fig. 11.14 shows a HAADF image of the Au device after positive electroforming.

From this, a MoOx layer can be seen to develop at the SiOx/Mo interface which

gives a brighter contrast than SiOx and less bright contrast compared to Mo. From

Fig. 11.14, the thickness of the layer can be seen to gradually increase from the 6

nm (left of Fig. 11.14) to 19 nm (right of Fig. 11.14). Across the Au device, the

MoOx layer formed multiple flat hill like features measuring 2 to 4 µm wide and up

to 20 nm in thickness.
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Figure 11.14: HAADF image of the positive electroformed Au device. A layer can be seen
to form between the SiOx and Mo layers from the left to the right of the
image.

11.3.2.2 EDX Analysis

EDX measurements for the positive electroformed Au device can be seen on Fig.

11.15, where a) shows a HAADF image of the device. The red boxes mark the re-

gions from which the EDX spectra on b) are taken. The EDX spectrum taken from

the Au layer shows it contains both Au and Si, indicating Si has incorporated into

Au. Previous literature shows meta-stable states of mixed Au-Si can form at the in-

terface between Au and Si [143]. As such, it is suggested that Ag-Si bond formation

in the pristine device may provide an intermediate step to the mixed Au-Si forma-

tion during positive electroforming. It should be noted that the exact mechanism for

this is unclear and presents an interesting area for future research. However, in the

Au-Ti device the Au layer is separated by Ti preventing the Ag-Si interaction and

formation of mixed Au-Si.

The EDX spectrum was measured at two regions (R1 and R2) in the SiOx layer.

R1 marks the region in SiOx in proximity to the Au/SiOx interface and R2 marks the

bulk SiOx. From this, it can be seen that R1 contains Mo but does not contain Au.

The ratio of the Mo to Si peaks suggests there is approximately 5 times more Mo on

average in R2 than in R1. From this, it can be concluded that Mo diffuses deep into

SiOx to proximity to the Au/SiOx interface. The EDX measurements also confirm

that the layer formed between the SiOx and Mo layers in the HAADF images is

MoOx. In this case, both Mo and O are detected whilst no Si or Au is detected.

Importantly, the Mo layer is also seen to contain O, showing the Mo electrode is

oxidised.
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Figure 11.15: EDX results taken across the positive electroformed Au device. a) HAADF
image of the positive electroformed Au device, where the EDX spectra for
the Au, SiOx (R1 and R2), MoOx and Mo regions (marked by red boxes) are
given in b) respectively.

11.3.2.3 EELS Analysis

Fig. 11.16 shows the results of an EELS measurement of the Si L2,3 and O K edges

taken for the positive electroformed device. Fig. 11.16a shows a HAADF image of

the device, where the EELS measurement is taken within the orange box. From this
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two important observations can be made. Firstly, the extracted Si L2,3 edge image

map shows three distinct regions of contrast. The brightest region corresponds to

the SiOx layer, whilst the Au layer shows brighter contrast than the Mo or MoOx

regions. This supports the formation of a meta-stable mixed Ag-Si state observed

previously in the literature [143]. Interestingly, the contrast of the extracted Si L2,3

edge in the Au electrode region is very uniform suggesting that the mixed Ag-Si is

also uniform. The second important feature is in the O K edge image map, where

the O K edge is detected beneath the SiOx region confirming the existence of the

MoOx layer discussed in the previous section.

Figure 11.16: EELS data for the positive electroformed Au device. a) HAADF image of
the device where an EELS measurement is taken within the orange box. The
extracted Si L2,3 and O K edge maps are shown on b) and C) respectively.

Figs. 11.17 and 11.18 show the results of another EELS measurement on the

positive electroformed Au device. In this case the total O K edge, O K edge (SiOx)

and O K edge prepeak components are extracted and displayed in b) through d).

The vertical blue lines on Fig. 11.17 mark the regions where the line profiles on Fig.

11.18 are taken. From the total O K edge image map, the SiOx and MoOx layers

can be seen to have different contrast. In this case, the O signal in the MoOx layer

is approximately 40% lower than that detected in the SiOx layer. The line profile

of the O K edge (SiOx) in Fig. 11.18 shows SiOx stops abruptly at the SiOx/MoOx

interface showing minimal mixing. Conversely, the O K edge prepeak counts tail
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off into the SiOx layer confirming the Mo incorporation throughout the SiOx layer.

Interestingly, a spike in the O K edge prepeak can be seen at the Au/SiOx interface,

suggesting that some O is accumulated at the Au/SiOx interface and interacts with

Au.

Figure 11.17: EELS data for the positive electroformed Au device. a) HAADF image of
the device where an EELS measurement is taken within the orange box. The
extracted O K (total), O K prepeak (OPre) and O K SiOx (OSi) edge maps are
shown on b) - d) respectively. The blue lines mark the region from which the
lineprofiles shown in Fig. 11.18 are taken.
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Figure 11.18: Line profiles of the O K (total), O K prepeak (OPre) and O K SiOx (OSi)
edges for positive electroformed Au device taken within the blue vertical
lines marked in Fig. 11.17
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11.3.3 Negative Electroformed Au Device

11.3.3.1 HAADF Analysis

Fig. 11.19 shows a HAADF image of the negative electroformed Au device. From

this, a MoOx layer can be seen to have formed between the SiOx and Mo layers

across the entire device. The thickness of the MoOx layer was measured to vary be-

tween 5 and 23 nm across the lamella. This differs from the positive electroformed

device where MoOx only forms in some regions, exhibiting hill like features across

the lamella. Additionally, MoOx can be seen to form at the Mo/substrate interface.

This again was not observed in the positive electroformed device.

Figure 11.19: HAADF image of the negative electroformed Au device.

11.3.3.2 EDX Analysis

EDX measurements for the negative electroformed Au device can be seen in Fig.

11.20, where a) shows a HAADF image of the device. The red boxes mark the

regions from which the EDX spectra in b) are taken. The results show formation of

four distinct layers , where the Au electrode comprises of Au only, the SiOx layer

comprises of Si and O with small amounts of Mo, the MoOx layer contains Mo and

O only and the Mo layer contains Mo and O only. The difference between the Mo

and MoOx layers is the reduced ratio of O counts to Mo counts in the Mo layer

compared to MoOx.

The first observation to be made is that the negative electroforming was not

found to produce a mixed Au-Si in the Au layer, which was observed in the positive

electroformed device. The exact causes of this are unclear and beyond the scope

of this work. Furthermore, and consistent across the Au device measurements in

the pristine and electroformed states, Au was not found in SiOx. Mo, however, is

detected in both the SiOx and MoOx layers, again consistent with the other mea-
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surements.

Figure 11.20: EDX results taken across the negative electroformed Au device. a) HAADF
image of the positive electroformed Au device, where the EDX spectra for
the Au, SiOx, MoOx and Mo regions (marked by red boxes) are given in b)
respectively.
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11.3.3.3 EELS Analysis

Fig. 11.21 shows the results of an EELS measurement of the negative electroformed

device where the extracted Si L2,3 and O K edges are given in b) and c), respectively.

In Fig. 11.21a), a HAADF image of the device is shown where the EELS measure-

ment is taken within the orange box. The extracted Si L2,3 edge image map shows

Si is only detected in the SiOx region. This differs from the positive electroformed

device where Si was detected in the Au layer. Furthermore, the O K edge is detected

in the Mo layer, marking the formation of MoOx at the SiOx/Mo interface. The for-

mation of MoOx at the SiOx/Mo interface is observed for both the negative and

positive electroformed devices. However, the nature of the MoOx layer is different

in that a constant layer is formed in the negative electroformed device suggesting

that more MoOx is formed.

Figure 11.21: EELS data for the negative electroformed Au device. a) HAADF image of
the device where an EELS measurement is taken within the orange box. The
extracted Si L2,3 and O K edge maps are shown in b) and c), respectively.
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A further EELS measurement of the negative electroformed device shows that

the oxidation of the Mo layer is significantly higher than compared to the positive

electroformed device. Fig. 11.22 shows the results of the EELS measurement,

where the O K edge was measured in a region where a large trough occurs at the

MoOx/Mo interface. The trough region can be seen in the HAADF image shown

in a) whilst the extracted O K edge (total), O K edge (SiOx) and O K edge prepeak

image maps are shown in b) through d), respectively. From this, it can be seen that

a strong O K edge signal is detected in the Mo layer at the Mo column boundary

region. This suggests that under negative electroforming, not only is O expelled

from SiOx to allow the formation of MoOx, but additional O diffuses into the Mo

layer. Analysis of the EELS edge shows that the component is due to the O K

edge prepeak, which shows the diffusion of O into the column boundaries in Mo.

This in turn leads to increased oxidation of the column boundary region. This is a

similar effect to the metal incorporation into the SiOx column boundaries observed

in the previous chapter. This presents an important result by confirming the ability

of Mo boundaries to facilitate O transport, whilst also showing a preference for Mo

column boundaries to be oxidised over the Mo column bulk as a result.
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Figure 11.22: EELS data for the positive electroformed Au device. a) HAADF image of
the device where an EELS measurement is taken within the orange box. The
extracted O K (total), O K SiOx (OSi) and O K prepeak (OPre) edge maps are
shown in b) - d) respectively.
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11.3.4 Au Device Comparison

The polarity of the electroforming applied to the Au device shows some interesting

results, which can be summarised on Figs. 11.23 and 11.24. Each of these graphs

were obtained by taking average scans (see section 9.4.2 for further details) of the

pristine, positive and negative electroformed Au devices. Measurements were taken

at the Au/SiOx interface for each device, then in the SiOx, MoOx and Mo layers at

increments of 5 nm from the Au/SiOx interface. From this, Fig. 11.23 shows the

total O K edge counts as a function of depth from the Au/SiOx interface. From

this, it can be seen that more O is released from SiOx after negative electroforming.

This results in a thicker MoOx layer compared to the positive electroformed device

and more O incorporated into the Mo layer. In this case, O K edge counts can be

detected 70 nm away from the Au/SiOx interface, which marks the half way point

in the Mo layer. At this point the O K edge counts detected are more than 3 times

higher compared to the pristine or positive electroformed devices. This shows that,

whilst electroforming of either polarity results in the formation of MoOx, only in

negative electroformed device does O diffuse into Mo. This is to be expected if the

O produced is in the form of O−2 ions, as suggested in section 9.3.

Another key difference can be observed in Fig. 11.24, which shows the O K

edge prepeak taken from averaged scans across each device. In this case, it can be

seen that negative electroforming results in a higher intensity of O K edge prepeak

signal in the SiOx layer compared to the pristine device, whilst a lower O K edge

prepeak was found in the positive electroformed device. This data can be interpreted

in two ways. It could show that Mo incorporates into SiOx to form MoOx under a

negative bias whilst Mo diffuses out of SiOx under a positive bias. Conversely, the

amount of Mo in SiOx can be relatively constant in each device, where instead the

oxidation state of Mo is changed. Due to the low signal to noise ratio of the Mo

EELS edges an exact determination was not possible. However, an estimation is

possible through analysis of the EDX Si:Mo peak ratios in SiOx for each device,

which was found to be 7.9, 0.52 and 10.76 for the pristine, positive and negative

electroformed devices, respectively. This shows that the Si counts were higher than
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Figure 11.23: Graph showing the normalised O K edge counts as a function of distance
from the Au/SiOx interface. For all data points, the counts were determined
through analysis of ’averaged scans’ taken at the Au/SiOx interface and in
the SiOx and Mo layers. In this case, average scans were taken as described
in section 9.4.2, in increments of 5 nm from the Au/SiOx interface.

Mo in the pristine and negative electroformed devices, whilst the Mo counts were

higher than Si in the positive electroformed device. This provides a qualitative as-

sessment of the devices showing that Mo does incorporate into SiOx during positive

electroforming and diffuses out of SiOx during negative electroforming. The EELS

O K edge prepeak results can then be interpreted as showing that the Mo in the

positive electroformed device is in a lower oxidation state. This is consistent with

the notion that the low resistance state in the positive electroformed device is due

to electron transport through MoOx. This can be determined more precisely using

techniques such as ion-beam XPS, presenting an interesting area for future research.
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Figure 11.24: Graph showing the normalised O K edge prepeak counts as a function of
distance from the Au/SiOx interface. For all data points, the counts were
determined through analysis of ’averaged scans’ taken at the Au/SiOx inter-
face and in the SiOx and Mo layers. In this case, average scans were taken as
described in section 9.4.2, in increments of 5 nm from the Au/SiOx interface.
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11.4 Summary of Main Results

11.4.1 Device Microstructure (Pristine)

The thickness of the Mo, SiOx and Au layers was measured to be approximately 70

nm, 25 nm and 85 nm, respectively, through HAADF imaging. The structure of the

Mo layer was found to be the same as the Ti device, containing long thin columns

that are seen to form during the initial phases of Mo growth at the Mo/substrate

interface. This in turn results in the min/max roughness of the Mo layer to be 11

nm, where the column peaks were found at maxima points and minima points were

found where the columns coalesced. The structure of the SiOx/Mo interface, how-

ever, was markedly different in the Au device compared to the Ti device. Oxidation

of Mo was observed at the interface, with Mo found to incorporate into SiOx. Both

of these effects were observed in the Ti device, though to a much lesser extent. The

incorporation of Mo was seen in HAADF images of the Au device, where bright

regions protrude from the Mo layer into SiOx. HAADF imaging also showed a high

concentration of bright clusters in the SiOx layer in proximity to the Au/SiOx inter-

face. In each case, the bright contrast is suggested to be due to Mo incorporation,

which is detected through EDX and EELS measurements. It should be noted that

no Au was detected to incorporate into the SiOx layer through EDX suggesting the

clusters contain Mo only. Compared to the Ti device, there were no dark regions in

HAADF images at the troughs of the SiOx/Mo interface. Instead, the results show

that the oxidation along the entire SiOx/Mo interface forms a thin MoOx layer.

11.4.2 Structural Dynamics Due to Electrical Stress

The EDX results show no Au incorporation into SiOx, neither in the pristine nor in

the electroformed states. As a result, the low resistance state in the Au device is fun-

damentally different to that seen in the Ti device, where Ti, O and Mo transport play

a key role. In particular, TiOx was detected up to 15 nm from the Ti/SiOx interface

providing a potential path for electron transport. Instead, the low resistance states

in the Au device relies solely on the movement of O and Mo. In each case a MoOx

layer is formed, though the nature of this layer was found to be different. In the
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positive electroformed device, flat hill regions of MoOx were found in between the

SiOx and Mo layers ranging 2 to 4 µm wide. Conversely, a consistent layer of MoOx

was found to form across the entire lamella in the negative electroformed device.

From this, it is suggested that the negative bias promotes O vacancy generation in

the SiOx layer. This is consistent with the literature, where DFT calculations for

SiO2 show that electrons may trap at intrinsic wide angle O-Si-O bonds at Fermi

energies of approximately 3.2 eV below the SiO2 conduction band [125]. As a re-

sult, Si-O bonds are weakened leading to reduced barriers for O vacancy generation

[131]. The Au work function is 5.1 eV [132], whilst the SiO2 conduction band min-

imum (CBM) is found at 0.75 eV below vacuum level [144]. Au is known to form

minimal interaction with SiO2 interfaces, such that the bonding is dominated by van

der Waals interactions. Therefore, it is reasonable to assume the work function shift

is not significant. As such, the Au Fermi energy is estimated to be approximately

4.4 eV below the SiO2 CBM. By applying a negative bias, the Fermi energy of Au

will shift upwards toward the 3.2 eV bellow the SiO2 CBM required to generate O

vacancies. Subsequently, DFT calculations show that O vacancies trap electrons at

Fermi energies of approximately 1.6 eV below the conduction band in SiO2. There-

fore, under a negative bias there is an increased probability of electron injection

into the vacancy sites. It can then be suggested that the low resistance state in the

negative electroformed Au device is due to electron transport through O vacancy

sites via trap assisted tunneling.

Under positive electroforming, the Au device displayed many interesting prop-

erties. Firstly, a mixed Au-Si state was found in the Au electrode showing the in-

corporation of Si into Au. Furthermore, the total O K edge counts measured in the

SiOx layer gave a similar profile to the pristine device. The only major difference

was the hill like MoOx features and the increased oxidation of the Mo electrode.

EDX measurements showed an increase in the Mo:Si counts ratio in the SiOx layer

suggesting the incorporation of Mo during positive electroforming. Additionally,

EELS measurements for the positive electroformed device shows less O K edge

prepeak counts in SiOx compared to the pristine device. From this, it can be deter-
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mined that the Mo in the SiOx layer is at a lower oxidation state compared to the

any Mo that has incorporated in the pristine and negative electroformed devices. As

such, it is suggested that electron transport occurs through the MoOx, where phases

of x < 3 have been shown to be conducting. It has also been shown that amorphous

MoOx has a high work function energy of approximately 6.6 eV [145]. This crudely

puts the MoOx Fermi energy at 5.85 eV below the SiOx CBM. With the Au Fermi

energy at 4.4 eV below the SiO2 CBM, a positive voltage is required to allow trans-

port through MoOx. The results for the positive electroformed device are therefore

consistent with previous literature. However, it should be noted that the work func-

tion values given in this section are determined for SiO2 whilst the SiOx layer in

the Au device has x = 1.95. Whilst there may be some deviation in the values, it is

expected that the mechanisms discussed will be representative of the Au device.

11.5 Conclusion
The results in this chapter show that using Au as the top electrode material leads to

some interesting features with key differences to the Ti device. In the Ti device, the

roughness of the Mo layer was found to lead to void regions at the trough positions

at the SiOx/Mo interface. In the Au device, however, void like regions were not

observed. Instead increased amount of Mo was seen to incorporate into SiOx from

fabrication. EELS and EDX measurements show that the incorporated Mo is oxi-

dised, where the O K edge prepeak was measured throughout the SiOx layer and in

proximity to the Au/SiOx interface. Post electroforming, MoOx layers were found

to form at the SiOx/Mo interface with the effect more pronounced in the negative

electroformed device. The formation of MoOx in turn suggests the formation of O

vacancies in the SiOx layer. As a result, in the negative electroformed device, the

low resistance state is suggested to be due to electron transport through defect sites

in SiOx such as O vacancies. Conversely, the low resistance state in the positive

electroformed device is suggested to be due to electron transport through MoOx. In

this case, Mo was found to incorporate into SiOx during electroforming, with the

results suggesting the incorporated Mo is in a lowerer oxidation state compared to

the pristine and negative electroformed devices.



Chapter 12

Au-Ti-SiOx-Mo
(Au-Ti) RRAM device
12.1 Introduction
Characterisation of the Ti (chapter 10) and Au (chapter 11) devices has shown the

occurrence of a number of interesting processes in SiOx RRAM devices. Following

this, it is likely that the Au-Ti device will share properties from both the Au and Ti

devices, beginning with the incorporation of electrode metal into the SiOx layer in

the pristine and electroformed states. In the Ti device, this was primarily Ti (with

some Mo incorporating) whilst in the Au device, Mo was found to incorporate. In

the Au-Ti device, the Ti layer is applied as a wetting layer such that it is only 5 nm

thick (see section 3.2.3 for fabrication summary). In this case, it remains to be seen

whether and to what extent Ti and Mo incorporate. A major difference between the

Au and Ti devices was the nature of the SiOx/Mo interface. Void regions were found

in the Ti device at the troughs of the SiOx/Mo interface, whilst no such regions were

found in the Au device. This was a very interesting outcome as the SiOx and Mo

layers for the Au and Ti devices were deposited simultaneously on the same Si

base wafer. The cause of this difference was suggested to be due to the relative O

affinities of Ti, Mo and Au. In this case, Ti is favoured to oxidise whilst Au is not.

Subsequently, in the Au device, more O was available to oxidise Mo to form MoOx

at the SiOx/Mo interface. With Ti limited to a 5 nm layer in the Au-Ti device,

it is unclear how the SiOx will pattern to the Mo layer. Furthermore, the Au-Ti

device is thought to operate under both the ECM and VCM mechanisms. In the
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Au and Ti devices, the results show that positive electroforming utilised the ECM

mechanism whilst negative electroforming utilised the VCM mechanism. As such,

it is important to test whether this holds true to the Au-Ti device and to what extent.

In this chapter, the methods described in section 9.4 are used to characterise the

Au-Ti device in its pristine and electroformed states. This involves a combination of

TEM, STEM and EELS to understand the microstructure of the pristine device post

fabrication. The combination of TEM, STEM and EELS is then used to characterise

the devices after positive ( +15 V, 1 mA current compliance) and negative ( -15 V, 1

mA current compliance) electroforming to provide a direct comparison. From this,

it is intended that the chemical changes observed post stressing will give insight into

the electroforming mechanisms that occur in the Au-Ti device and SiOx devices in

general.
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12.2 Pristine Au-Ti-SiOx-Mo (Au-Ti) Device

12.2.1 HAADF Analysis

Fig. 12.1 shows BF and HAADF STEM images of the pristine Au-Ti device. This

gives the thickness of the sputtered Mo and SiOx layers to be 210 nm and 35 nm,

respectively, matching the expected values from growth. The Ti and Au layers were

expected to be 5 nm and 100 nm, respectively, giving a total of 105 nm. However,

due to the high levels of interface roughness an exact determination of the Ti thick-

ness was impossible. Instead, the thickness of the Au-Ti layer was found to be 110

nm giving a 5 nm error.

Figure 12.1: a) STEM BF and b) STEM HAADF image of a pristine Au-Ti-SiOx-Mo de-
vice.

Fig. 12.2 shows that the Mo layer consists of long thin columns similar to the

Ti and Au devices. This is an important observation as the Mo layer in the Au-Ti

device was grown via magnetron sputtering compared to thermal evaporation used

in the Ti and Au devices. In a similar fashion to the Ti and Au devices, columns

are seen to form at the initial stages of Mo deposition, with some columns domi-

nating as growth continues. Also from Fig. 12.2, it can be seen that the Au layer is

polycrystalline, as seen in the Au device.

The Mo min/max roughness was measured across several HAADF images of

the pristine Au-Ti device where horizontal lines were drawn at the minimum and

maximum positions at the SiOx/Mo interface (marked as red lines on Fig. 12.2). By

then measuring the distance between the two lines, the min/max roughness of the
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Au-Ti device was found to be 18 nm (compared to 11 nm in the Au and Ti devices).

In each case, the roughness was found to be due to the columnar structure of the

Mo layer, with maximum positions at Mo column peaks and minimum positions

at Mo column boundaries or where the Mo columns coalesce. The local rough-

ness was found to be very variable compared to the Ti and Au devices, where the

concentration of rough areas with respect to to smooth areas is significantly higher.

Figure 12.2: STEM HAADF image of a pristine Au-Ti-SiOx-Mo device. The two horizon-
tal red lines are separated by 18nm to mark the min/max of the Mo electrode
roughness.

Fig. 12.3 shows a HAADF image of the Au-Ti device with the intensity limits

adjusted to elucidate the Ti layer. During imaging, a diffraction pattern through this

area was not observed suggesting that the layer is amorphous. However, in Fig.

12.3 small bright clusters can be seen ranging from 1 to 5 nm in size. The nature
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of these clusters could not be directly probed, though previous studies show the

existence of Ti clusters forming in amorphous TiO2 layers. In this case, the clusters

were confirmed to be Ti through observable TEM diffraction patterns [146]. The

EELS measurements taken for the Ti device show that Ti at the Ti/SiOx interface is

heavily oxidised. As a result, it is suggested that these clusters are Ti crystals that

have not scavenged O from the SiOx layer. It should also be noted that these clusters

may also contain Au.

Figure 12.3: STEM HAADF of a pristine Au-Ti-SiOx-Mo device showing bright clusters
in the Ti layer

Similar to the Au and Ti devices, the morphology of the Au-Ti/SiOx interface

was found to pattern to the Mo electrode beneath. From Fig. 12.4 it can be seen

that peak and trough regions at the Mo electrode shapes and patterns the SiOx layer,

followed by the Ti and Au layers. In the initial phases of SiOx sputter deposition,

SiOx islands are suggested to form at the peaks of the Mo layer [63]. As deposi-

tion continues, the islands grow and coalesce to form a columnar structure. As a

result, column bulk regions occur at the Mo peak positions and column boundary

regions occur at the Mo trough positions. This is consistent with the HAADF im-

ages (Fig. 12.5), which show that the column boundaries propagate from troughs at

the SiOx/Mo interface. Interestingly, these column boundaries appear bright in the

HAADF images, indicating that they contain more or more dense material. This is

in contrast to the Ti device, where the majority of these boundaries have a darker

contrast. It is expected that the bright contrast is a result of Mo, Ti and Au incorpo-
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ration into the column boundaries during and post fabrication.

Figure 12.4: STEM HAADF image of a pristine Au-Ti-SiOx-Mo device showing the pat-
terning of the top (Au-Ti) electrode to the Mo electrode roughness. The peaks
marked for the Mo electrode match the peak locations of the Au-Ti electrode.
The red lines show the more smooth regions in the Mo electrode also pattern
to the Au-Ti electrode.

Figure 12.5: HAADF STEM image of a pristine Au-Ti-SiOx-Mo device highlighting bright
vertical column boundaries protruding from troughs at the SiOx/Mo interface

In addition to the column boundaries, imaging shows that metallic clusters

form in the SiOx layer. Fig. 12.6 shows TEM, HAADF and BF images of the same
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region of a pristine Au-Ti device. From the TEM image (Fig. 12.6a), several small

metallic clusters can be seen approximately 5 nm in diameter in the SiOx layer,

with each cluster also visible in the HAADF (Fig. 12.6b) and BF (Fig. 12.6c) im-

ages. These clusters were found to form throughout the Au-Ti device, with imaging

confirming they form in the column boundary regions. The composition of these

clusters is characterised in the next section.

Figure 12.6: a) TEM image, b) HAADF STEM image and c) BF STEM image of a pristine
Au-Ti-SiOx-Mo device with metallic clusters formed in the SiOx layer.

A TEM image of one cluster in the SiOx layer is shown on Fig. 12.7. From this,

a line profile (blue line) is taken orthogonal to the lattice lines as shown on Fig. 12.8.

The lattice spacing of the cluster was found to be 0.237 ± 0.005 nm, matching well

to the Ti hexagonal closed packed [002] lattice plane of spacing 0.234 nm [147].



12.2. Pristine Au-Ti-SiOx-Mo (Au-Ti) Device 262

Figure 12.7: TEM image of metal cluster in SiOx showing metallic nature. The blue line
represents the region from which a line profile is taken.
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Figure 12.8: Profile taken from blue line on Fig. 12.7 showing the periodic and metallic
nature of a cluster found in SiOx. The vertical black lines represent the peak
positions from which the lattice spacing for the metallic cluster is calculated.
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12.2.2 EDX Analysis

To analyse the nature of the clusters observed in the SiOx layer more thoroughly,

EDX measurements were made showing the clusters are of different composition

depending on their location. From Fig. 12.9 it can be seen that the bright cluster

regions contain mixtures of Mo, Ti and Au. Importantly, the cluster regions close

to the Au-Ti electrodes contain Au, Ti and Mo, whilst the regions near Mo contain

primarily Mo with traces of Ti. This shows both Mo and Ti are very mobile in the

column boundaries. The EDX counts detected for Ti were found to reduce away

from the Ti electrode, giving higher concentrations of Ti near the Ti layer. Con-

versely, the counts for Mo were found to be less dependent on the distance from the

Mo electrode, where a high number of Mo counts was seen at bright cluster regions

irrespective of the position in SiOx. The results also show Au is only detected in

the SiOx layer in proximity to the Au-Ti electrode, and is not detected near Mo. It

should be noted that the total metal incorporation is still very limited as the devices

are in a pristine, insulating state.

Figure 12.9: EDX measurements taken in the pristine Au-Ti device. The red box in a)
and c) mark the regions the EDX spectra shown in b) and d) are collected
respectively
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12.2.3 EELS Analysis

Fig. 12.10a shows a HAADF image of the pristine Au-Ti device, where an EELS

measurement was taken within the orange box. From this, the extracted O K, Ti

L2,3 and Si L2,3 edge image maps are found in b) through d), respectively. The

EELS measurement allows the Ti layer to be observed directly, showing that it

is very uniform and is patterned by the SiOx layer. A direct measurement of the

thickness is not possible due to the roughness of the device. However, the full-

width half-maximum of the Ti EELS counts was measured to be approximately 10

nm. The intensity of the EELS Ti L2,3 edge (Fig. 12.10c) was found to be higher

at peak regions of the Ti/SiOx interface and lower at trough regions. The reduced

brightness of Ti intensity at the trough regions is suggested to be a result of Ti

incorporating into the SiOx layer at the column boundaries (which are located at

those trough regions). From the extracted EELS signals for O and Si (Fig. 12.10b

and d respectively), the ratio of O and Si was calculated as seen in Fig. 12.11.

From this, a higher O to Si ratio is observed at the Ti and Mo layers showing both

are oxidised, with Ti having the highest O:Si ratio. However, no changes have

been seen in the SiOx layer, suggesting the stoichiometry of the SiOx bulk is very

uniform.

Figure 12.10: EELS data for the pristine Au-Ti device. a) HAADF image of the device
where the EELS measurement is taken within the orange box. The extracted
O K, Ti L2,3 and Si L2,3 edge maps are shown on b) - d) respectively

Fig. 12.12 shows a further EELS measurement, where the extracted Ti L2,3 , O
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Figure 12.11: Shows the O:Si ratio taken of the pristine Au-Ti device. a) HAADF image
of the region within which the O K and Si L2,3 edges are measured. b) shows
the ratio of the O K edge to Si L2,3 edge, calculated by dividing the extracted
image maps of each EELS signal

K (total), O K prepeak (OPre) and O K SiOx (OSi) edge image maps can be seen on

b) through e) respectively. The vertical blue lines on Fig. 12.12 represent the area

from which the line profiles shown on Fig. 12.13 are taken. The O K edge prepeak,

as discussed in section 9.4.1 is due to the excitation of electrons into unoccupied

O 2p - metal d hybridized states which form in TiOx and MoOx. The Ti L2,3 (Fig.

12.12b), and O K edge prepeak (Fig. 12.12d) maps are almost superimposable,

indicating the Ti layer is oxidised. The O K edge prepeak map shows the Mo region

has a very slightly higher contrast than the SiOx layer, suggesting Mo is partially

oxidised. The oxidation of Ti and Mo can also be seen from the line profiles on Fig.

12.13. The Ti L2,3 and O K edge prepeak profiles are almost identical, suggesting

all of the Ti layer is oxidised. Fig. 12.13 also shows that the O signal in SiOx is

highest near the Au-Ti/SiOx interface and reduced near the SiOx/Mo interface. This

can be understood to be a similar phenomenon to that observed in the Ti device.

In the Ti device, regions giving dark contrast in HAADF images at the SiOx/Mo
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interface were found suggesting voids form at interface trough positions. In the Au-

Ti device, it is suggested that low density regions form at the trough positions, as

can be seen on the O K (total) and O K SiOx edge image maps.

Figure 12.12: EELS data for the pristine Au-Ti device. a) HAADF image of the device
where the EELS measurement is taken. The extracted Ti L2,3, O K edge
(total), O K edge (prepeak) and O K edge (SiOx) maps are shown on b) - e)
respectively
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Figure 12.13: Line profile of the Ti L2,3, O K edge (total), O K edge (prepeak) and O K
edge (SiOx) taken within the blue lines marked on Fig. 12.12
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12.3 Columnar Boundaries
Fig. 12.14 shows the results of an EELS measurement of the Si L2,3 edge taken

over a column boundary region. From this, it is clear that the columns are vertical

and protrude from the troughs at the SiOx/Mo interface. Fig. 12.14b shows the

extracted Si L2,3 where the column bulk and column boundary regions are marked

by blue and orange boxes, respectively. The Si L2,3 edge for the two regions can be

seen in c), where the edge onset for both regions can be seen to occur at the same

energy. Furthermore, the shape of the Si L2,3 edge in each region is identical. The

only difference observed is the amplitude of the edge, where the column boundary

region gives 27 % fewer counts. In this case, the counts were measured across an

8 eV width starting from the edge onset at 105 eV. This suggests that the oxidation

state of SiOx is the same at the column bulk and column boundary regions. It then

follows that the column boundaries are void like because there would be changes

expected in the Si L2,3 edge if SiOx had a 27 % lower density.

Fig. 12.15 shows a line profile taken of the Si L2,3 edge for the same EELS

measurement. It demonstrates that the Si L2,3 counts are reduced by 32 % and 25

% respectively over two column boundary regions across the whole device. In each

case, the regions of reduced intensity are approximately 5 nm wide, which matches

boundary widths observed through HAADF imaging. This suggests the boundaries

are in the range of 5 nm if they consist of low density SiOx. Conversely, a reduction

of 32 % of Si material over 5 nm would correlate to a void of approximately 1.7

nm wide (if a void is considered to contain no material). To confirm whether the

boundaries are void like or low density regions, techniques such as TEM/STEM

tomography are necessary and provide an important area for future work.
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Figure 12.14: EELS measurement of columnar boundaries in the pristine Au-Ti device. a)
HAADF image where the EELS measurement of the Si L2,3 edge shown on
b) is taken. The orange and blue boxes on b) mark column boundary and
column bulk regions from which the Si L2,3 spectra shown on c) are taken
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Figure 12.15: a) An Si L2,3 edge image map of columnar boundaries in the pristine Au-Ti
device. b) Line profile taken across the image map a) showing the reduction
in Si L2,3 in the columnar boundary regions.
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12.4 Electroformed Au-Ti-SiOx-Mo (Au-Ti) RRAM de-

vice

12.4.1 IV curve

The IV curves of the positive and negative electroformed Au-Ti device characterised

in this chapter are shown on Fig. 12.16. In each case, the voltage was swept from

0 to +15 V or -15 V respectively, and back to 0 V in increments of 0.05 V. A

current compliance of 1 mA was used to prevent the hard dielectric breakdown of

the devices. The results show that a permanent resistance change was only achieved

under positive electroforming. In this case, the current was seen to increase from

0 V to reach a plateau at 5 V. Subsequently, a sharp rise in current was seen from

7.4 V until the compliance of 1mA was reached at 8 V. The two step rise in current,

from 0 to 5 V and then from 7.4 to 8 V suggests two different transport mechanisms

are occurring. Though the exact causes are unclear, it is suggested that the slower

rise in current between 0 to 5 V is due to metal incorporation into the SiOx layer

whilst the sharp rise between 7.4 V to 8 V is due to electron transport through metal

oxide in the SiOx layer.

The negative electroforming IV curve shows that there is a resistance change

as the voltage is decreased to -15 V. This is a two step process, where there is a

sharp rise in current observed from 0 to -2.68 V where a small plateau is reached

before another rise between -3.22 V to 9.66 V where the 1 mA current compliance

is reached. As the voltage is swept back to 0 V the current reduces from the 1 mA

current compliance at -8.81 V showing there is some resistance change. However,

at 0 V the device returns to a high resistance state.
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Figure 12.16: IV curves of the Au-Ti device after positive (blue) and negative (orange)
electroforming.
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12.4.2 Positive electroformed Au-Ti Device

12.4.2.1 EELS Analysis

Fig. 12.17 shows the results of an EELS measurement on the positive electroformed

Au-Ti device. a) shows a HAADF image of the device, where the EELS measure-

ment is taken within the orange box. The extracted Si L2,3, Ti L2,3, O K edge (total),

O K edge (SiOx) and O K edge prepeak components are shown in b) through f), re-

spectively. The blue lines of Fig. 12.21 show two regions (R1 and R2) from which

the line profiles on Fig. 12.18 are taken. R1 marks a region where there is a large

trough at the SiOx/Mo interface whilst R2 marks a small trough region.

Figure 12.17: EELS data for the positive electroformed Au-Ti device. a) HAADF image
of the device where an EELS measurement is taken within the orange box.
The extracted Si L2,3, Ti L2,3, O K (total), O K SiOx (OSi) and O K prepeak
(OPre) edge maps are shown on b) - f) respectively. The blue lines mark the
region from which the lineprofiles shown in Fig. 12.18 are taken.
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The Si L2,3 image map shows that Si deficient column boundaries are formed

that span the entire SiOx layer, bridging the Mo electrode to the Au-Ti electrode.

It can also be seen that these boundaries form at the troughs of the SiOx/Mo inter-

face. The column boundary patterns are not observed in the O K edge (total) map,

however, where instead it can be seen that O fills the boundary regions in the form

of metal oxide. By comparing the O K edge components, the O K edge (SiOx) map

matches the Si L2,3 map, whilst the O K edge prepeak follows the column boundary

regions. The Ti map in turn shows rods protrude from the troughs of the Ti/SiOx

interface into the SiOx column boundaries. The O K edge prepeak can be detected

not only in the regions where Ti is detected, but also in regions near the SiOx/Mo

interface. This demonstrates the incorporation of Mo and the formation of MoOx.
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Figure 12.18: Line profiles of the Ti L2,3, Si L2,3, O K (total) and O K prepeak (OPre) edges
for positive electroformed Au-Ti device taken within regions marked by the
blue vertical lines in Fig. 12.17

The Ti line profile in R1 shows that Ti is detected up to 10 nm from the

SiOx/Mo interface. In this case, the O K edge prepeak follows the same trajec-

tory as Ti, where the O K edge prepeak signal reaches a minimum at the point the

Ti signal reduces to zero. In this case, the O K edge prepeak counts are 12 % of the

counts detected at the Ti layer. The O K edge prepeak signal then rises to reach 63

% at the Mo layer. This indicates that there is a consistent filament of metal oxide

in the SiOx layer, containing both TiOx and MoOx. As such, it is suggested that the
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low resistance state is due to electron transport through TiOx and MoOx that has

formed in the SiOx column boundaries.

Figure 12.19: EELS data for the positive electroformed Au-Ti device. a) HAADF image of
the device where an EELS measurement is taken within the orange box. The
extracted Si L2,3, Ti L2,3, O K (total) and O K prepeak (OPre) edge maps are
shown on b) - e) respectively. f) shows the O K edge spectra for the column
boundary ( blue and orange boxes) and column bulk (yellow box) regions.

Fig. 12.19 shows the results of another EELS measurement taken in a re-

gion where there are distinct column boundaries in the SiOx layer. The left of the

HAADF image in a) shows there is a sharp peak at the SiOx/Mo interface, which

has a trough on either side. The extracted Si L2,3 edge (Fig. 12.19b) shows two

distinct column boundaries protruding from the troughs at the SiOx/Mo interface,
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where the intensity in the image map is reduced by 34 % and 18 % respectively

compared to the bulk Si intensity. The extracted Ti L2,3 edge, O K edge and O K

edge prepeak image maps are shown in c) through e), respectively. Each image map

contains three boxes, which mark the column boundary 1 (blue), column boundary

2 (orange) and column bulk (yellow) regions. The boxes were placed in the col-

umn boundary and bulk regions where no Ti L2,3 signal was detected. The summed

EELS O K edge signal from these marked regions (Fig. 12.19f) shows the presence

of the O K edge prepeak at the column boundaries and not in the column bulk. This

confirms that the column boundary regions contain MoOx, whilst no metal oxide is

formed in column bulk. The results therefore show that both TiOx and MoOx form

in the column boundaries after positive electroforming. In this case, TiOx protrudes

from the Ti/SiOx interface and MoOx protrudes from the SiOx/Mo interface to form

a continuous metal oxide filament in the SiOx column boundaries.
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12.4.3 Negative electroformed Au-Ti Device

12.4.3.1 SEM Analysis

Negative electroforming of the Au-Ti device showed a very different response to

the positive electroformed device. During the electroforming process, bubbles were

seen to form on the devices. Fig. 12.20 shows a series of SEM images of one

bubble taken during lamella fabrication, measuring 24 µm wide. Images show the

bubble forms due to the delamination of the Au-Ti device from the SiO2 substrate

layer on the base wafer. c) and d) show the Mo layer either side of the bubble is

separated from the substrate at both ends. During the negative electroforming of the

Au device, O was found to diffuse through the column boundaries in the Mo layer.

As such, it is expected the delamination occurs due to the accumulation of O at the

Mo/SiO2 substrate interface.

Figure 12.20: SEM images of the negative electroformed Au-Ti device. a) An example
bubble that appears during electroforming, whilst b) shows the a trench
formed by ion beam milling during lamella preparation. c) and d) show
SEM images of the Mo layer delaminated from the substrate
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12.4.3.2 EELS Analysis

Fig. 12.21 show the results of an EELS measurement on the negative electroformed

Au-Ti device, where the Ti L2,3, O K edge (total), O K edge (SiOx) and O K edge

prepeak components are extracted on b) through e) respectively. The blue lines on

Fig. 12.21 mark the regions where the line profiles on Fig. 12.22 are taken.

Figure 12.21: EELS data for the negative electroformed Au-Ti device. a) HAADF image
of the device where an EELS measurement is taken within the orange box.
The extracted Ti L2,3, O K (total), O K prepeak (OPre) and O K SiOx (OSi)
edge maps are shown on b) - e) respectively. The blue lines mark the region
from which the lineprofiles shown on Fig. 12.22 are taken.

The extracted Ti L2,3 image map shows that no Ti is incorporated into SiOx.

Instead, the O K edge image maps show reduced O counts suggesting O has been

expelled from SiOx. The line profile on Fig. 12.22 shows O is retained by the Ti



12.4. Electroformed Au-Ti-SiOx-Mo (Au-Ti) RRAM device 278

layer, whilst the concentration of O then reduces gradually across the SiOx layer

to 30 % at the SiOx/Mo interface. O is also detected in the Mo layer, where the

concentration continues to reduce gradually confirming the ejection of O from the

SiOx layer. It is therefore expected that the delamination of the Au-Ti device from

the substrate is due to the build up of O at the SiOx/Mo interface. The low resistance

state is therefore suggested to be due to electron transport via O vacancies formed

in the SiOx layer. It should also be noted that no patterning was observed in the O K

edge map. This is important as it suggests that the columnar structure does not play

a significant role in the O vacancy generation across the SiOx layer in this device.

0 10 20 30 40 50 60 70 80

Y axis (nm)

-0.2

0

0.2

0.4

0.6

0.8

1

N
o

rm
a
li

se
d

 C
o

u
n

ts

Ti L
2,3

O K
Tot

O K
Si

O K
Pre

Figure 12.22: Line profiles of the Ti L2,3, O K (total), O K prepeak (OPre) and O K SiOx

(OSi) edges for negative electroformed Au-Ti device taken within the blue
vertical lines marked in Fig. 12.21

12.4.3.3 HAADF Analysis

It should be noted that whilst no metal incorporation was detected in the EELS

measurements, either through the Ti L2,3 edge or the O K edge prepeak, HAADF

imaging shows that the column boundaries still appear bright in the negative electro-
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formed device (Fig. 12.23). This is consistent with the pristine device, suggesting

that there is still metal/metal oxide in the boundaries. However, the quantity of this

is below the detection limit of the EELS measurement.

Figure 12.23: HAADF image of the negative electroformed Au-Ti device
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12.5 Summary of Main Results

12.5.1 Device Microstructure (Pristine)

The Au-Ti device shows a mixture of properties from the Au and Ti devices. Similar

to the Ti device, significant patterning of the SiOx layer to Mo was observed through

the formation of columnar boundaries. In this case, the column boundaries were

found to form at the troughs of the SiOx/Mo interface and protrude through the

SiOx layer to the Au-Ti/SiOx interface. The increased roughness of the Mo layer in

the Au-Ti device was found to lead to a greater concentration of these boundaries

compared to the Ti device. The nature of the boundaries was also very different

compared to the Ti device, where the majority of boundaries in the Au-Ti device

span across the SiOx layer with bright contrast in HAADF images. EELS and EDX

maps of the boundaries show they contain both Ti and Mo (plus Au in proximity

to the Au-Ti electrode). This is an important observation as it shows the column

boundaries facilitate electrode metal transport in the pristine state. Finding both Mo

and Ti is interesting as this differs from the Ti and Au devices where primarily one

metal (Ti or Mo, respectively) was seen to incorporate into SiOx. The incorporation

of both Ti and Mo is suggested to be a result of two factors. Firstly, the increased

concentration of column boundaries provides more paths to metal to incorporate,

therefore allowing additional metal incorporation. Secondly, the limited amount

of Ti in the device creates less competition for O. The oxide formation enthalpy

for TiO2, SiO2, MoO3 from Ti, Si and Mo is 944 kJ/mol, 910.7 kJ/mol and 745.1

kJ/mol, respectively [139]. With the limited O scavenging by Ti, more O is available

to form mixed Mo-Si oxide in SiOx [148]. It is also important to note that the Mo

layer in the Au-Ti device was grown using sputter deposition with the intention of

developing a more rough SiOx/Mo interface. It is also possible that the increased

roughness or the sputtering technique itself facilitates Mo incorporation.

12.5.2 Structural Dynamics Due to Electrical Stress

The effects of positive and negative electroforming in the Au-Ti device are consis-

tent with those observed in the Au and Ti devices. Under a positive bias, Ti and Mo
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are incorporated into the SiOx layer through the column boundaries. Once incorpo-

rated, both Ti and Mo are oxidised through the scavenging of O from SiOx. In this

case, both TiOx and MoOx were detected through EELS measurements of the O K

edge prepeak. This results in a low resistance state consisting of continuous metal-

oxide filaments in the SiOx column boundaries. Additionally, the accumulation of

O at the Ti layer was observed as well as the oxidation of the Mo electrode at the

SiOx/Mo interface.

Under a negative bias, O was found to be expelled from the SiOx layer. EELS

measurements of the O K edge show that O is retained by the Ti layer in the form

of TiOx. The O K edge counts in the SiOx layer at the Ti/SiOx interface were

detected to be 80 % of the counts in the TiOx layer. Furthermore, the O K edge

counts reduce with an almost constant gradient through the SiOx layer to 30 % at the

SiOx/Mo interface. In contrast to the positive electroformed device, the columnar

microstructure in the SiOx layer did not appear to play any significant role in O

vacancy generation. This was observed through EELS image maps of the O K

edge where O was uniformly lost from the column boundaries and column bulk.

The O K edge was detected at the SiOx/Mo interface and in Mo showing that the

Mo layer had become oxidised. SEM images during the lamella preparation of the

negative electroformed device showed the Au-Ti device delamination between the

Mo layer and the substrate. As such, it is suggested that the low resistance state is

due to the formation of O vacancies in the SiOx layer. The O generated from this is

suggested to diffuse through the Mo layer via field assisted diffusion to accumulate

at the Mo/substrate causing the delamination of the device. The mechanisms for O

vacancy generation and the subsequent electron transport across the vacancies are

discussed in section 9.3.

The resistive switching behaviour in the Au-Ti devices occurs after negative

electroforming. As stated, it is suggested that the low resistance state is due to

electron transport via O vacancies. To reset the devices to a high resistance state,

a positive bias is then applied. With HAADF images showing that metal is still

incorporated into the SiOx layer, it is suggested that a positive bias results in the
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reduction of the metal oxide in the SiOx layer. In the Au and Ti devices, not only did

metal incorporate into SiOx after positive electroforming to form metal oxide, the

metal oxide in the SiOx layer was found to be in a lower oxidation state compared

to the pristine and negative electroformed devices. In the Au-Ti device, a similar

process is suggested to occur on the reset (positive) bias where the metal oxide in the

SiOx layer is reduced to lower oxidation states. In this case O is released from the

metal oxide to recombine to O vacancies creating a high resistance state. In this way,

it is reasonable to suggest the resistive switching phenomenon is due to O transport

from SiOx to TiOx and MoOx and in the reverse direction. In this case, negative bias

leads to O vacancies in SiOx and metal oxide formation whilst a positive bias leads

to the reduction of metal oxide and SiOx O/O vacancy recombination. In this case,

the columnar structure plays a vital role as this is where metal has incorporated

into the SiOx layer. It is also likely that additional metal may incorporate into SiOx

during the reset (positive bias) phase. This would increase the amount of metal

oxide in the device able to facilitate resistive switching.
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12.6 Conclusion
The Au-Ti device shows significant patterning of the SiOx layer to roughness of the

Mo layer. Column boundaries were found to form at the troughs of the SiOx/Mo

interface and protrude through the SiOx layer to the Au-Ti/SiOx interface. EELS

and EDX maps of the boundaries show that they contain both Ti and Mo plus Au

in proximity to the Au-Ti electrode showing the column boundaries facilitate elec-

trode metal transport, even in the pristine state. The effects of positive and negative

electroforming in the Au-Ti device is consistent with that observed in the Au and

Ti devices. Under a positive bias, Ti and Mo is incorporated into the SiOx layer

through the column boundaries. The low resistance state is suggested to be due

to electron transport through continuous metal-oxide (containing TiOx and MoOx)

filaments in the SiOx column boundaries. Conversely under a negative bias, O was

found to be expelled from the SiOx layer and through the Mo electrode leading

to the delamination of the device at the Mo/substrate interface. The low resistance

state in this case is suggested to be due to electron transport through the O vacancies

in the SiOx layer via trap assisted tunneling. The resistive switching phenomenon

is suggested to be due to O transport from SiOx to TiOx and MoOx (set) and in the

reverse direction for the reset operation.



Chapter 13

Part II: Summary
and Future Work
13.1 Summary
In this part of the thesis, electron microscopy was used to study Au-Ti-SiOx-Mo

(Au-Ti), Ti-SiOx-Mo (Ti) and Au-SiOx-Mo (Au) RRAM devices, where x ≈ 1.95.

The reduced oxide in this case was used to artificially create O vacancies in the

oxide layer, promoting the VCM mechanism. Of particular interest are the Au-Ti

devices which perform well as computer memory, showing optimal properties such

as low switching voltages, high endurance and high retention times. In this case, the

Ti layer is applied as a wetting layer between Au and SiOx and is only 5 nm thick.

Comparatively, the Ti and Au devices do not show repeatable resistive switching,

and are studied to gain a better understating of the Au-Ti device. The SiOx and Mo

layers in the Au and Ti devices were grown simultaneously on the same base wafer

before being cleaved and patterned with the Au and Ti electrodes respectively. The

Au-Ti, Au and Ti devices were each characterised in their pristine and electroformed

states. To electroform the devices, bias was applied from 0 to +15 V or -15 V for

positive or negative electroforming respectively, and back to 0 V in increments of

0.05 V. A current compliance of 1 mA was kept during electroforming to prevent

the hard dielectric breakdown of each device.

The characterisation of each device in the pristine state shows the patterning of

the SiOx layer to the rough features of the Mo electrode. In this case, the patterning

was determined to be affected by the O affinity of the top electrode. In the Ti
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device, Ti was seen to scavenge O from the SiOx layer whilst the Mo layer showed

minimal oxidation. Instead, void regions in the SiOx layer were found at the trough

positions of the SiOx/Mo interface. Furthermore, both Ti and Mo were found to

incorporate into the SiOx layer. Comparatively in the Au device, no oxidation of Au

occurred and no voids were found at the SiOx/Mo interface. Instead, considerable

oxidation of the Mo electrode was seen and a large amount of Mo was detected

to have incorporated into the SiOx layer (compared to the Ti device). This is an

important observation as the SiOx and Mo layers were grown together in the Au

and Ti devices, showing the choice of top electrode has far reaching implications

towards the structure of the device. The Au-Ti device shows a combination of

behaviours between the Au and Ti devices, where columnar boundaries were found

to form at the SiOx/Mo interface trough positions. In this case, the columns were

found to span the oxide and facilitate the incorporation of Ti and Mo. This resulted

in the column boundary regions appearing with bright contrast in STEM imaging

due to the Ti and Mo incorporation. It should be noted that Au was also detected in

the column boundaries in proximity to the Au-Ti electrode.

Under positive electroforming, each device was found to show an ECM type

response. In each case, additional metal was found to incorporate into the SiOx

layer. In the Ti device this consisted of Ti and Mo incorporation, whilst only Mo

incorporation was seen in the Au device. In both cases, it was also determined that

the oxidation state of the metal incorporated during positive electroforming was

lower than in the pristine state. Similarly, both Ti and Mo were found to incorporate

in the Au-Ti device, where the process was facilitated by the columnar boundaries

in SiOx. It is therefore suggested that the low resistance state in all three devices

is due to electron transport through reduced TiOx and/or MoOx in the SiOx layer.

In the case of the Au-Ti device, these reduced metal-oxide filaments are located in

column boundaries which span the SiOx layer.

Conversely, negative electroforming in each device was shown to lead to O

vacancies forming in the SiOx layer. This was exaggerated in the Au device where

a thick MoOx layer was found to form and the SiOx/Mo interface. In this case,
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the expulsion of O through the Mo electrode column boundaries was also detected,

resulting in the delamination of the Au-Ti device at the Mo/substrate interface. In

the Au-Ti device, a similar reduction of the SiOx layer was observed suggesting the

low resistance state is due to electron transport through O vacancies. The subse-

quent resistive switching phenomenon in the Au-Ti device is suggested to be due

to O exchange between the O vacancies and metal oxide (TiOx and MoOx) in the

SiOx layer. In the set state during a negative bias, the reduction of SiOx is suggested

to occur where the O binds to further oxidise TiOx and MoOx in the SiOx column

boundaries. In the reset state, the positive bias it is suggested to reduce TiOx and

MoOx, where the released O recombines with O vacancies in SiOx.

13.2 Future Work
The future work for part II of the thesis revolves around developing theoretical

models of the Au-Ti device. In particular, a model of the metal filaments in the

SiOx columnar boundaries through DFT is expected to provide considerable insight

into the operation of the device. Of particular importance is to develop a model of

the O exchange between the metal-oxide filaments in the column boundaries and

the SiOx column bulk. Subsequently, the role of electrode Fermi energy and bias

can be explored to determine if the resistive switching mechanism suggested in the

previous section is feasible.



Chapter 14

Final Conclusions
The main objective of this thesis has been to develop a greater understanding of

the dynamics involved in silicon oxide RRAM devices under electrical stress at the

atomic and microscopic scales. However, it was not possible to study the same

RRAM devices through both DFT and TEM. Instead, studies were carried out for

DFT and TEM for different devices with the results given in Parts I and II of the

thesis, respectively. In Part I of the thesis, the ECM mechanism in Ag/SiO2 devices

was investigated through DFT, with the models developed for the incorporation, dif-

fusion, reduction and clustering of Ag metal in SiO2. In Part II of the thesis, TEM

was used to observe the structural dynamical processes involved in Me-SiOx-Mo

(Me = Au-Ti, Au and Ti) RRAM devices. This was achieved through characteri-

sation of each device in their pristine and electroformed states. The results in each

case show considerable overlap and provide a basis for the breakdown mechanisms

in silicon oxide.

The controlling factor of the filament morphology was presence of columnar

boundaries in the oxide layer. DFT calculations in this thesis show that Ag metal

preferentially incorporates into silicon oxide through grain boundaries (though can

also incorporate into large void like regions in the oxide surface). Subsequently, the

metal is very mobile in the grain boundaries due to a requirement for low density

regions to migrate. This is confirmed in through TEM measurements, where elec-

trode metal oxide filaments were detected in the column boundary regions. These

subsequently are shown to give the RRAM devices ECM resistive switching charac-

teristics. Additionally, the devices concurrently show VCM properties, where elec-

tron injection was shown to lead to O vacancy creation through both DFT and TEM
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methods. In this case, O and O vacancy dynamics were found to be pivotal in the

operation of the devices. In this case, O exchange between the incorporated metal

and O vacancies is suggested to give rise to the resistive switching phenomenon. As

a result, properties such as the stoichiometry of the oxide layer and the electrode

metal O affinity are shown to strongly affect device operation.
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M Pepper, and A J Kenyon. Quantum Conductance in Silicon Oxide Resis-

tive Memory Devices. Scientific Reports, 3:2708, 2013.

[128] Gunuk Wang, Yang Yang, Jae-Hwang Lee, Vera Abramova, Huilong Fei,

Gedeng Ruan, Edwin L Thomas, and James M Tour. Nanoporous Silicon

Oxide Memory. Nano Letters, (8), 2014.
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