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named after Lev Perovskiy),[2] BaTiO3, 
PbTiO3, SrTiO3, BiFeO3, and others.[1,2] 
Beyond these single perovskites, two dif-
ferent A-site cations or B-site cations with 
different formal charges can be used, 
giving rise to double perovskites with the 
formulae A′A″B2O6 or A2B′B″O6, respec-
tively. Furthermore, a variety of A- and 
B-site formal charge combinations can  
be used, provided they equal to +6 for 
single oxide perovskites and +12 for 
double oxide perovskites. There is there-
fore wide flexibility in the composition of  
oxide perovskites, and only a fraction of all 
possible compounds has been synthesized 
so far.[3] Historically, oxide perovskites 
have been used in ferroelectric, piezo-
electric and pyroelectric applications.[1] 
They have also found applications in pho-
tovoltaics (PVs), but the wide band gap 
of typical perovskite oxides >2.5  eV  has 
historically limited efficiencies to below 
1.25%.[6] More recently, the performance 
of oxide perovskite solar absorbers was 

rapidly superseded by lead-halide perovskites (LHPs).[5,7] From 
an initially reported PV efficiency of 3.8% (using methylam-
monium lead iodide, or MAPbI3) in 2009,[1,8] LHP photovol-
taics have achieved a certified efficiency of 25.5% in 2020.[9,10] 
The learning rate demonstrated is higher than in other com-
mercialized absorbers,[11] and is due to a variety of factors, 
including narrow band gaps (e.g., 1.55 eV for MAPbI3),[12] high 
absorption coefficients ≈105 cm–1,[13] long diffusion lengths 
>1  μm,[14] defect tolerance,[15] low Urbach energies,[16] and 
high photoluminescence quantum efficiencies (PLQEs).[16,17] 
But while lead-halide perovskites have the advantages of 

Halide perovskite semiconductors have risen to prominence in photovoltaics 
and light-emitting diodes (LEDs), but traditional oxide perovskites, which 
overcome the stability limitations of their halide counterparts, have also 
recently witnessed a rise in potential as solar absorbers. One of the many 
important factors underpinning these developments is an understanding of 
the role of dimensionality on the optoelectronic properties and, consequently, 
on the performance of the materials in photovoltaics and LEDs. This review 
article examines the role of structural and electronic dimensionality, as well 
as form factor, in oxide and halide perovskites, and in lead-free alternatives 
to halide perovskites. Insights into how dimensionality influences the band 
gap, stability, charge-carrier transport, recombination processes and defect 
tolerance of the materials, and the impact these parameters have on device 
performance are brought forward. Particular emphasis is placed on carrier/
exciton-phonon coupling, which plays a significant role in the materials 
considered, owing to their soft lattices and composition of heavy elements, 
and becomes more prominent as dimensionality is reduced. It is finished 
with a discussion of the implications on the classes of materials future efforts 
should focus on, as well as the key questions that need to be addressed.

Dr. R. L. Z. Hoye
Department of Materials
Imperial College London
Exhibition Road, London SW7 2AZ, UK
E-mail: r.hoye@imperial.ac.uk

1. Introduction

Perovskite refers to a family of compounds with the chem-
ical formula ABX3.[1–5] In the perovskite crystal structure, the 
B-site cation is octahedrally coordinated, and the [BX6]n– octa-
hedra form a corner-sharing network.[4] Perovskites were first 
discovered nearly 200 years ago in a chlorite-rich skarn by 
Gustav Rose, but did not rise to prominence until the 1940s 
when their suitability for electronic applications was real-
ized.[2] Historically, perovskite research has focused on oxide 
compounds, such as CaTiO3 (discovered by Rose in 1839 and 
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processability at low temperature (with typical processing tem-
peratures of 100 °C)[10] and exceptional optoelectronic proper-
ties, they are limited by their composition of toxic lead and 
limited environmental and thermal stability without encap-
sulation.[18] By contrast, oxide perovskites are more environ-
mentally and thermally stable, but require high processing 
temperatures.[19,20] Recently, a breakthrough in the efficiency 
of oxide perovskite photovoltaics was achieved. The band gap 
of Bi2FeCrO6 thin films was reduced to 1.4  eV through Fe/Cr 
cation disorder and strain relaxation, and 8.1%-efficient photo-
voltaics were achieved, although processing temperatures were 
relatively high, at 600 °C. The efficiency achieved is the highest 
(along with Cu2O) for oxide-based photovoltaic absorbers.[6] In 
inorganic oxide perovskites, efficiencies reaching 20% may be 
achievable, based on the detailed balance limit and spectro-
scopically limited maximum efficiency, reinstating this class of 
materials as potentially viable commercial solar absorbers. The 
perovskite family therefore demonstrates substantial versatility 
in composition, properties, and processability, with significant 
promise for photovoltaic applications.

Next-generation thin film solar cells are critically required 
for sustainable energy harvesting on the utility scale to pro-
vide renewable energy. Currently, 94.5% of the photovoltaics 
market is based on silicon solar cells,[21] but the silicon-based 
module itself only contributes to a minority of the total cost of 
the solar panel.[22] Increasing the efficiency beyond the radiative 
limit for single-junction silicon solar cells is therefore impor-
tant for reducing the levelized cost of electricity (LCOE). This 
has already been achieved by monolithically integrating a lead-
halide perovskite top-cell with a silicon bottom-cell, and tech-
noeconomic analyses predict that these tandem devices have 
lower LCOE than silicon single-junction devices, assuming a 
tandem module lifetime of 20 years, with a degradation rate  
of 1%.[23] Lower LCOEs can also be achieved through all 
thin-film tandems, in which a lead-halide perovskite top-cell 
is combined with a near-infrared absorbing thin film bottom 
cell,[23] such as a mixed lead-tin halide perovskite,[12,24] but the 
material requirements for efficient solar absorbers overlap with 
the requirements for a wide range of other electronic applica-
tions, including light-emitting diodes (e.g., for ultrahigh defini-
tion displays),[17] photoelectrodes (for water splitting to produce 
solar fuels),[25–27] photodetectors,[28,29] and radiation detectors.[30] 
As such, the development of perovskite thin films for photo-
voltaics can also have a significant impact across the broader 
electronics application space.

The performance and stability of both halide and oxide 
perovskites are essential factors in their development in elec-
tronic devices. Although these are commonly tuned through 
the composition and processing, tuning the dimensionality 
also plays an important role. Dimensionality includes the 
crystal structure (3D, 2D, 1D, and 0D), electronic dimension-
ality, and form factor (thin film, 2D electron gas, nanoplatelet, 
or nanocrystal), as illustrated in Figure  1. Historically, 3D 
perovskites have been considered, but reducing the structural 
dimensionality can lead to improvements in the stability (envi-
ronmental and thermal), as well as confinement of charge-
carriers to increase the PLQE. On the other hand, lowering the 
dimensionality lowers the mobility in one or more crystallo-
graphic directions and makes it more likely that charge-carriers 

couple to phonons, forming polarons that further reduce the 
mobility. Beyond changing the dimensionality of the material, 
reducing the form factor dimensionality from bulk thin films 
to nanoplatelets (2D) or quantum dots (0D) can also open up 
new opportunities, such as blue-shifting the band gap for light 
emission applications through quantum confinement rather 
than changing the composition (which could introduce deeper 
trap states). In addition to performance and stability, the tox-
icity of the perovskite compound is also a critical consideration 
in applications for electronic devices, especially since the Regu-
lation of Hazardous Substances directive (RoHS) limits the Pb 
content in electronic devices to 0.1 wt% (although outdoor PVs 
are currently exempt).[31] As such, there has been an emphasis 
on the development of lead-free and low-toxicity oxide, sulfide, 
and selenide perovskites, as well as the design of lead-free 
materials which are identified through “inspiration” from the 
defect tolerance of the lead-halide perovskites (i.e., perovskite-
inspired materials or PIMs).[32,33] In the development of these 
lead-free materials, dimensionality plays a critical role in their 
selection and optimization.

This review examines the role of dimensionality on the 
performance and stability of perovskite compounds and 
their derivatives, and the scope of this review is illustrated in 
Figure  1. In particular, we draw together insights into three 
broad families of materials: 1) inorganic oxide, sulfide, and 
selenide perovskites; 2) lead-halide perovskites; and 3) lead-free 
perovskite-inspired materials. We discuss how the structural 
and electronic dimensionality, as well as the form factor, influ-
ences the optoelectronic properties of these materials, and the 
impact on device performance and stability. Photovoltaics are 
primarily focused on, but comparisons are also drawn with 
light-emitting diodes. This review shows the new opportuni-
ties enabled by controlling dimensionality in these classes of 
materials, but also the challenges. We finish by suggesting how 
these challenges could be overcome, which could inform future 
materials design and engineering efforts.

2. The Role of Dimensionality on the Functionality 
of Inorganic Oxide and Chalcogenide Perovskites
Although oxide perovskites were the first class of perovskites 
investigated, they have only recently gained interest for photo-
voltaics. In particular, oxide perovskites can provide impor-
tant advantages over lead halide perovskites in terms of lower 
toxicity and improved thermal and environmental stability. 
Oxide perovskites are also processable by a wide range of 
methods. In this section, we will describe the different forms 
of inorganic oxide-, sulfide-, and selenide-based perovskites, 
and the role of dimensionality on the optoelectronic proper-
ties. We note that perovskite nitrides (ABN3) or oxynitrides 
(ABO3–xNx) may also be interesting but have not shown 
promising optoelectronic properties yet, although LaWN3 
has been predicted to be semiconducting and ferroelectric 
with an indirect bandgap of 1.98 eV and a direct bandgap of 
2.23  eV,[37] and LaTiO2N has a bandgap of 2.1  eV.[38] Dimen-
sionality can be understood at many levels: the geometry of 
the crystal structure (e.g., 3D as in single perovskites or 2D 
as in layered perovskites), the geometry of the devices, or the 
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shape of the materials (e.g., 2D layers, nanowires). The main 
aim of this section is to review the current status of inorganic 
perovskites for optoelectronics and the role of dimensionality 
on performance.

2.1. Evolution of Oxide Perovskites for Photovoltaics

While lead-halide perovskites are now studied by hundreds 
of groups worldwide, inorganic perovskites based on oxides, 
sulfides, and selenides are being studied for their optoelectronic 
properties by a smaller, but growing, community. The principal 
challenge is their significantly higher melting points compared 
to LHPs, and so if they are processed at practical temperatures 
of 500 °C or lower (i.e., at temperatures compatible with FTO-
coated conducting glass), their defect concentrations would be 
high. Historically, oxide perovskites have been widely studied 
for their unique ferroelectric properties. PbTiO3, BaTiO3, and 
BiFeO3 are typical examples. The first solar cells based on such 
ferroelectric oxide perovskites were already being investigated 
in the 1980s but the field emerged from 2010, as shown in 

Figure 2. While many publications report solar cell efficiencies 
well below 1%, as noted above, a solar cell efficiency of 8.1% 
was reported in the ferroelectric double perovskite Bi2FeCrO6.[6] 
Such an efficiency competes with the world record among oxide 
solar cells of 8.1% in Na-doped Cu2O solar cells.[39] To date no 
other oxide rivals these two examples.[40]

2.2. Single ABO3 Perovskites (3D)

Here, we review the optoelectronic properties of single ABO3 
perovskites that can be described as 3D. Most single oxide 
perovskites have a wide band gap above 3 eV due to the large 
difference in electronegativity between the oxygen and metal 
atoms. The ideal band gap for a single band gap solar cell is 
1.34  eV according to the detailed balance limit.[42] For two-
terminal tandem solar cells with a c-Si bottom cell, the ideal 
top cell bandgap is approximately 1.72 eV.[43] Wider band gaps 
are more suitable for water splitting, but even in this case, the 
optimal band gap of 2.03  eV is below the band gap of typical 
single oxide perovskites.[44]

Figure 1. Scope of this review, including the materials covered and their dimensionalities, as well as the properties discussed. Center photograph of 
double perovskite single crystal: Reproduced with permission.[34] Copyright 2016, American Chemical Society. Electronic structure: Reproduced with 
permission.[35] Published 2020 by the Royal Society of Chemistry. Device performance: Reproduced under the terms of CC-BY license.[36] Copyright 
2019, American Chemical Society.

Adv. Energy Mater. 2021, 2100499



www.advenergymat.dewww.advancedsciencenews.com

2100499 (4 of 59) © 2021 The Authors. Advanced Energy Materials published by Wiley-VCH GmbH

For example, titanates such as PbTiO3 (PTO) and BaTiO3 
(BTO) are well known for their ferroelectric properties. How-
ever, their band gaps are higher than 3 eV which makes them 
poor solar absorbers. Strategies to reduce this band gap involve 
alloying. For example, the band gap of PTO films was reduced 
from 3.35 to 2.86 eV by forming PbTi0.7Ni0.3O3.[45]

Other examples of single perovskites investigated for their 
optoelectronic properties include tantalates, nickelates, nio-
bates, ferrites, manganates, and chromates. However, most of 
these materials have not yet been explored for PV applications. 
Out of these, currently the ferrites have been explored the most 
for PV applications, and these are described in Section 2.3.

SrTiO3 has also been proposed for use in LHP solar cells as 
a mesoporous electron-transporting layer.[46,47] By replacing the 
commonly used TiO2 with SrTiO3, the open circuit voltage was 
increased up to 1.01  V, which was 25% higher than the value 
of 0.81  V obtained using the conventional mesoporous TiO2 
electron transport layer.[46] This was attributed to favorable band 
alignment and improved surface coverage of the LHP thin film. 
LHP solar cells are often unstable under ultraviolet irradiation 
and this is partly due to the photocatalytic degradation of the 
LHP by TiO2. A La-doped BaSnO3 perovskite was proposed to 
replace the TiO2 and it was found that the solar cells retained 
93% of their initial performance in a nitrogen-filled glovebox 
after 1000 h of 1-sun illumination, whereas the solar cell with 
TiO2 completely degraded after 500 h.[48]

Another category of oxide perovskites are Mott insulators. 
Mott insulators should be conductive according to conventional 
band theory but are experimentally found to be insulators. 
These materials become conductive due to a variety of factors, 
such as strain, defects, or impurities. Interestingly, Mott insu-
lator perovskites can present low band gaps compatible with the 
solar spectrum. They include LaVO3 (optical bandgap 1.1  eV), 
YTiO3 (0.6 eV), YVO3 (1.6 eV), LaMnO3 (1.03 eV), and SrMnO3 
(0.64  eV).[49–52] The band gap originates from the correlation-
induced electron-electron repulsion leading to a filled lower 
Hubbard band and unfilled upper Hubbard band (these bands 
are described in the frame of the Hubbard model).[53] However, 
in the case of LaVO3, it was shown that it provides a carrier 
density that is too high for solar cell applications and that it is 
a poor charge-transport medium.[52] In the case of LaMnO3, it 
was shown that the minority carrier diffusion length is rather 
short, in the nanometer range, whereas LHPs have diffusion 
lengths in the micron range.[49]

Single perovskites have also been widely investigated for 
photocatalysis (PC), where electrocatalysts are deposited on a 
solar absorber material and immersed in an electrolyte.[38] In 
general, for all material types the factors limiting photocatalytic 
performance are similar to PVs, such as limited absorptance, 
high electron-hole pair recombination, and limited stability. 
Of course, stability is not a major concern for inorganic perov-
skites. The main concerns are that many single perovskites 
have a large band gap and are only capable of absorbing in the 
UV part of the solar spectrum. Also, the presence of high defect 
concentrations in high melting point materials processed at 
relatively low temperatures leads to unwanted non-radiative 
recombination. Therefore, the search for low band gap, lower 
melting point inorganic perovskite-like systems is of interest 
for both photocatalysis and PV.

The use of inorganic perovskites in PV can strongly benefit 
from the positive and negative learnings gained from their 
implementation in photocatalytic devices, such as the impact 
of processing and defects on performance. More than 200 per-
ovskite-related structures have already been reported as photo-
catalysts by 2016.[38] Single perovskites, such as SrTiO3, NaTaO3, 
AgNbO3, KNbO3, NaNbO3, and BiFeO3 have been investigated, 
and dopants have been introduced to narrow their band gaps.[3] 
In particular, Ru-doping enabled the band gap of SrTiO3 to be 
reduced from 3.2 to 2.0 eV.[54]

2.3. Ferroelectric ABO3 Perovskites

The ferroelectric photovoltaic effect was demonstrated in 1956 
in barium titanate.[55] However, dedicated efforts to exploit 
this effect in devices only began in 2010. The ferroelectric 
photovoltaic effect results in the creation of a photogenerated 
current under short-circuit conditions parallel to the direction 
of the ferroelectric polarization axis. Sometimes an open cir-
cuit voltage much higher than the band gap of the material is 
obtained, as explained in the next paragraph. There are several 
mechanisms involved and these are still not completely under-
stood. Ferroelectric solar cells do not require a p-n junction, as 
in conventional solar cells, and charge separation can originate 
from the polarization-induced internal electric field. Such solar 
cells necessitate what is called a ferroelectric semiconductor.

BiFeO3 is the most studied ferroelectric material for photo-
voltaic applications.[56] It has a relatively high direct band gap 
of ≈2.7  eV.[20] Most devices based on BiFeO3 provide low con-
version efficiency;[40] however, in the case of planar configura-
tions such solar cells can provide open circuit voltages higher 
than a dozen volts.[20] Figure  3 shows such a planar configu-
ration with BiFeO3 grown epitaxially on single-crystalline (110) 
DyScO3. The photovoltaic properties are present only when 
the current flows perpendicular to the domain walls, as if each 
domain wall was contributing a small value to the open-circuit 
voltage.[20] Photoelectrochemical cells of BiFeO3–SrTiO3 have 

Figure 2. Timeline plot for the reported PV device efficiencies of thin-film 
single layer ferroelectric oxides. Reproduced with permission.[3] Copyright 
2019, The Royal Society of Chemistry. Reproduced with permission.[41] 
Copyright 2018, Elsevier.
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also been successfully demonstrated and in solid solution films 
the positive role of trap states has been shown, namely that fast 
electron–hole recombination is suppressed and photocurrent 
density in the visible-light region improved.[27]

Another material of interest is BiMnO3, which has a direct 
bandgap of about 1.2 eV.[57] Such a low band gap is appealing for 
single-junction PV. However, for ferroelectric PV applications 
the remnant polarization of BiMnO3 is ten times lower than 
that of BiFeO3,[40] which makes it less efficient at carrier extrac-
tion. Recently solar cells with a conversion efficiency of 4.2% 
were obtained with films of mixed BiMnO3 and BiMn2O5.[57] 
This was shown in high temperature-grown epitaxial films. 
BiMnO3 has also been investigated in photoelectrochemical 
solar cells in the form of thin films and nanostructures.[58]

Other types of ferroelectric perovskite materials for 
optoelectronics include the single-phase oxide solution 
[KNbO3]1−x[BaNi1/2Nb1/2O3−δ]x (KBNNO) that can provide tun-
able direct band gaps down to 1.39  eV, much lower than the 
3.8 eV for single KNbO3.[19] The absorption coefficient at 885 nm 
wavelength is 2.5 × 104 cm–1, which is comparable to CdTe and 
GaAs.[19] High solar cell conversion efficiencies with such mate-
rials have not been demonstrated yet. The limiting factor for 
ferroelectric PV is to find high polarization ferroelectric semi-
conductors with resistivities that are not too high, and with low 
band gaps close to the optimum for single-junction (1.34 eV) or 
top-cells (1.72 eV) applications and reduced melting points.

It should be noted that there are recent studies that incor-
porate ferroelectric perovskite oxides as interfacial layers in 
lead-halide perovskite solar cells (similar to the work described 
earlier with SrTiO3), enhancing the open-circuit voltage. The 
idea is to benefit from the ferroelectric polarization-induced 
internal electric field to enhance charge separation and charge 
transfer in the structure. In this way, a high solar cell effi-
ciency of 16.37% has been obtained in LHP solar cells that 
do not have a hole transport layer, and which incorporate an 
ultrathin PbTiO3 layer made by solution processing.[59,60] This 
was more efficient than the reference devices without PbTiO3, 

which was only 13.81% efficient.[59,60] The device structure was 
glass/F:SnO2/TiO2/PbTiO3/CH3NH3PbI3/carbon nanotubes.

2.4. Oxide Double Perovskites

Double perovskites are derived from single perovskites with the 
A or B site occupied by two types of cations, giving either an 
A′A″B2O6 (double A-site) or AB′B″O6 (double B-site) structure. 
Oxide double perovskite can give enhanced optoelectronic prop-
erties compared to their oxide single perovskite counterparts. 
In the case of ferroelectric Bi2FeCrO6, two groups have inde-
pendently demonstrated that the band gap could be varied from 
about 2.6 to 1.9  eV by increasing the Fe/Cr cationic order in 
the structure.[6,61] The ferroelectricity originates from Bi3+ ions 
at A sites, as in the case of BiFeO3 and BiMnO3. The band gap 
is tuned by the interaction between Fe and Cr at the B site, via 
O. Using a tandem Bi2FeCrO6 absorber with three different 
band gaps, a solar cell conversion efficiency of 8.1% was dem-
onstrated (Figure 4).[6]

Other double perovskite systems are being investigated for 
their photovoltaic properties, such as A-site ordered CaMnTi2O6 
(predicted band gap of 1.7–2.9 eV),[62] Ba2SbV1–xTaxO6 (1.0–1.6 eV 
band gap),[60] KBaTeBiO6 (1.88  eV band gap),[63] Ln2NiMnO6 
(Ln = La, Eu, Dy, Lu) (1.08–1.19 eV band gap).[64]

2.5. Layered Oxide Perovskites

Brownmillerites (A2B2O5 or A2B′B″O5) are polymorphs of 
the perovskite structure where 1/6th of the oxygen atoms are 
removed, thus reducing the crystal symmetry. The structure is 
composed of alternating BO6 octahedral and BO4 tetrahedral 
layers (Figure 5). Reducing the oxygen coordination is a prom-
ising strategy to reduce the band gap.[65] A recent example is 
the multiferroic brownmillerite KBiFe2O5 that has a direct 
bandgap of 1.6  eV and a theoretical maximum efficiency of 

Figure 3. Schematics and I–V measurements of the BiFeO3 photovoltaic devices where the current flows a,c) in a perpendicular direction to the domain 
walls and b,d) in a parallel direction to the domain walls. Reproduced with permission.[20] Copyright 2010, Springer Nature.

Adv. Energy Mater. 2021, 2100499



www.advenergymat.dewww.advancedsciencenews.com

2100499 (6 of 59) © 2021 The Authors. Advanced Energy Materials published by Wiley-VCH GmbH

30%.[65] Epitaxial thin films of such materials have recently 
been obtained, however solar cell short-circuit current densities 
were in the same range as BiFeO3.[66]

The Aurivillius phase (Bi2O2)(An–1BnO3n+1) and the 
Ruddlesden–Popper (RP) phase (An+1BnO3n+1, or more generally 
A2′An–1BnO3n+1) are 2D compounds homologous to single perov-
skites and are two prototypical examples of layered perovskites. 
The RP phase is well-known among halide perovskites as a 2D 
perovskite and is discussed in more detail later.[68] In this phase, 
A, A′, and B are cations and n is the number of the layers of BO6 
octahedra in the perovskite-like stack. In the Aurivillius phase, a 
number n of pseudo-perovskite layers are sandwiched between 
layers of [Bi2O2]2+ (Figure 5). Examples of the Aurivillius phase 
are ferroelectric n = 1 Bi2WO6 (band gap of 2.82 eV),[69] Bi2MoO6 
(band gap of 2.5–2.8 eV),[70] or n = 2 PbBi2Nb2O9 (band gap of 
2.88  eV).[71] Examples of the RP phase are Sr2SnO4 (band gap 
of 4.6 eV)[72] and Li2CaTa2O7 (band gap of 4.36 eV).[73] All these 
materials have been studied for photocatalysis and many pro-
vide high photocatalytic activity.[38] However, these band gaps 
are too high for PV applications. Such structures can lead to 
ferroelectric properties due to a non-centrosymmetric structure 
caused by octahedral rotations and distortions. Another lay-
ered perovskite example is La2Ti2O7, studied as a visible light 
photocatalyst, and its band gap was decreased from 3.28 to 
2.51 eV through N-doping.[74] While 2D layered perovskites have 
been thoroughly studied in the field of halide perovskites for 
photovoltaics (see Section  3.2), as of today, inorganic layered 
perovskites (which are commonly studied for ferroic, supercon-
ducting, ionic, and dielectric behavior) are not very well estab-
lished for optoelectronic applications.

2.6. 2D Oxide Perovskites

Following the discovery by Ohtomo and Hwang in 2002 that 
the interface between two band insulators, SrTiO3 and LaAlO3, 
can become conductive and provide a quasi 2D-electron gas (a 
high mobility electron gas mostly free to move in two dimen-
sions),[75,76] a similar kind of oxide heterostructure based on 
LaVO3, LaFeO3, and SrTiO3 was proposed by Assmann et al.[77] 
It was mentioned earlier that LaVO3 has a direct bandgap of 

1.1 eV, which is highly suitable for single-junction photovoltaics. 
LaVO3 grown on SrTiO3 has an internal potential gradient that 
can help to separate the photogenerated electron-hole pairs. 
Such oxide multi-layered heterostructures have not been imple-
mented in solar cell architectures yet, likely because of fabrica-
tion complexities, in which there is monolayer by monolayer 
growth alternating between two different materials.

One interesting recent development with 2D oxide perov-
skites is the achievement of freestanding SrTiO3 and BiFeO3 
ultrathin crystalline films down to a thickness of 1–4 unit 
cells,[78] thanks to the use of a sacrificial buffer layer of 
Sr3Al2O6.[79] The freestanding crystalline films can be trans-
ferred to other substrates such as Si.[80] While the outcomes 
in terms of optoelectronics are unknown, these systems have 
the potential to rival other 2D materials such as graphene and 
transition-metal dichalcogenides because they can provide mul-
tifunctional properties, such as semiconducting properties, 
superconductivity, ferroelectricity, and colossal magnetoresist-
ance. However, it is important to note that metal oxides pos-
sess strong interlayer ionic bonds and thus in their 2D form 
there are dangling bonds that induce surface instability.[81] It is 
clear that the nature of oxide surfaces and their reconstructions 
impact their performance.[82] The nature of the surfaces of 2D 
oxides requires a much deeper understanding.

2.7. 1D Oxide Perovskite Nanowires

Oxide perovskites in 1D form are not very common for opto-
electronics, as compared to thin films, but examples of 1D 
oxide perovskites that have been synthesized and investigated 
include BaMnO3 nanorods, La0.5Sr0.5MnO3 (LSMO) nano-
wires, La0.8Sr0.2MnO3 nanofibers, and La0.7Ca0.3MnO3 and  
La0.325Pr0.300Ca0.375MnO3 nanotubes.[83] While such structures 
have been used in transistors and spintronics, applications 
in optoelectronics are scarce. Figure  6 shows transmission 
electron microscopy (TEM) images of LSMO manganite nano-
wires fabricated by hydrothermal synthesis, showing that the 
nanowires are single crystalline.[84]

Nanowire oxide perovskite solar cells can be envisaged as 
a tool to remedy a low minority carrier diffusion length as 

Figure 4. Left: Schematic of a multilayered Bi2FeCrO6 (BFCO) solar cell (Nb:SrTiO3 (001)/BFCO (2 Hz, band gap 1.4 eV)/BFCO (8 Hz, band gap 1.8 eV)/
BFCO (14 Hz, band gap 2.2 eV)/Sn-doped indium oxide [ITO]). Different PLD laser repetition rates for BFCO layers result in a variable band gap. Right: 
J–V characteristics of two devices M1 and M2 after poling with a high voltage pulse. Reproduced with permission.[6] Copyright 2014, Springer Nature.
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observed in some single perovskite oxides. ZnO nanowires 
have already been used to fabricate all-oxide, ZnO/Cu2O, and 
ZnO/TiO2/Cu2O solar cells, albeit with limited conversion effi-
ciency.[85,86] It is expected that in the future all-oxide perovskite 
nanowire-based solar cell will emerge. In addition, nanowires 
are promising for photocatalytic applications because of the 
high surface area to volume ratio.

2.8. Inorganic Sulfide and Selenide Perovskites

Unlike oxides, inorganic sulfide and selenide perovskites have 
not been exploited in PV devices yet because their potential is 
only just starting to be discovered. Compared to sulfides and 
selenides, oxide perovskites are easy to manufacture as they do 
not usually require toxic precursors and post-growth oxidation 
can easily occur. However, as already mentioned, oxide perov-
skite thin films are usually grown far below their high melting 
points. The defect formation energies are low, and many 
defects are present (including point defects, e.g., oxygen vacan-
cies) and they play an important role in the properties of the 
films. Some new methods can greatly improve the perfection of 
oxide thin films, nevertheless lower melting point temperature 
systems would be highly beneficial for enabling the growth of 
perovskites with low structural defect density at practical depo-
sition temperatures.[87] Of course, not only is achieving low 
defect density within grains important, so is achieving lower 
intergrain defect density. This can be achieved by growing 
larger grains, thereby reducing the density of grain boundaries. 
According to the structure zone model, materials with lower 
melting points can achieve larger grains at the same growth 
temperature because the deposition temperature would repre-
sent a larger homologous temperature. In this regard, sulfides 
(and selenides, which are chemically similar to sulfides) are 
appealing because they have melting points approximately half 

of that of oxides.[88] Hence, for many of these chalcogenide 
perovskites, there is the potential of growing at 600 °C or below 
without suffering from large defect densities of nanoscale grain 
sizes, as would be the case for most oxides grown at similar 
temperatures.

Only very few chalcogenide ABS3 perovskites have been 
reported so far, although BaZrS3 was already synthesized in 
1957.[89] This material is an ionic semiconductor with an experi-
mental direct band gap of 1.73 eV, which is significantly lower 
than the 5  eV band gap of the oxide BaZrO3 counterpart.[90] 
Furthermore, the band gap of BaZr(OxS1–x)3 is tuneable from 
1.73  eV (x  = 0.24) to 2.87  eV (x  = 0.95). This low and adjust-
able band gap is due to the fact that the valence band of these 
perovskites is mainly formed by p states of O and S, while S 2p 
states are higher in energy than the O 2p states and thus the 
former narrows the band gap by reducing the ionization poten-
tial.[90] Also, CaZrS3 has a band gap of 1.90  eV.[90] Thus, this 
class of materials has potential for photovoltaics and constitutes 
a strong opportunity for original research because the opto-
electronic properties of these materials are largely unexplored. 
Chalcogenide perovskites promise enhanced stability compared 
to halides because the Coulomb interaction in chalcogenides is 
much larger than in the halides.[91] Thin films of BaZrS3 have 
been obtained by sputtering at ambient temperature, followed 
by annealing at temperatures ranging from 650 to 1000  °C. 
While diffraction peaks were obtained in films annealed at 
650  °C, good crystallization required rapid thermal annealing 
at approximately 900 °C.[92] Another route to growing BaZrS3 is 
through pulsed laser deposition of BaZrO3 followed by sulfuri-
zation at 900–1050 °C.[93] LaYS3 was also proposed with a direct 
bandgap of about 2 eV, but its integration into solar cells is dif-
ficult due to the high sulfurization temperature of 1000 °C.[94] 
Formation of the sulfide phases during growth at moderate 
temperatures is an important goal for future work. There is 
promise in this direction, since BaZrS3 has been fabricated 

Figure 5. Idealized crystal structures of (left) Aurivillius (e.g., Bi2WO6: Bi2O2—tetrahedra; WO6—octahedra) and (right) brownmillerite perovskites (e.g., 
Ba2In2O5: Ba—open circles, InO6—octahedra; InO4—tetrahedra). Reproduced under the terms of the CC-BY license.[67] Copyright 2006, Springer-Verlag.
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with near unity yield at temperatures between 550–600  °C by 
direct reaction of barium sulfide powder with Zr.[95,96]

Some other compounds have provided a needle-like phase, 
with a structure different from the perovskite structure, 
such as SrTiS3, SrZrS3, CaZrS3, BaZS3, CaHfS3, SrHfS3, and 
BaHfS3.[60,97]

Similar to oxide perovskites, derived phases are also present 
in chalcogenide perovskites. For example, RP-type layered chal-
cogenide perovskites were obtained, such as Ba3Zr2S7, which 
is a n  = 2 RP phase of the sulfide perovskite BaZrS3, with a 
bandgap of 1.28  eV.[98] Such 2D layered structures that are 
derived from the perovskite structure can present interesting 
properties due to octahedral rotations and distortions. These 
materials can also be considered in comparison to the world 
of 2D materials such as graphene, MoS2, silicene, and ger-
manene. The zero band gap of graphene limits its use in the 
semiconductor industry while no 2D semiconductor with linear 
electronic dispersion and ultrahigh carrier mobility as in gra-
phene has been found experimentally yet. In contrast to metal 
oxides, the bonding character in sulfides and selenides is more 
covalent than in the oxides and hence 2D materials are more 
easily formed. A solution could emerge from the 2D RP chalco-
genide perovskite semiconductor Ca3Sn2S7 that presents, from 
first-principles calculations, a graphene-like linear electronic 
dispersion, a direct bandgap of 0.5 eV, and a carrier density of 
6.7 × 104 cm²V–1s–1 at room temperature.[99]

Also, chalcogenide double perovskites are predicted to pro-
vide bandgaps suitable for photovoltaics such as Sr2SbTaS6, 
Ba2SbTaS6, Sr2BiNbS6, Ba2BiNbS6, Sr2BiTaS6, Ba2BiTaS6, Ba2S-
bTaS6, Ba2BiNbS6, and Ba2BiTaSe6.[91]

3. From 3D to 0D: Effect of Dimensionality on 
Recombination and Charge-Carrier Transport in 
Lead-Halide Perovskites

LHPs have outstanding optoelectronic properties, namely high 
charge-carrier mobilities, long diffusion lengths, tunable band 
gaps, long charge carrier lifetimes, and high absorption coeffi-
cients.[14,100–104] In particular, LHPs have been found to be defect 

tolerant (Figure 7a).[105–108] This has been key in enabling LHP 
thin films to be grown by simple solution- and vapor-based 
methods at low temperatures (typically at 100–150 °C) while 
achieving high efficiencies surpassing those of other thin film 
and multicrystalline silicon solar cells.[109] To a large extent, the 
beneficial properties of the LHPs can be attributed to the pres-
ence of Pb (and in analogous form Sn in Sn-based perovskites). 
The s and p orbitals of the Pb2+ cations hybridize with the p 
orbitals of the I– anions to form an electronic structure that 
is conductive to traps being shallow rather than deep (refer to 
Figure  7a; further details in Section  4.2).[15,106,110] In addition, 
owing to Pb2+ being a heavy metal cation, there is strong spin-
orbit coupling, leading to smaller band gaps, which also favors 
shallow trap formation.[106] The high Born effective charge 
results in LHPs exhibiting high dielectric constants, which 
leads to smaller capture cross-sections of charged defects.[15,106] 
Together, these effects result in low non-radiative recombina-
tion rates despite high densities of points defects.

Initially, the focus for perovskite photovoltaics was on LHPs 
with 3D structural dimensionality. However, due to its challenges 
in stability, low exciton binding energies, as well as interface and 
surface recombination, lower dimensional halide perovskites 
have gained increasing attention. These properties are important 
for photovoltaic, light-emitting diode (LED) and other optoelec-
tronic applications. Changing the dimensionality also influences 
the band gap (Figure 7b) and band dispersion (Figure 7c), which 
affects the performance of these materials in devices. By engi-
neering the composition, crystal structure, and dimensionality of 
these materials, it is possible to tune their optoelectronic prop-
erties to the optimal values for the desired application. Under-
standing the role of dimensionality on the optoelectronic and 
materials properties is therefore essential to achieving devices 
with improved efficiency and stability and is therefore the focus of 
this Section. A summary table of the key optoelectronic properties 
of LHPs with different dimensionalities is displayed in Table 1.

3.1. Bulk Perovskites

Bulk LHPs, with a 3D crystal structure and processed as thin 
films, have shown excellent transport properties, and have 

Figure 6. a) TEM image of a single LSMO nanowire of diameter around 45 nm; b) selected area diffraction pattern; c) high-resolution TEM showing 
the crystalline nature of the LSMO nanowires. Reproduced under the terms of the CC-BY license.[84] Copyright 2013, Hindawi Ltd.
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consistently led to perovskite photovoltaics with the certified 
highest efficiency throughout its decade of development.[9]

3.1.1. Crystal Structure

Bulk 3D LHPs have the same crystal structure as the oxide and 
chalcogenide perovskites described in Section  2, but in this 
case, lead cations are octahedrally coordinated with halides (I, 
Br, or Cl), and the lead-halide octahedra form a corner-sharing 
array, giving rise to a cubic, tetragonal or orthorhombic unit 
cell. The cuboctahedral cavities (voids between octahedra) 
are occupied by the A-site cation, which needs to fall within a 
narrow range of ionic radii in order for the perovskite phase 
(denoted α-phase) to be achieved. This can be quantitatively 
described by the Goldschmidt tolerance factor, which is defined 
as ( ) / [ 2 ( )]t r r r rA X B X= + + , in which rA,B,X are the ionic radii of 
the A-, B-, and X-site as shown in Figure 8a.[112,113] The required 
values for the tolerance factor in order to stabilize the α-phase 
have been empirically found to be between 0.8 and 1.0.[114] 
Thus, for lead-iodide-based LHPs, methylammonium (MA, 
CH3NH3

+) is a suitable A-site cation because it results in a tol-
erance factor of 0.93. Other options for the A-site cation include 
Cs or formamidinium (FA, CH(NH2)2

+). The size of the cation 

in the A-site will determine the perovskite’s dimensionality 
(Figure 8b), phase, and stability.

3.1.2. Stability

Stability has been a major challenge for bulk LHPs, limiting 
their commercial and long-term potential. LHPs are highly 
sensitive to temperature, UV-light, applied voltage bias, and 
moisture. The stability challenge has been addressed through 
the use of 1) mixed A-site cations (as described above), 2) encap-
sulation of perovskite modules (e.g., with glass and ethylene-
vinyl acetate),[115] 3) 2D perovskite passivation layers,[10] and 
4) atomic layer deposited oxide encapsulation layers.[116,117] As 
a result, perovskite devices with stable operation for >1000  h 
that can pass the IEC 61215 stability protocols have now been 
achieved.[115] More details on 2D perovskite passivation is given 
in Section 3.3.1.

3.1.3. Optoelectronic Properties

Band Gap: Although LHPs exhibit a direct band gap on  
average, within the lattice, the bandstructure is highly dynamic 

Figure 7. a) Comparison of the electronic structure of defect sensitive (left) and defect tolerant (right) materials. Reproduced with permission.[15] 
Copyright 2017, American Chemical Society. Illustration of the effect of structural dimensionality on the b) band gap and c) electronic structure and 
band dispersion. Part (c) reproduced with permission.[111] Copyright 2017, Published by the Royal Society of Chemistry. N.B.: in Part (b), n refers to the 
number of inorganic layers between organic ligands (e.g., in Ruddlesden–Popper or Dion–Jacobson perovskites), with n = ∞ referring to a 3D perovskite.
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for MAPbI3. It has been shown that the rotations of the MA cat-
ions result in a multi-bandgap material with combined direct 
and indirect band gap sub-structures (Figure 9). The fast rota-
tion of MA in the perovskite cuboctahedral vacancies at room 

temperature or above makes the molecule behave as a single 
particle and the overall band structure that results is a combina-
tion of band structures, with the band gap being direct overall. 
The energy band structure for the 3D MAPbI3 is illustrated 

Table 1. Properties of lead-halide perovskites discussed in Section 3.

Material Space group Band gap [eV] Exciton binding energy [meV] Effective mass/m0 Mobility Ref.

[cm2 V−1 s−1]

Structurally 3D Materials

MAPbI3 I4/mcm(RT) 1.6 16 0.25 (me) 35 (TF) [388]

0.19 (mh) 27 (TF)

FAPbI3 Pm 3 m(RT)
1.5 14 0.23 (me) – [128,389–391]

α −phase 0.18 (mh)

MAPbBr3 Pm3m(RT)
2.3 25 0.117 (me) – [128]

MAPbCl3 Pm3m(RT)
– – 42 (SC) [392]

CsPbI3 Pnma(RT) 1.73 – – – [127,389,393]

FAPbBr3 Pm3m 2.2 24 0.11 (me) – [127,389]

MAPbI3–xClx – 1.6 14 0.105 (me) 47 (TF) [127]

Structurally 2D and quasi-2D Materials

(PEA)2PbI4 (monolayer) – 2.34 498.1 0.38 (me) 459 (μe) [129,394,395]

0.64 (mh) 241 (μh)

(PEA)2PbI4 (bilayer) – – 288 0.4 (me) 766 (μe) [395]

0.61 (mh) 363 (μh)

(PEA)2PbI4 (trilayer) – – 210 0.35 (me) 731 (μe) [395]

0.57 (mh) 301 (μh)

(PEA)2(MA)Pb2I7 – 2.09 291 – – [129]

(PEA)2(MA)2Pb3I10 – 1.94 195.6 – – [129]

(PEA)2(MA)3Pb4I13 – 1.78 143.4 – – [129]

(PEA)2PbBr4 – 2.99 752.3 – – [129]

(PEA)2(MA)Pb2Br7 – 2.77 345.9 – – [129]

(PEA)2(MA)2Pb3Br10 – 2.56 218.5 – – [129]

(BA)2PbI4 – – – 0.082 (me) – [395]

0.144 (mh)

(BA)2(MA)Pb2I7 – 2.43 467 – – [138,166]

(BA)2(MA)2Pb3I10 Cc2m 2.17 251 – – [138,166]

(BA)2(MA)3Pb4I13 C2cb 2.03 177 0.097 (me) – [138,140,166]

0.141 (mh)

(BA)2(MA)4Pb5I16 Cc2m 1.91 157 0.094 (me) – [2,165]

0.153 (mh)

(BA)2(MA)5Pb6I19 – – 125 – – [138,166]

(3AMP)PbI4 P21/c 2.23 – – – [396]

(3AMP)(MA)Pb2I7 Ia 2.02 – – – [396]

(3AMP)(MA)2Pb3I10 Pa 1.92 – – – [396]

(3AMP)(MA)3Pb4I12 Ia 1.87 – – – [396]

(4AMP)PbI4 Pc 2.38 – – – [396]

(4AMP)(MA)Pb2I7 Ia 2.17 – – – [396]

RT, room temperature; SC, single crystal; PC, polycrystalline sample; TF, a thin film.
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for a cubic (Figure  9a) and tetragonal (Figure  9b) lattice.[118] 
Through first principles calculations, Zunger et al. have shown 
that organic–inorganic hybrid perovskites form a “polymor-
phous” network.[119] This happens because of a minimization 
of the internal energy, in which a distribution of low-symmetry 
motifs such as tilting, rotations, and B-atom displacements are 
observed.[119]

Charge-Carrier Mobilities: In 3D LHPs, the atomic orbitals 
(Pb 6s and I 5p in the valence band maximum; Pb 6p and I 5p 
in the conduction band minimum) connect three dimension-
ally. This results in a 3D electronic dimensionality that matches 
the 3D structural dimensionality (refer to Section  4.1.4). High 
electronic dimensionality is important for ensuring a small 

band gap that is suitable for single-junction devices, but is also 
important for achieving isotropic, high mobilities. The charge-
carrier mobility (μ) is a critical factor in semiconductors used 
for photovoltaics, light-emitting diodes, photoelectrodes, and 
other applications for which charge transport is critical to oper-
ation. This is because the mobility directly affects the diffusion 
length (in the presence of a chemical potential gradient) and 
drift length (in the presence of an electric field). The mobility 
depends on a range of extrinsic and intrinsic factors. The 
extrinsic factors include grain boundaries, energetic disorder 
and impurities, and their detrimental effect on mobility can 
be minimized through careful materials processing.[100] The 
intrinsic factors, on the other hand, cannot be overcome for a 

Figure 8. a) Lead halide perovskite structure and definition of the Goldschmidt tolerance factor t for an ABX3 structure and b) the effect of the ionic 
radius size of the A-site cation on the tolerance factor.

Figure 9. Band structure of a) cubic Pm3m and b) tetragonal P4mm MAPbI3 calculated by density functional theory (DFT) that combines the band 
structures with different MA orientations (represented by the different color lines). Reproduced under the terms of the CC-BY license.[118] Copyright 
2019, Springer Nature.
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particular material without changing the electronic structure or 
composition.[100] One of the key intrinsic factors is the carrier 
effective mass (m*). This can be seen from Equation (1).[100]

*

q

m
µ τ=  (1)

Equation  (1) gives the Drude model for mobility, which 
applies when carriers are not affected by scattering by extrinsic 
factors, and shows the mobility to be inversely proportional to 
the effective mass of electrons or holes. In Equation (1), q is the 
fundamental charge and τ the momentum relaxation time.[100] 
The value of τ could be reduced by carrier-phonon interactions 
(refer to Section  5).[120] Bulk LHP effective masses have been 
calculated from first-principles calculations of the band struc-
ture,[100,121–124] as well as from experimental techniques, such 
as magneto-absorption measurements.[125–127] For MAPbI3, the 
effective masses of holes and electrons are similar, at around 
0.1 and 0.2 of the free electron mass (m0). These values can be 
tuned by compositional variations, leading to band curvature 
changes that alter the effective mass, and therefore affect the 
charge-carrier mobilities.[123,128]

3.1.4. Applications

Despite the extrinsic (e.g., grain boundaries) and intrinsic (e.g., 
polarons—refer to Section  5) factors that limit charge-carrier 
mobilities, the mobilities achievable in polycrystalline thin 
films (in combination with low non-radiative recombination 
rates) are sufficient for enabling diffusion lengths exceeding 
a micron.[14] 3D LHPs have therefore been widely used as the 
absorber layer in planar or meso-superstructured solar cells and 
have yielded the highest-efficiency halide perovskite devices.[9] 
Nowadays, laboratory-scale power conversion efficiency values 
exceed those of multi-crystalline crystalline silicon, and are close 
to the record efficiency for monocrystalline silicon under 1-sun 
illumination without concentration.[129] However, bulk LHP 
solar cells face major challenges that hinder their application. 
First, LHP PVs have not yet matched the 25- or 30-year lifetime 
of Si-based technologies, even though encapsulated perovskite 
devices with more stable compositions than MAPbI3 (e.g., 
FA-Cs perovskites) have passed industry-standard degradation 
tests according to the IEC 61215 protocol.[116] Second, most work 
on LHP photovoltaics is still on the lab scale with device areas 
<1 cm2, although there are an increasing number of efforts to 
manufacture perovskite solar cells at the module scale.[130,131] 
Third, as the perovskite devices are a stack of different organic 
and inorganic layers, interfaces between layers play a major 
role in determining charge transport. Design and modification 
of interfaces is paramount to enhance the performance of both 
PVs and LEDs.[17,132] Finally, due to their low exciton binding 
energies, bulk LHPs are well suited as solar absorbers, but less 
well suited to achieving efficient performance in LEDs, which 
benefit from strong coupling between injected electrons and 
holes. These four key challenges (stability, scalability, interface 
recombination, and low exciton binding energy), among others, 
motivate the development of lower dimensional counterparts to 
improve the suitability of halide perovskites for stable photovol-
taics, as well as other optoelectronic applications.

3.2. 2D Perovskites

Pure 2D halide perovskites comprise a monolayer of inorganic 
corner-sharing lead-halide octahedra sandwiched between 
organic ligands both above and below the monolayer. By 
contrast, quasi-2D perovskites have n number of inorganic 
monolayers between the organic ligands. Thus, increasing 
the value of n from 1 to ∞ tunes the structural dimensionality 
of the perovskite from 2D to 3D. In doing so, the band gap 
(Figure  7b), exciton binding energy, and thermal and environ-
mental stability can be tuned over a wide range. Tuning the 
dimensionality from pure 3D through quasi-2D, through to 2D 
is achieved by changing the ratio of the long and short A-site 
cations, since the long A-site cations act as the ligands sand-
wiching the inorganic layers.

3.2.1. Crystal Structure

The exploration of lower dimensionality halide perovskites has 
followed the path taken by the original oxide materials (see 
Section  2). One of the most widely explored classes of 2D or 
quasi-2D halide perovskites is the Ruddlesden–Popper (RP) 
family of perovskites (Figure 10a). The general formula is R2An–

1PbnX3n+1, where R is the bulky monovalent organic cation that 
sandwich the inorganic layers, n the number of PbX6 layers 
between the R ligands, A is the small A-site cation that can fit 
within the cuboctahedral voids of the inorganic layers (usually 
Cs, FA, or MA), and X is a halide. The bulky organic cations 
used to form the RP phase in LHPs are typically alkyl chains 
or phenyl groups. Two of the most common R-site cations are 

Figure 10. 2D perovskites in the a,b) Ruddlesden–Popper and c,d) Dion–
Jacobson phases. a,c) A structural comparison of the two phases. Reproduced 
with permission.[139] Copyright 2019, American Chemical Society. b,d) Exam-
ples of RP and DJ perovskites, in which the R-site cation is PEA (phenethyl-
amine, C6H5C2H4NH3

+) (b) for the RP phase, and AMP (4- (aminomethyl)
piperidinium) (d) for the DJ phase. Reproduced with permission.[134] Copyright 
2019, American Chemical Society.
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phenylethylammonium (PEA), as shown in Figure  10b, and 
butylammonium (BA).

Another low-dimensional halide perovskite phase that 
has been gaining attention is the Dion–Jacobson (DJ) family 
of perovskites. The key difference between the RP and DJ 
perovskites is that the DJ perovskites only have one layer of 
organic cations between the inorganic layers (whereas the RP 
perovskites have two long organic ligands between the inor-
ganic layers), as illustrated in Figure 10a versus Figure 10c.[133] 
Furthermore, to maintain charge neutrality, the long-chain 
cation in DJ perovskites needs to be divalent, whereas in RP 
perovskites the long-chain cation is monovalent. DJ perov-
skites can form a stack with either a perfect alignment or a 
minor displacement depending on the steric demands of the 
spacer cation.[134] The general formula of DJ perovskites is 
RAn–1PbnX3n+1.[133] The most common long-chain R cations 
used in the DJ perovskites are 4-(aminomethyl)piperidinum 
(AMP or 4AMP; illustrated in Figure  10d), 3AMP, 1,4-phe-
nylendimethanammonium (PDMA), and others.[135] These low-
dimensional perovskites can offer several advantages over their 
3D counterparts, in terms of improved environmental stability, 
increased exciton binding energy, and tunability in the band 
gap, but fully harnessing these advantages to achieve more effi-
cient and stable solar cells and LEDs requires an understanding 
of how dimensionality affects these properties, the trade off 
with other optoelectronic properties (e.g., mobility), and how 
the materials can be grown with controlled preferred orienta-
tion.[129] Compared to the RP phase, the DJ phase of LHPs has 
shorter I…I interlayer distances, for example, ≈4.0 Å for (3AMP) 

MAn–1PbnI3n+1)[136,137] compared to ≈8.0 Å for the RP perovskite 
(BA)2PbI4 (n = 1).[137,138]

Structural order is an important parameter in 2D LHPs 
since it determines the mobility and exciton binding energy, 
as observed in different examples shown in Figure  11. For 
perovskites with low structural dimensionality, the crystallo-
graphic orientation is important since it will determine the dif-
fusion and drift lengths of carriers in the plane connecting the 
two electrodes.[111] In particular, charge movement in 2D LHPs 
is restricted between layers, owing to the lower band disper-
sion between layers than within the planes of the inorganic 
layers.[103] It is therefore essential to control the preferred orien-
tation, for example, to achieve efficient charge-carrier extraction 
in photovoltaics. Tsai et  al. developed a hot casting deposition 
method for tuning the preferred orientation of Ruddlesden–
Popper perovskites with n = 4 (BA2MA3Pb4I13), such that films 
with a (101) preferred orientation (vertically-aligned inorganic 
layers) gave 12.5%-efficient photovoltaic devices.[140] Importantly, 
ageing tests showed that encapsulated and unencapsulated Rud-
dlesden–Popper perovskites demonstrated improved stability 
over their 3D counterparts, showing the advantage of the RP 
phase.[140] Another method to grow vertically oriented 2D perov-
skites, developed by Chen et  al., was achieved by the nuclea-
tion and growth of a 2D BA2MA3Pb4I13 perovskite from the 
liquid–gas interface to form a solid top-layer with strong vertical 
orientation.[141] Grazing-incidence wide-angle x-ray scattering 
(GIWAXS) measurement results showed different degrees of 
preferential vertical orientation, where the film highly oriented 
shows the highest power conversion efficiency (Figure 11).

Figure 11. The importance of controlling preferred orientation in solar cells based on RP perovskites. a) grazing incidence wide-angle x-ray scattering 
(GIWAXS) measurements of 2D perovskite that nucleates in the solvent or solvent/substrate interface and the b) proposed random orientation of the 
perovskite grains. c) GIWAXS measurements of a 2D perovskite that nucleates from the liquid–air interface, and d) the proposed vertical orientation 
of the perovskite grains. e) Comparison of the photovoltaic performance of the 2D perovskites with a random versus vertical preferred orientation. 
Reproduced under the terms of the CC-BY license.[141] Copyright 2018, Springer Nature.
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3.2.2. Stability

The replacement of 3D perovskites with 2D analogues has led to 
enhanced moisture stability due to the hydrophobic side chains 
of the long chained organic cations.[103,142] For example, Smith 
et  al. used PEA as a moisture barrier for 2D-RP LHP layers, 
obtaining films that did not decompose over the entire 46-day 
stability test in ambient air with 52% relative humidity. MAPbI3, 
by contrast, started degrading to PbI2 within 4 days under the 
same conditions.[143] Liao et al. also achieved improved stability 
over MAPbI3 by using a low-dimensional BA-Cs based RP LHP 
(where BA is n-butylammonium, C4H9NH3

+).[144] In general, 
perovskites with PEA or BA cations exhibit stronger aniso-
tropic absorption and emission, and improved chemical sta-
bilities.[129,145,146] Apart from acting as moisture barriers, these 
alkylammonium organic cations lack a specific functionality, 
and do not directly contribute to the optoelectronic properties, 
other than indirectly through modifying the crystal structure or 
sometimes by modifying the exciton binding energy (refer to 
Section 3.2.3).[142] The improvements in environmental stability 
could be taken advantage of either by using the 2D/quasi-2D 
LHPs with controlled preferred orientation as the active layer 
in devices, or by coating 3D perovskites with the 2D/quasi-2D 
perovskites to protect the underlying 3D perovskite from mois-
ture-induced degradation.

DJ perovskites have also been shown to be more stable than 
3D MAPbI3 perovskites. In particular, the stability of DJ perov-
skites is enhanced by the long-chain R cations being hydrogen 
bonded on both sides to inorganic layers. In RP perovskites, 
by contrast, the R cation is only hydrogen bonded to the inor-
ganic lattice on one side. Enhanced structural stability is linked 
with enhanced device stability. Shang et al. performed density 
functional theory (DFT) calculations to compare DJ and RP 
perovskites.[147] 1,4-bis(aminomethyl)benzene (BAB) molecules 
were used as the bridging ligands for the DJ perovskite, and 
the typical PEA ligand was used for the RP phase. Firstly, it 
was found that the distance between the PbI6 octahedra was 
shorter for the DJ perovskite (1.15  nm) compared to the RP 
perovskite (1.65 nm).[147] The binding energy of the long-chain 
R cation with the inorganic layer was calculated (note: this is 
not the same as the exciton binding energy), and these results 
are shown in Figure 12a. From these results, it can be seen that 
the binding energies for the DJ and RP perovskites are very 
similar, but as discussed earlier, a key difference between these 
two phases is that the RP perovskite has a dissociation energy 
that is half of that of the DJ perovskite (Figure  12), owing to 
the weak van der Waals interactions between the pairs of long-
chain organic ligands, whereas the interlayer ligands in DJ 
perovskites are more strongly bound to the inorganic lattice 
with hydrogen bonds. This shows the DJ perovskite to be more 
stable.[147]

3.2.3. Optoelectronic Properties

Excitons: Beyond free electrons and holes, band-edge excita-
tions can also result in coulombically bound electron–hole 
pairs, which have a neutral charge and behave as quasi-particles 
known as excitons.[103,148] Excitons are especially prevalent in 

low-dimensional perovskites. In photovoltaics and other devices 
generating current from photon absorption (e.g., photodetec-
tors or radiation detectors), excitons need to be dissociated into 
free carriers in order to extract the electrons and holes in sepa-
rate electrodes.[149,150] By contrast, LEDs require electrons and 
holes to recombine radiatively, and often the injected electrons 
and holes would first form an exciton.[148] A critical param-
eter is the exciton binding energy (Eb), which is the difference 
between the energy of the excitonic state and the electronic 
band gap of the material.[151] If Eb is comparable to or smaller 
than kT, the exciton could be readily dissociated to free carriers 
through thermal energy, and this occurs in 3D LHPs, as well 
as a range of inorganic materials (e.g., silicon) at room tem-
perature.[126,127,149] While low Eb is desirable for photovoltaics, 
efficient LEDs often require strategies to increase electron–
hole confinement. On the other hand, in materials with high 
exciton binding energies, photovoltaics require structures (e.g., 
heterojunctions) that introduce a driving force for exciton dis-
sociation.[150,152] Accounting for the Eb of the active material is 
therefore critical in designing the optimal device structure for 
the desired application.

Excitons can be classified as low Eb Wannier–Mott excitons 
(or free excitons, which are free to move in the crystal) and 

Figure 12. DFT simulations to compare between a Dion–Jacobson (DJ) 
phase and a Ruddlesden–Popper (RP) 2D perovskite. a) Calculated 
binding energies between PbI6-BAB (1,4-bis(aminomethyl)benzene), PbI6-
PEA (phenylethylamine), and PEA-PEA, and the b) calculated mole cule 
dissociation energy of the perovskites based on BAB (DJ phase) and PEA 
(RP phase). Reproduced with permission.[147] Copyright 2019, The Authors.
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high Eb (typically 100 to 1000 meV) Frenkel excitons (which are 
confined within a unit cell).[103,148,149,153] Wannier–Mott excitons 
can be described with a hydrogen model, and the Eb can be cal-
culated from Equation (2), in which μex is the exciton reduced 
mass (1/μex = 1/mh + 1/me), n is the principal quantum number 
(i.e., 1st excitonic level, 2nd excitonic level, etc.), mh the hole 
effective mass relative to the free electron mass m0, me the elec-
tron effective mass relative to the free electron mass m0, effε  the 
effective dielectric constant, and Ry the hydrogen Rydberg con-
stant (13.6 eV).[148,149]
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In LHPs, Pb and I are heavy elements, which contribute 
to large dielectric constants of ≈30 (static) and ≈5 (high-fre-
quency).[106,149,154] Although this would lead to lower Eb values if 
Wannier–Mott excitons were present, high dielectric constants do 
not guarantee that Frenkel excitons do not occur instead. Further-
more, lowering the dimensionality of the perovskites through the 
formation of RP or DJ phases, or through quantum confinement 
in perovskite nanoplatelets, leads to higher Eb values.

Due to their high exciton binding energies, numerous 
studies into 2D LHPs focus on understanding the exciton 
characteristics for property tunability and parameter optimiza-
tion for different applications such as PVs versus LEDs. For 
example, Li et al. investigated the exciton anisotropy to under-
stand the behavior of excitons in 2D (BA)2PbI4 RP perovskites 
through polarization-resolved reflection, and PL and photo-
conductivity measurements. These showed that there was ani-
sotropy for both free and self-trapped excitons in this system. 
Notably, they found that free and self-trapped excitons displayed 
opposite polarization-dependent behavior in the PL and photo-
conductivity measurements, which was attributed to the optical 
selection rules for free versus self-trapped excitons being dif-
ferent. These results could contribute to the development of 
polarization resolved optoelectronic devices.[155]

Further investigations have been made into the role of 
charge-transfer excitons in 2D LHPs. These excitons are 
those that form in the interlayer between two adjacent mate-
rials with different electronegativities and local energies. Also 
known as interlayer excitons, they are important to study and 
understand how to enhance charge transfer between molecules 
and different heterostructures, which is especially important 
for improving the performance of solar cells and LEDs.[156,157] 
Zhang et  al. proposed two methods to show the presence of 
charge-transfer excitons and interface excitons in a hetero-
structure of two 2D perovskites (PEA2PbI4 and PEA2SnI4).[156] 
One method was by mixing two precursor solutions, and the 
other was introducing a new mechanical “hand-finger pressing 
method”. They show that charge transfer excitons are formed 
at the PEA2PbI4/PEA2SnI4 interface and led to a broad, sub-
bandgap peak in the photoluminescence spectrum. Transient 
absorption spectroscopy measurements showed that the charge 
transfer excitons are rapidly formed within 3  ps and become 
metastable states. Furthermore, these charge transfer excitons 
can give rise to sub-bandgap photocurrent and are also formed 
following charge injection, making them important considera-
tions when optimizing the performance of PVs and LEDs.[156]

Quantum Confinement: The higher exciton binding energies of 
2D LHPs compared to 3D LHPs comes from quantum confine-
ment effects, which also affect the band gap. In 2D LHPs, the 
long-chain R group has a low dielectric constant of ≈2.4, while 
the inorganic lead-halide octahedra layer has a higher dielectric 
constant of over 6.[158] The array of inorganic layers sandwiched 
between organic ligands therefore creates a periodic array of 
barriers (from the organic ligands) and quantum wells within 
the inorganic layers (Figure  13a). This gives rise to quantum 
confinement. The exciton binding energy of the low-dimen-
sional perovskite (Eb,n) can be calculated from Equation (3).[159]
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In Equation (3), α is the dimensionality (3 for 3D; 2 for 2D) 
and Eb is the exciton binding energy for the bulk 3D, non-
confined perovskite.[159,160] It can be seen that a 2D perovskite 
would have an exciton binding energy four times that of a 3D 
perovskite.[159] However, in most cases, the exciton binding 
energy of 2D LHPs is larger than this, usually ranging from 
190 to 400  meV for pure 2D LHPs. Furthermore, the exciton 
binding energy values of quasi-2D perovskites vary with 
the number of n-layers, as well as the length of the organic 
cation used,[158,161–163] with typical values of approximately 
80 meV.[103,142,164–167] This is due to the dielectric confinement 
effect and occurs when the dielectric constant of the inorganic 
layer is larger than the dielectric constants of the neighboring 
organic layer, as occurs in the case of 2D and quasi-2D perov-
skites. In the inorganic layer, the electrostatic forces between 
electrons and holes are increased because the electric field lines 
between the charges extend into the organic layers, where they 
are less effectively screened, resulting in stronger attraction 
between the carriers. Larger differences in dielectric constant 
result in increased exciton binding energy, as well as increases 
in the electronic band gap owing to larger changes in the 
energy levels as the electrostatic forces change.[159] Figure  13b 
illustrates the effect of structural dimensionality, quantum con-
finement and a combination of quantum and dielectric confine-
ment on the Eb value for the (decyl-NH3)2PbI4 perovskite.

Strategies to Overcome High Exciton Binding Energies: The 
presence of excitons strongly affects charge carrier transport. 
If the binding energy is high (>50 meV), the exciton may 
become localized to a unit cell, that is, becomes a Frenkel exc
iton.[148,159,169,170] However, investigations into Ruddlesden–
Popper perovskites have mostly concluded that the exci-
tons have Wannier–Mott character, owing to the Bohr radii 
extending over several unit cells,[153,159] but excitons could also 
exist in the organic ligands, and these likely have Frenkel char-
acter. It has been shown that organic-inorganic hybrid sys-
tems can form Frenkel–Wannier hybrid excitons due to the 
coupling between the Wannier excitons in the inorganic layer 
and the Frenkel excitons in the surrounding organic layers,[169] 
and these hybrid excitons have been proposed to occur in lead-
based 2D perovskites.[170]

Another strategy to reduce the effects of Frenkel excitons 
in 2D perovskites involves changes in the perovskite elec-
tronic structure by introducing functional organic molecules 
as strong electron donors or acceptors.[140] The work done by  
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Gelvez-Rueda et  al. achieved efficient charge separation in 
quantum and dielectrically confined 2D perovskite materials by 
incorporating a strongly electron accepting moiety of perylene 
diimide organic chromophores on the surface of a bi-layered 
lead bromide-based perovskite nanoplatelet.[140] This strategy 
presented a possible method to achieve efficient formation of 
mobile free charge carriers. Carrier lifetimes were improved to 
tens of microseconds, which is two orders of magnitude longer 
than without the organic moiety.[140]

Band Gap: RP and DJ perovskites have the advantage of 
band gap tunability through not only the composition but 
also the structural dimensionality.[129] 2D LHPs exhibit larger 
optical band gaps compared to the 3D LHPs (Figure 7b), due to 
quantum confinement effects, as explained above.[103,110,111,153,171] 
Furthermore, the band gap of a single layered perovskite  
(n  = 1) can be tuned by controlling the interlayer spacing and 
the structural distortion in the perovskite layer.[111,142,172,173] The 
interlayer spacing can be modified by increasing or decreasing 
the length of the organic molecular cation R, in which an 
increase in cation length will lead to wider band gaps.[111] For 
this reason, since DJ perovskites have lower interlayer spacing, 
they have also demonstrated narrower band gap than the RP 
phases.[137] In iodide-based RP perovskites, the band gap can be 
modulated from 1.59 to 2.36  eV by controlling the number of 
inorganic layers between the organic ligands (i.e., the n value), 
as shown in Figure 14.[129,158,174] For example, Cho et al. showed 
that the band gap of PEA-MA RP perovskites blue-shifted when 
the ratio of PEA:MA increased and the parameter n decreased 
(Figure  14a).[129] Similar results were obtained with BA-MA 
RP perovskites (Figure  14b),[138] as well as with DJ perovskites 
(Figure  14c,d).[172,175] Moreover, theoretical studies by ab initio 

molecular dynamics (AIMD) calculated the dynamic electronic 
structures in 2D perovskites.[137] It was shown that the DJ phase 
(3AMP) has a lower band gap than the RP phase and with a 
narrower distribution in the VBM and CBM (Figure  14e). The 
narrower distribution in band-edge positions is due to reduced 
thermal broadening, and this is attributed to a higher equatorial 
Pb-I-Pb angle in the DJ phase which makes the PbI6 octahedra 
less distorted, causing a red-shift in the electronic band gap. Less 
distortion also leads to less thermal motions. This was shown by 
calculating and comparing the thermal broadening in the VBM 
and CBM between the RP and DJ phases (Figure 14f).[137]

3.2.4. Applications

In photovoltaics, the power conversion efficiency of RP perov-
skites has increased from 4.74% in 2014 to 18% in 2020. This 
rapid progress has been achieved through band gap optimiza-
tion, controlling the preferred orientation, compositional engi-
neering, and through the optimal use of mixed phases (detailed 
in Section 3.3). Moreover, DJ perovskites have recently attracted 
increasing attention for applications in photovoltaics due to 
their improved phase stability and electronic properties over RP 
perovskites. Record efficiency values of RP and DJ are similar; 
however, a steeper increase is observed for the new DJ-phase 
as shown in Figure  15a.[135] In addition, Ahmad et  al. found 
that while RP perovskites (PA-MA, n  = 4) exhibited improved 
environmental, thermal, and photostability than 3D MAPbI3 
perovskites in solar cells, DJ perovskites (PDA-MA, n  = 4) 
demonstrated a further improvement in stability, as shown in 
Figure 15c–f.[175]

Figure 13. The role of dimensionality on confinement effects. a) How dimensionality (different n values) affects the generation and recombina-
tion of charge carriers and the corresponding energy bands scheme for n = ∞ (3D perovskites) and n = 1 (2D perovskites) to illustrate the effect of 
quantum confinement in the dissociation (3D) or binding (2D) of the electron hole pair. Reproduced with permission.[129] Copyright 2020, American 
Chemical Society. b) Schematic of the hypothetical 3D (decyl-NH3)2PbI4 perovskite (black), 2D perovskite with only quantum confinement (blue) and 
2D perovskite with quantum dielectric confinement (red) with its corresponding optical absorption calculated using a k.p/BSE approach. Reproduced 
with permission.[168] Copyright 2016, American Chemical Society.
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3.3. Multi-Dimensional Perovskites

Multi-dimensional perovskites refer to thin films that incor-
porate a mixture of different dimensionalities, for example, 
Ruddlesden–Popper perovskites with different n values mixed 
together. This can be achieved by mixing all phases together into 
the bulk of the thin film, or by having perovskites of a different 
dimensionality only at surfaces and interfaces. The mixture of 
different phases could either be random or ordered (Figure 16). 
In the latter case, the 2D LHP layer when mixed with 3D phases 

can form an interspersed layered structure,[171,176] as shown in 
Figure  16a, as a lower dimensional capping layer on the sur-
face of the perovskite thin film (Figure 16b), or as an interface 
passivation layer (Figure  16e).[171] For example, 2D LHPs have 
been used to create a moisture-barrier on the surfaces of 3D 
bulk perovskites as capping layers (Figure  16b), as well as to 
passivate the interface with the hole/electron transport layer 
(Figure  16e). PEA and BA have been the most popular long-
chain R cations used to form multidimensional 2D-3D struc-
tures for the Ruddlesden–Popper hybrid perovskites.[171]

Figure 14. Effect of dimensionality, n, on the band gap of RP and DJ perovskites. a) (PEA)2(MA)n−1PbnI3n+1 and b) (BA)2(MA)n−1PbnI3n+1. a) Reproduced 
with permission.[129] Copyright 2020, American Chemical Society. b) Reproduced with permission.[138] Copyright 2016, American Chemical Society. 
Note that in part (b), the band gap was determined from diffuse reflectance measurements converted with the Kubelka–Munk function, in which 
α/S = (1 − R)2/(2R). Effect of dimensionality on the band gap of DJ perovskites (c) (PDA)(MA)n–1PbnI3n+1 and (d) (PDMA)(FA)n−1PbnI3n+1. c) Reproduced 
with permission.[175] Copyright 2019, Cell Press. d) Reproduced with permission.[172] Copyright 2019, American Chemical Society. All inset panels of 
(a,c,d) show photographs of films for the different n values. e,f) Theoretical comparison of band gaps through ab initio molecular dynamics (AIMD) 
calculations of the dynamic electronic structures of the 2D-perovskites RP: (BA)2PbI4, (PEA)2PbI4, and DJ: (3AMP)PbI4. e) The histogram distribution 
of band gaps along the AIMD trajectories, and f) the thermal broadening in the VBM and CBM states. Reproduced with permission.[137] Copyright 
2020, Royal Society of Chemistry.
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3.3.1. Stability

By forming a “capping layer” of 2D LHP on a 3D LHP 
bulk, as shown in Figure  16b, the environmental sta-
bility can be improved.[171] In 2017, Grancini et  al. fabri-
cated 3D MAPbI3 films where the surface was capped by a 
2D perovskite synthesized using aminovaleric acid iodide 

HOOC(CH2)4NH3PbI4 (AVAI).[177] To analyze the effect of 
the 3D/2D interface on the electronic properties, they used 
first principles calculations to determine the local density of 
states (Figure 16c). From the calculations, they observed that 
the formation of the mixed 3D/2D perovskite widened the 
band gap of the 3D material in the interface region, which 
could form a barrier to reduce electron recombination. Solar 

Figure 15. Comparison of Ruddlesden–Popper (RP) versus Dion–Jacobson (DJ) perovskites in solar cells and their power conversion efficiency (PCE). 
a) Evolution of the record PCE for layered RP and DJ perovskite solar cells. Reproduced with permission.[135] Copyright 2019, American Chemical Society. 
b) Schematic illustration of the RP (PA)2(MA)3Pb4I13 (n  =  4), and DJ (PDA)(MA)3Pb4I13 (n  =  4) perovskites. The performance of these perovskites 
in solar cells is given in (c–f). Stability test of RP, DJ, and 3D MAPbI3 perovskite-based devices in c) ambient air, d) under damp heat stress (85 °C, 
40–70% RH), e) under damp heat stress (85 °C, 85% RH), f) under 1-sun illumination. Reproduced with permission.[175] Copyright 2019, Cell Press.
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cells with this 3D/2D perovskite were fabricated in two archi-
tectures: 1) devices with a carbon-based top electrode, which 
had a maximum of 12.9% power conversion efficiency, and 
2) standard mesoporous n-i-p structure with 14.6% power 
conversion efficiency. The power conversion efficiency of 
the 3D/2D fabricated devices was lower than the pristine 3D; 
however, the multidimensional perovskites were more stable 
(Figure 16d). In addition, the carbon-based architecture was 
scaled up to a 10  × 10 cm2 module, where no performance 
losses were seen after 10  000 h. Ma et  al. also demon-
strated an improvement in device stability by capping the 
3D MAPbI3-xClx with an organic layer of cyclopropylammo-
nium iodide (CAI) on top (i.e., CA2PbI4/ MAPbI3-xClx).[178] 
The hybrid composition was stable for 40 days compared to  
8 days of the pristine 3D material.[178]

3.3.2. Surface Passivation

Even if bulk LHPs are defect-tolerant, the surface is the place 
where defects are easily formed, and passivating these defects 
has been shown to be essential to achieve the highest efficien-
cies in solar cells or LEDs.[179] For example, Jiang et al. used an 
organic halide salt of PEAI on FA-MA LHP thin films.[179] The 
PEAI formed on the perovskite surface, enhancing the power 
conversion efficiency of solar cell devices up to 23.32%. The 
authors found that adding the PEAI layer improved the charge-
carrier lifetime (from transient photovoltage and photocurrent 
measurements) from 8.8  μs (control) to 138.8 μs (PEAI).[179] 
4-tert-butyl-benzylammonium iodide (tBBAI) was also investi-
gated as a passivating agent for the surface of perovskite thin 
films, as illustrated in Figure  16f.[180] Using tBBAI led to a 

Figure 16. Mixing 2D–3D perovskites to for a) layered structured formation with randomly positioned 2D and 3D domains, b) capping layer mode 
with a 2D structure on top of the 3D perovskite domain, and an example of c) local density of states (DOS) of the 3D/2D interface in the work by 
Grancini et al.[177] and its corresponding d) normalized PCE as a function of time for the 2D-3D perovskite with AVAI with spiro-OMeTAD (black) 
versus the 3D perovskite (red). Reproduced under the terms of the CC-BY license.[177] Copyright 2017, Springer Nature. e) Surface passivation mode 
of 2D–3D multidimensional perovskite with an example of structure for f) perovskite structure passivated by tBBAI, and the corresponding g) time-
resolved photoluminescence for the layer structure glass/FTO/mp-Al2O3/perovskite/without surface layer (control, blue), with PEAI (red), and tBBAI 
(black). Reproduced under the terms of the CC-BY license.[180] Copyright 2020, Wiley. Schematic and categories on three types of mixed dimensioned 
perovskites reproduced under the terms of the CC-BY license.[171] Copyright 2018, Springer Nature. Reproduced with permission.[181] Copyright 2020, 
Royal Society of Chemistry.
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substantial increase in the PL lifetime (Figure 16g). The reduc-
tion in non-radiative recombination compared to the control 
sample was greater than achieved when using PEAI as the 
passivation agent (Figure 16g). Furthermore, tBBAI was found 
to improve charge extraction from the perovskite to the hole 
transport layer (spiro-OMeTAD), and this led to the power con-
version efficiency increasing from ≈20% (no tBBAI) to 23.5% 
(with tBBAI).[180] In a separate work, Yoo et  al. introduced a 
“selective precursor dissolution” strategy to deposit a 2D perov-
skite capping layer on the 3D perovskite without disrupting 
the lattice structure of the 3D phase.[10] This was achieved by 
depositing linear alkyl ammonium bromides dissolved in chlo-
roform on the 3D perovskite film. With the capping layer, the 
charge-carrier lifetime was prolonged, and VOC increased. Certi-
fied 23.4%-efficient solar cells were thus achieved. In general, 
amine additives have been proven to be effective in passivating 
crystallographic defects and increase power conversion efficien-
cies in solar cells. The length of the linear alkyl chain core is a 
critical factor that determines the effectiveness in passivating 
surface defects, as demonstrated by Feng et al.[181] It is proposed 
that the alkyl chain length is correlated to its function and pas-
sivation role as shown overall in Figure 16.

3.4. Perovskite Nanocrystals, Quantum Dots, and Nanoplatelets

As discussed in the introduction, dimensionality refers to 
both the dimensionality in the crystal structure and the form 
factor of the materials. The structural dimensionality of 3D 
ABX3 perovskites can be reduced to 1D and 0D lead-halide 

perovskites, but investigations into these materials have been 
limited compared to the other dimensionalities. Recent works 
on structurally 1D[182–184] and 0D[185–188] lead-halide perov-
skites have certainly shown their importance and capability 
in broadening the range of possible applications, but in this 
section, we will mainly focus on the effects of decreasing the 
size of the materials on the properties of the perovskite, that 
is, we will primarily focus on form factor dimensionality. The 
strong processing versatility of LHPs extends beyond thin 
films to nanocrystals (NCs), which are nanometer-sized parti-
cles typically on the order of 20 nm or smaller. Since the early 
demonstration of colloidally grown LHP nanocrystals in 2012–
2014,[189–191] the research field focusing on this area has grown 
exponentially owing to the new features enabled by reducing 
the crystal size to the nanoscale, and the opportunities opened 
up.[192] These include tuning the band gap and exciton binding 
energy through the size of the nanocrystals, as well as a wide 
range of routes to passivate the surfaces to achieve near-unity 
PLQEs. LHP nanocrystals include 3D nanocubes, 2D nano-
platelets (NPls), 1D nanowires (NWs), and 0D quantum dots 
(QDs). While nanocubes have sizes larger than the Bohr radius, 
nanoplatelets, nanowires, and quantum dots have 1, 2, and 3 
dimensions, respectively, smaller than the Bohr radius (7  nm 
for CsPbBr3 and 6–12  nm for CsPbI3)[190,193,194] and exhibit 
quantum confinement. As an example, the effect of the number 
of inorganic monolayers in 2D perovskite NPls on the band gap 
and PL peak position is shown in Figure  17, in which L rep-
resents the long-chain ligand (e.g., oleylamine and oleic acid) 
used to arrest growth along the thickness axis.[195] The crystal 
structure of perovskite nanocrystal materials is typically cubic 

Figure 17. LHP nanoplatelet properties. a) Schematic of the nanoplatelet structure for different thicknesses (n-layers), b) correlation between the 
emission peak energy and the thickness of the nanoplatelet until it becomes a bulk perovskite. c) UV–vis absorption spectroscopy of the L2PbX4  
(n = 1) in toluene showing emission tunability as a function of the halide mixture composition (X = I, Br, Cl). a,b) Reproduced with permission.[195] 
Copyright 2017, American Chemical Society. c) Reproduced with permission.[449] Copyright 2016, American Chemical Society.
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or orthorhombic. As with bulk perovskites, the perovskite phase 
could only be stabilized using smaller A-site cations (e.g., MA, 
FA, and Cs), according to the Goldschmidt tolerance factor.[110] 
Due to the high ionic bonding in LHPs, NCs can form rapidly 
at room temperature from a wide variety of precursors.[110,196,197] 
The form factor dimensionality can be simply tuned through 
the precursors used and their ratio. More details on LHP 
nanoplatelet properties and applications can be found in  
refs. [191,195] and [198].

3.4.1. Optoelectronic Properties

In many ways, LHP NCs demonstrate superior optoelectronic 
properties compared to their bulk counterparts,[199] due to: 1) 
the versatility of colloidal chemistry which allows the stabili-
zation of cubic or orthorhombic phases at room temperature 
for a wider range of materials, including compounds that 
have high formation energies and are metastable at room 
temperature;[35,200] 2) the passivation of surface defects with a 
wide range of possible ligands, thus giving rise to substantial 
increases in the PLQE that can reach up to 100%;[192] and 3) the 
surface ligand layer surrounding individual NCs that can block 
ionic diffusion to improve the stability upon applied bias. The 
lattice of QDs also has a high plasticity, which enables anion 
and cation exchange, where the A-site can by partially or fully 
exchanged.[110] In contrast to structurally 3D QDs, the crystal 
structure of 0D non-perovskites, such as Cs4PbBr6, is resistant 
to anion exchange due to the inaccessibility of the isolated 
[PbBr6]4– octahedron.[186]

Beyond simply being able to tune the band gap through 
the composition, the band gap can also be tuned through the 
size of the nanocrystals as well as the ligands used, that is, by 
a combination of quantum and dielectric confinement.[201–205] 
This allows the band gap to be blue-shifted while avoiding the 
challenges when changing the halide composition, namely 
phase-segregation under illumination (e.g., with I-Br perov-
skites) or the introduction of deep traps when alloying Cl into 
Br-based perovskites.[36,193,206–208] For example, with perovskite 
nanoplatelets, it is possible to tune the thickness down to a 
monolayer (Figure 17a), thus blue-shifting the PL of green-emit-
ting CsPbBr3 nanocubes to the deep-blue (λ < 450 nm), while 
maintaining high PLQEs.[195] Combined with the passivation 
of the NPl surfaces, substantially higher PLQEs >50% can be 
achieved for blue-emitting pure-bromide perovskites, whereas 
blue-emitting Cl-Br perovskite nanocrystals have PLQEs <10% 
reported.[36,193,198,209–211] Equally, 1D perovskite nanowires are 
widely considered to be effective nanomaterials due to their 
remarkable optoelectronic properties.[184] Zhu et  al. found that 
these 1D nanowires have higher absorption coefficients than 
their counterpart 3D MAPbI3 perovskites.[212] They found that 
nanowires can significantly increase the optical path length and 
therefore also increase the absorption of light.

3.4.2. Stability

Despite their outstanding optoelectronic properties, there are still 
challenges in the stability of perovskite NCs to environmental 

factors, such as air, moisture, temperature, and light.[195] 1D 
lead-halide perovskites have shown improved ambient sta-
bility compared to their analogous 3D counterparts.[212] Supe-
rior stability is attributed to a higher crystalline structure,  
unique 1D enclosing surfaces, and fewer grain boundaries. In 
addition, LHP NCs have low mobilities because of the use of 
long-chain insulating ligands.[213] Challenges also arise in the 
colloidal stability of nanoplatelets, nanosheets, and nanowires 
which can be fully stable in solution after synthesis but easily 
revert to cuboidal or irregular shapes, or recrystallize to the 
bulk material, after isolation and purification. For example, 
perovskite nanowires have only been found to be satisfactorily 
durable when their diameter is between 10–200  nm. Growing 
nanowires or other types of nanocrystals with sizes <10  nm 
and which are stable has been challenging for halide perov-
skites.[110] The use of polymer encapsulation has been found to 
be effective in stabilizing some NCs in colloidal solution, and 
has therefore been proposed for the stabilization of perovskite 
NPls.[195] There are numerous other strategies to improve the 
stability of perovskite nanocrystals, and these include composi-
tional engineering, surface engineering (by designing organic 
ligands that can more effectively bind to the surface to stabilize 
the NCs),[202] as well as the encapsulation of the perovskite NCs 
in a matrix of a stable material (e.g., glass matrices).[214]

3.4.3. Surface Ligands

There has been significant work on engineering the surface 
ligands as a strategy to improve stability and achieve improved 
efficiencies in PV/LED devices. Conventionally used oleylamine 
ligands result in low electrical conductivity and stability of 
perovskite NCs because of the long carbon chain, absence of 
conjugated bonds, and weak interactions with the surface of 
the LHP NCs.[213] As a result, there has been extensive work 
on developing alternative ligands, and some of the important 
properties are the length of the organic chain in the ligands 
and its bulkiness.[213] It was shown that quaternary ammo-
nium bromide (QAB) ligands surrounded the surface of NCs 
more effectively than oleylamine, resulting in improved surface 
passivation. However, the effectiveness of these QAB ligands 
depended on its bulkiness: dioctyldimethyl, methyltrioctyl, 
and tetraoctyl ammonium bromide ligands were compared. 
The less bulky, dioctyldimethyl ammonium bromide (DOAB) 
showed improved optical properties and environmental sta-
bility, as shown in Figure  18a-i. However, bulky cations, such 
as tetraoctyl ammonium bromide (TeOAB), had worse perfor-
mance than oleylamine (Figure  18a -ii). Less aggregation for 
the DOAB was also observed compared to bulky quaternary 
ammonium bromide ligands. Furthermore, it was found that 
the electrical properties of CsPbBr3 NCs could be improved by 
tuning the chain length of these new ligands for a higher and 
balanced charge-carrier transport.[213] Kumar et al. investigated 
the effect of the hydrophobicity of the coordinating ligands 
on the performance of FA0.5MA0.5PbBr3 NCs in LEDs.[199] The 
authors found that by increasing the hydrophobicity of the pri-
mary alkylamine ligands used in the synthesis of the NCs, they 
achieved a higher degree of quantum confinement by reducing 
the size of the NCs. Furthermore, a combination of a reduction 
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in NC size along with the dielectric confinement effect induced 
by the use of low-dielectric-constant ligands resulted in shorter 
exciton lifetimes that led to increased PLQEs, as well as lower 
refractive indices in NC thin films that enabled improved light 
outcoupling efficiency. Through ligand engineering, they fabri-
cated a high-performance green LED with a maximum external 
quantum efficiency of 16.2%. In line with material modification 
for enhanced stability, Bi et  al. doped mixed halide LHP QDs 
with divalent Cu2+ ions into the perovskite lattice to form CsPb1–x 
CuxX3 QDs.[215] Their measurements revealed that doping 
smaller Cu2+ guest ions induced a lattice contraction that elimi-
nated halide vacancies, leading to increased lattice formation 
energy and improved short-range order of the doped perovskite 
QDs. In addition, an improvement in thermal stability was 
observed (Figure  18b), leading to blue emission with PLQEs 
reaching 80%. Recently, Dong et  al. reported a surface treat-
ment to stabilize CsPbBr3 perovskite QDs by creating a bipolar 
QD shell.[216] This layer consisted of an inner anion layer and 
an outer layer of cations and polar solvent molecules. With this 
strategy, it was possible to achieve strongly confined QDs for 
improved carrier mobility, and trap density reduction compared 
to other low-dimensional perovskites. With the surface strategy, 
they fabricated blue-emitting LHP QD films with PLQEs 
exceeding 90%, and efficient CsPbBr3 blue and green LEDs 
(12.3% and 22% external quantum efficiency, respectively).[216]

Fundamental studies have given important insights into 
how the interactions between surface ligands and NCs could 
lead to improved properties. Wheeler et al. used spectroscopic 
techniques to understand at a molecular level the surface chem-
istry ligand-exchange procedures in the synthesis of CsPbI3 
QDs,[217] which have been used in solar cells and LEDs.[218,219] 
A two-step solid state QD ligand exchange occurs. In this study 
of anionic (oleate) and cationic (oleylammonium) ligands, they 
first found that atmospheric moisture could aid the ligand-
exchange process by the hydrolysis of methyl acetate, gener-
ating acetic acid and methanol. This acetic acid produced, then 
removed the oleate ligands, forming a QD surface that was 
bound to acetate and free of oleic acid. Second, they used for-
mamidinium iodide (FAI) in ethyl acetate to remove the long 

oleylammonium ligands, which is important for improved per-
formance in solar cells. Furthermore, Yoshimura et al. observed 
an in situ emission of a single CsPbX3 (X = I, Br) QDs during 
the anion-exchange reaction, which is a unique strategy to con-
trol the band gap.[220] They performed photon-correlation meas-
urements for the single NCs, and for the mixed halide NCs, 
which exhibited single-photon emission (photoluminescence 
spectrum of a single peak). These results suggested that mixed-
halide NCs do not form any emission sites with different band 
gap energies, but rather form a uniform band gap as a result 
of quantum confinement. Utzat et  al. synthesized individual 
colloidal LHP QDs with a highly efficient single-photon emis-
sion with long optical coherence times and large radiative life-
times.[221] Different to other colloidal QD materials, LHP QDs 
could be used as building blocks in single photon sources, and 
present a low-cost and scalable alternative for quantum emit-
ters. Their results show basic understanding of LHP QD design 
for fast emission, wide spectral tunability, and scalable produc-
tion, which is a starting point for the application of LHPs as 
quantum emitters.[221]

3.4.4. Applications

LHPs overall, for all dimensionalities, have been shown to be 
ideal candidates for two major applications: solar cells and 
LEDs. In particular, LHP NCs have shown improved phase 
stability compared to bulk perovskites due to a reduction in 
the surface strain for smaller NCs.[222,223] NC perovskite solar 
cells, QDs in particular, have emerged as a new technology. 
In 2015, Mali et  al. fabricated a MAPbBr3 NC-based solar cell 
with a power conversion efficiency of 11.4%.[224] These devices 
were stable for up to 4 months. Later in 2016, Swarnkar et al. 
showed the phase stabilization of α-phase CsPbI3 QDs, used 
for solar cells with a power conversion efficiency of 10.77%.[218] 
By contrast, CsPbI3 cannot be stabilized in the perovskite phase 
at room temperature owing to the low Goldschmidt tolerance 
factor. Cs1–xFAxPbI3 QDs have also recently been demonstrated 
in solar cells and achieved a power conversion efficiency of 

Figure 18. LHP NC and quantum dot stabilization methods by a) surface ligand engineering by quaternary ammonium bromide ligands with different 
bulkiness where OAm: oleylamine ligands, DOAB: dioctyldimethylammonium bromide, TrOAB: trioctylammonium bromide, TeOAB: tetraoctylam-
monium bromide. i) Photograph showing the green PL emission of CsPbBr3 LHP NCs while being kept in air with relative humidity up to 60%, and 
ii) PLQEs of CsPbBr3 NCs dispersed in hexane recorded as a function of time while being kept in air. Reproduced with permission.[213] Copyright 2019, 
American Chemical Society. b) Copper (II)-doped Cs LHPs QDs as a stabilization method: i) photographs showing blue emission when changing color 
with annealing temperature and ii) PLQEs of CsPb0.93Cu0.07(Br/Cl)3 in red and CsPb(Br/Cl)3 in black as a function of annealing temperature. Reproduced 
with permission.[215] Copyright 2019, American Chemical Society.
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16.6% by using an oleic acid ligand-assisted cation exchange 
strategy.[223,225] These devices were the certified highest-effi-
ciency solar cells made from any quantum dot absorber in 
2019.[9] The rapid increase in solar cell efficiency shows the 
importance of LHP QDs and their potential for photovoltaics. 
Detailed reviews on perovskite NCs for solar cells can be found 
in ref. [223,226].

Beyond the success of LHP in photovoltaics, LHPs have also 
shown great potential for other optoelectronic applications.[227] 
In particular, LHP nanoplatelets have recently gained substan-
tial attention for LEDs, particularly blue LEDs, as discussed 
earlier in Section 3.4.1. It is more difficult to achieve perovskite 
QDs that are small enough to achieve similar blue-shifts in 
emission, while having similarly low polydispersity and high 
stability. In addition, it has been shown that the surface of 
perovskite nanoplatelets can be passivated to achieve near unity 
PLQEs.[198,228] However, a challenge with perovskite nanoplate-
lets is the anisotropic transition dipole moments, which neces-
sitate careful orientation of the nanoplatelets to avoid limiting 
the outcoupling of the light generated.[201,229] By controlling 
the orientation of the perovskite NPls in thin films so that they 
were c-axis oriented (i.e., with the nanoplatelets lying face-down 
on the substrate), Cui et  al. achieved optical transition dipole 
moments with an 84% contribution from the horizontal com-
ponent. This led to an enhancement in the outcoupling, and 
the perovskite LEDs achieved an EQE of 23.6%, which was the 
highest for LHP LEDs at the time of publication in 2020.[230]

4. Electronic and Structural Dimensionality in 
Lead-Free Perovskite-Inspired Materials
Lead-halide perovskites defy conventional wisdom, in that 
they can achieve low non-radiative recombination rates and 
low open-circuit voltage losses in photovoltaic devices despite 
high defect densities of 1014–1016 cm–3 in polycrystalline thin 
films.[107] By contrast, GaAs and silicon used in electronics 
have defect densities on the order of 107–108 cm–3.[107,231] This 
has prompted the question of whether such defect tolerance 
could be found in alternative classes of lead-free materials, or 
“perovskite-inspired” materials. The search for such materials 
could not only give rise to new insights into defect tolerance, 
but also yield defect-tolerant semiconductors that are non-toxic 
and stable without encapsulation, thus addressing two of the 
key challenges of lead-halide perovskites. Efforts to identify 
lead-free perovskite-inspired materials can be broadly classified 
into three strategies: 1) identification of chemically analogous 
materials (e.g., tin-based perovskites or bismuth-based defect-
ordered perovskites); 2) identification of lead-free halides with a 
perovskite crystal structure (e.g., double cation perovskites and 
vacancy-ordered perovskites); 3) identification of materials that 
can mimic the defect tolerance of the lead-halide perovskites 
(e.g., bismuth oxyiodide or BiOI). Extensive reviews discussing 
the design rules, classes of materials grown, the processing 
strategies, and device structure have been written, and some 
examples are refs. [18,33,111,232–235], but a critical factor that 
has received less attention is the role of dimensionality in these 
materials. As stated in the Introduction, dimensionality encom-
passes the crystal and electronic structure, as well as form 

factor (i.e., thin films or nanocrystals). This section examines 
the role these parameters have on the optoelectronic properties 
(mobility, charge-carrier lifetime and exciton binding energy), 
defect tolerance, and performance of the perovskite-inspired 
materials in photovoltaics and light-emitting diodes. To illus-
trate these effects, a selection of perovskite-inspired materials is 
considered in order aid the discussion of the role of dimension-
ality. These materials are summarized in Figure 19. To provide 
context for the materials discussed, the toxicity of the constit-
uent elements is given in Figure 20.

4.1. Dependence of Transport Properties on the Structural  
and Electronic Dimensionality

4.1.1. Role of Structural Dimensionality on Mobility

As explained in Section  3 (Equation  (1)), the effective mass 
depends on the band curvature. This is strongly affected by the 
structural dimensionality, which affects the arrangement and 
degree of overlap of atomic orbitals, and therefore the degree 
of band dispersion.[232] 3D Sn- and Ge-based perovskites have 
demonstrated low effective masses similar to those of MAPbI3, 
along with high electron and hole mobilities (Table 2). This is 
because these materials have disperse bands, as can be seen 
in Figures 21a,b.[239] The high dispersion in the valence band 
comes about from the Sn2+ and Ge2+ cations having filled 
valence s orbitals that can hybridize with the anion p orbitals to 
form a pair of bonding-antibonding states in the upper valence 
band. In addition, spin-orbit coupling further increases band 
dispersion, resulting in both a smaller band gap and lower 
effective masses for both electrons and holes.[106,123]

2D and quasi-2D Sn-based perovskites have been synthe-
sized to improve the stability of the materials against moisture, 
similar to what has been done with LHPs (Section 3.2).[241] 2D 
Sn-based perovskites are achieved when a long-chain alkylam-
monium cation is used in the A-site, such as butylammo-
nium (BA; C4H9NH3

+)[241] or phenethylammonium (PEA; 
C6H5C2H4NH3

+).[143,159] These disrupt the 3D perovskite crystal 
structure, resulting in layers of inorganic corner-sharing [SnI6]4– 
octahedra alternating with layers of the alkylammonium cation.  
The long hydrophobic alkylammonium cation chains act as bar-
riers against moisture ingress, protecting the inorganic layers 
from degradation.[143] When there is only one inorganic layer 
between a pair of organic layers, the perovskite is purely 2D. As 
with lead-based RP perovskites, the number of inorganic layers 
can be increased by mixing the long-chain alkylammonium 
cation (e.g., MA) with a small A-site cation that can fit within 
the perovskite lattice. Examples include (BA)2(MA)n–1SnnI3n+1, in 
which n gives the number of inorganic layers between pairs of 
organic layers. That is n = 1 gives a 2D perovskite and n = ∞ a 3D 
perovskite; n between these extremes is a quasi-2D perovskite. 
The alkylammonium cations do not contribute to the energy 
states near the band-edges. Separating the inorganic tin-halide 
layers with the alkylammonium cation layers therefore disrupts 
the electronic connectivity of the inorganic lattice, resulting in 
regions in k-space with flat bands (Figure  21c). Computations 
of the band structure of quasi-2D Sn-based perovskites have 
therefore shown the bands to be flat between layers, but still 
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highly dispersive with low effective masses within inorganic 
layers (e.g., refer to Figure 21d for (BA)2(MA)2Sn3I10, in which 
n = 3).[241] Reducing the dimensionality of Sn-based perovskites 
to layered perovskites therefore results in significant anisotropy 

in the mobility, which necessitates careful control of the pre-
ferred orientation in order to achieve efficient charge-carrier 
extraction in devices with either out-of-plane (e.g., photovol-
taics) or in-plane electrodes (e.g., thin film transistors). Similar 

Figure 19. Overview of the classes of perovskite-inspired materials discussed in Section 4. The structural dimensionality of these materials is given. 
N.B., in the ABX3 crystal structure, the A-site cation has been removed for clarity. The double and vacancy-ordered perovskite crystal structures are 
reproduced with permission.[236] Copyright 2019, American Chemical Society.

Figure 20. Toxicity of elements used in perovskite-inspired materials. The workplace exposure limits given for each element refer to the limit for an 8-h 
reference period for the element or compounds containing the element published by the UK Health and Safety Executive.[237,238] The workplace exposure 
limits for Cl and I are given for a 15-min reference period, and their values for an 8-h period are therefore estimated. Elements with workplace exposure 
limits of ≥0.5 mg m–3 are shaded green. Data is not published for all elements, in which case the potential toxicity of the element was evaluated based 
on the lethal dose that kills 50% of a test sample (LD50) for the element, as compared to elements with ≥0.5 mg m–3 workplace exposure limits. The 
elements Cd, Hg, Tl and Pb are shaded red due to their high toxicity, low workplace exposure limits, and given the fact that the use of these elements 
in electronic products are controlled by safety regulations. The elements shaded blue have low workplace exposure limits (comparable to those of the 
toxic elements), or have low to moderate LD50 values associated with them. However, these data are insufficient to designate the element as toxic or 
non-toxic. We emphasize that the toxicity of the compound could be significantly different to that of the element.
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Table 2. Properties of lead-free perovskite-inspired materials discussed in Section 4, and their performance in thin film photovoltaics.

Material Space group Band gap [eV] Exciton binding 
energy [meV]

Effective massa)/m0 Mobility  
[cm2 V−1 s−1]

Highest  
PV PCE [%]

Ref.

Structurally 3D materials

CsSnI3 Pnma
(B-γ phase)

1.3 18 0.04 (me)
0.07 (mh)

536 (μe; PC)
585 (μh; PC)

3.56 [100,260,397–399]

MASnI3 P4mm
(α phase)

1.3 8a) 0.05 (me)
0.08 (mh)

2320 (μe; PC)
322 (μh; PC)

6.63 [260,265,400–403]

FASnI3 Amm2
(α phase)

1.35–1.41 3.1 0.02 (me)
0.05 (mh)

103 (μe; PC)
67 (μh; TF)

12.4b) [260,265,327,402,404]

CsGeI3 R3m 1.65 – 0.22 (me)
0.23 (mh)

– 0.11 [405,406]

CsSn0.5Ge0.5I3 R3m 1.50 – – 974 (μe; TF)
213 (μh; TF)

7.11 [328]

MAGeI3 R3m 2.0 – 0.27 (me)
0.29 (mh)

– 0.40 [328,405,406]

FAGeI3 R3m 2.3 – 0.66 (me)
0.76 (mh)

– – [405,406]

(FA0.9EA0.1)0.98

EDA0.01(Sn,Ge)I3

Amm2
(α phase)

1.42 – – – 13.2 [407]

Cs2AgBiBr6 3Fm m 2.25 (TF)
2.0 (SC)

167a) 0.31 (me)
0.18 (mh)

11.81 (SC)
<1 (TF)

2.84 [35,368,377,408,334]

Cs2AgSbBr6 3Fm m 2.18 (TF)
1.6 (SC)

124a) 0.26 (me)
0.15 (mh)

– – [35,409]

Structurally quasi-2D materials

(BA)2(MA)2Sn3I10 Cmca 1.50 159a) 0.33 (me)
0.30 (mh)

– 1.94 [324,245,410]

(BA)2(MA)3Sn4I10 Cmca 1.42 133a) 0.37 (me)
0.31 (mh)

– 2.53 [324,245,410]

Structurally 2D materials

(BA)2SnI4 Pbca 1.8–2.0 286a) 0.33 (me)
0.28 (mh)

– – [324,245,411]

(PEA)2SnI4 1P 2.9–2.2 190 0.09 (me)
0.40 (mh)

15 (TF) – [264,412–414]

Cs3Sb2I9 3 1P m 2.05 100 0.44 (me)
0.60 (mh)

6.81
(μh; TF)

1.49 [242,415,416]

K3Sb2I9 3 1P m 2.02 120–137 3.15 (me)
1.83 (mh)

– 0.07 [253]

Rb3Sb2I9 P21/n 2.03–2.24 95–110 1.11 (me)
1.55 (mh)

0.26 (TF) 1.37 [253,272,316,417]

Cs3Sb2I6Cl3 3 1P m 2.0–2.1 ≈100 – 4.02–7.74
(μh; TF)

2.15 [259]

Cs3Bi2I6Br3 3 1P m 1.75 – – – 1.15 [376,258]

Cs3Bi2I6Cl3 3 1P m 2.07 70 0.39 (me)
0.41 (mh)

– – [244,273]

(NH4)3Bi2I9 P21/n 2.05 – – 213 (SC, //)
11 (SC, ⊥)

– [250,418]

InI Cmcm 2.0 4.3 0.15 (me)
0.25 (mh)

– 0.39 [15,106,419,420]

SbI3 3R H 2.1 – 2.12 (me)
9.57 (mh)

– – [106,420,421]

BiI3 3R H 1.67 ± 0.09 160–180 1.85 (me)
10.39 (mh)

600 (μe; SC)
20 (μh; SC)

1.21 [106,420,422–426]

BiOI P4/nmm 1.93 – 0.2 (me)
0.2 (mh)

14 (TF) 1.8 [300,427]
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results are also predicted for 2D and quasi-2D Ge-based 
perovskites.[243]

Beyond Sn- and Ge-based perovskites, Bi- and Sb-based 
materials have also been extensively investigated owing to their 
lower toxicity than Pb (Figure  20), many of their compounds 
being phase-stable in air, and their stable valence s2 elec-
trons which can hybridize with halide anion orbitals to form 
a similar electronic structure as MAPbI3 (refer to Figure 7a in 
Section 3).[15,33] However, these materials form a stable 3+ oxi-

dation state and cannot directly substitute for Pb2+ in ABX3. 
Instead, a defect-ordered perovskite (A3B2X9) forms. This can 
be thought of as A3B2□X9, in which every third metal cation 
in ABX3 is substituted for a vacancy (□). As a result, many 
A3B2X9 compounds have 0D structural dimensionality com-
prising isolated bioctahedral [B2X9]3– groups that alternate 
with the A-site cations.[232,244,245] This leads to flat bands, and 
high effective masses occur in many compounds (Table 2). For 
example, Hall-effect measurements showed the hole mobility 

Material Space group Band gap [eV] Exciton binding 
energy [meV]

Effective massa)/m0 Mobility  
[cm2 V−1 s−1]

Highest  
PV PCE [%]

Ref.

Structurally 1D materials

Sb2S3 Pnma 1.5–2.2 ≈100b) 1.08 (me)
≈3 (mh)

7.1 (TF) 7.5 [337,428–430]

Sb2Se3 Pnma 1.04–1.18 ≈100b) 0.67 (me)
≈3 (mh)

≈10 (μe; TF) 9.2 [341,431–433]

SbSI Pna21 1.8–2.15 – 0.21 (me)
0.27 (mh)

– 3.05 [106,434–436]

BiSI Pnma 1.56–1.59 – 0.30 (me)
0.61 (mh)

– 1.32 [302,437]

BiSeI Pnma 1.29–1.32 – 0.30 (me)
0.81 (mh)

– – [302]

Structurally 0D materials

Cs3Sb2I9 P63/mmc 2.43 170–180 1.40 (me)
1.55 (mh)

3.14–4.92
(μh; TF)

0.84 [253,259,415,416,438]

MA3Sb2I9 P63/mmc 2.20 54a) 0.21 (me)
0.31 (mh)

17 (SC) 2.04 [438–441]

Cs3Bi2I9 P63/mmc 2.75–2.80 295 0.63 (me)
1.8 (mh)

4.3 (μe; SC)
10−7 (TF)

3.2 [244,274,317,442]

MA3Bi2I9 P63/mmc 2.1–2.6c) >300d) 0.41 (me)
0.62 (mh)

8 × 10−4 (TF)
30 (SC)

3.17 [248,271,332,441,443,444]

Cs2SnI6 3Fm m 1.3 – 0.48 (me)
1.32 (mh)

310 (μe; SC)
8.5 (μe; PC)
10.6 (μe; TF)

1.47 [236,278,326,445]

K2SnI6 3Fm m 0.31a) 8.9a) 0.17 (me)
0.46 (mh)

– – [261]

K2SnI6 P21/n 1.16a) 15.3a) 0.58 (me)
0.78 (mh)

– – [261]

K2SnBr6 3Fm m 1.65a) 59a) 0.33 (me)
0.83 (mh)

– – [261]

K2SnCl6 3Fm m 3.36a) 110a) 0.47 (me)
0.99 (mh)

– – [261]

Cs2TeI6 3Fm m 1.59 – 0.22 (me)
1.40 (mh)

– – [236][278]

Cs2TiI6 3Fm m 1.02 – 1.58 (me)
0.79 (mh)

– – [446]

Cs2TiBr6 3Fm m 1.8–1.9 – 1.79 (me)
0.9 (mh)

– 3.3 [312,447]

The values tabulated were determined through measurements unless otherwise indicated. Note that effective masses change with k vector in anisotropic materials, and 
the values tabulated are the lowest values. SC, single crystal; PC, polycrystalline sample; TF, a thin film sample; //, in-plane; ⊥, out-of-plane. a)Parameter determined 
through computations; b)12.4%-efficient devices achieved using PEA0.15FA0.85SnI3 perovskites[327]; c)There is significant variability in the band gaps reported in the literature. 
(MA)3Bi2I9 exhibits a strong excitonic peak at room temperature. Typically, the low energy edge of this is fitted in a Tauc plot, giving a band gap of ≈2.1 eV. This may be 
valid if the low-energy tail is due to the indirect transition. Otherwise, if the start of the continuum is taken to be the band gap, then this would be ≈2.6 eV. More detailed 
analysis of the band gap of A3B2X9 materials (as has been done with Cs3Bi2I9)[274] is needed; d)While many groups have reported the exciton binding energy of (MA)3Bi2I9 to 
be >300 meV,[271,332,443] other groups have reported values of 70 meV[448] and 210 meV.[444]

Table 2. Continued.
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of MA3Bi2I9 single crystals to be 70 cm2 V–1 s–1 at room tem-
perature,[246] which is at least an order of magnitude lower than 
the mobility of Pb- and Sn-based perovskites.[100] Furthermore, 
the same group showed that the mobilities of MA3Bi2I9 crystals 
from time-of-flight measurements were lower, in the range of 
1–8 cm2  V–1  s–1.[246] Mobility measurements of Cs3Bi2I9 single 
crystals have reached 4.3  cm2  V–1  s–1 at room temperature,[244] 
whereas Cs3Bi2I9 polycrystalline thin films have room tempera-
ture mobilities down to 10–7 cm2 V–1 s–1.[247] A3Sb2X9 compounds 
that also have 0D structural dimensionality have similar effec-
tive masses and low mobilities (Table 2).

The effective masses of A3B2X9 compounds can be reduced 
along certain crystallographic orientations by tuning the A-site 
or X-site ions to stabilize a 2D structure. In particular, it has 
been found for Sb- and Bi-based defect-ordered perovskites that 
using A-site cations with smaller radii favor the formation of 
the 2D phase over the layered phase.[232] Thus, MA3Bi2I9 and 
MA3Sb2I9 favor the 0D phase,[245,248,249] whereas (NH4)3Bi2I9, 
Rb3Bi2I9, (NH4)3Sb2I9, Rb3Sb2I9, and K3Sb2I9 favor the 2D 
phase.[250–253] MA+ has an ionic radius of 180 pm,[254] whereas 
NH4

+, Rb+, and K+ have ionic radii of approximately 150 pm 
or smaller.[232,255] Cs+ has an ionic radius of in between these 
two groups of 167 pm.[232] While Cs3Bi2I9 tends to form the 
0D phase, the 0D and 2D phases of Cs3Sb2I9 have comparable  
formation energies and the polymorph formed is dependent on 
the synthesis conditions.[232,242,253] For example, in Figures 21e,f, 

it is shown that the 2D polymorph of Cs3Sb2I9 has improved band 
dispersion over the 0D polymorph.[242] It has also been shown 
that the 2D phase for MA3Sb2I9 can be stabilized by replacing 
the SbI3 precursor with Sb-acetate, which may sterically allow 
larger A-site cations to be incorporated in the layered phase.[249] 
The layered phases of A3B2I9 compounds have demonstrated 
lower effective masses and higher mobilities along the cova-
lently bonded directions. For example, space-charge limited 
current density (SCLC) measurements of layered (NH4)3Bi2I9 
single crystals demonstrated a mobility of 213 cm2 V–1 s–1 along 
the covalently bonded direction and 11  cm2  V–1  s–1 between 
layers.[250] In many cases, smaller and more direct band gaps 
have been reported in the 2D polymorph compared to the 0D 
phase.[242,249,250,253] All of these factors have contributed to the 
2D polymorphs demonstrating improved performance in pho-
tovoltaics (Table 2).[242,253]

Beyond tuning the A-site cation, it has also been shown that 
the 2D polymorph of A3B2X9 materials can be stabilized by 
alloying I with Br or Cl, resulting in each [BX6]3– octahedron 
changing from being face-sharing (0D phase) to corner sharing 
(2D phase).[244,256,257] For example, a computational investiga-
tion into Cs3Bi2(I,Br)9 compounds found that Br tends to bridge 
neighboring octahedra to favor the formation of the layered 
phase in order to minimize strain in the system.[256] However, 
the orbitals from Br and Cl do not contribute to the density of 
states at the band-edges, and is dominated by the hybridization 

Figure 21. Calculated band structure of a) MASnI3, b) CsGeI3, c) 2D (BA)2SnI4, d) quasi-2D (n = 3) (BA)2(MA)2Sn3I10, e) 0D Cs3Sb2I9, and f) 2D Cs3SbI9. 
a) Reproduced under the terms of the CC-BY license.[123] Copyright 2015, Springer Nature. b) Reproduced with permission.[240] Copyright 2015, American 
Chemical Society. c,d) Reproduced with permission.[241] Copyright 2018, Published by the Royal Society of Chemistry. e,f) Reproduced under the terms 
of the CC-BY license.[242] Copyright 2015, American Chemical Society.
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of the I and Bi/Sb orbitals.[244,256] Halide alloying to stabilize the 
2D phase has thus been shown to be effective in lowering the 
effective masses of carriers in along the interconnected octa-
hedra, as well as resulting in a smaller and more direct band 
gap, which leads to improved photovoltaic device performance 
compared to the 0D polymorphs (Table 2).[232,244,256,258,259]

Another class of perovskite-inspired materials gaining 
increasing attention are vacancy-ordered double perovskites, 
which have the general formula A2BX6. These can be thought of 
as double perovskites, but instead of alternating B(I)X6 and B(III)
X6 octahedra, there are B(IV)X6 octahedra alternating with vacan-
cies (see Figure 19). This system is particularly advantageous for 
Sn-based perovskites, which are more stable in the 4+ oxidation 
state. However, the vacancy-ordered double perovskite system 
also has a 0D structural dimensionality.[236] In spite of this, 
Cs2SnI6 single crystals have demonstrated an electron mobility 

of 310 cm2 V–1 s–1,[236] which is comparable to the electron 
mobility of CsSnI3 polycrystals of 536 cm2 V–1 s–1 at room tem-
perature.[260] This high mobility is due to the close-packed halide 
framework, which leads to larger orbital overlap and higher band 
dispersion.[236] Band dispersion is also influenced by the A- and 
X-site ions. Changing the halide from I to Br or Cl results in 
reduced band dispersion because the smaller ionic radii of the 
Br– and Cl– anions leads to reduced orbital overlap and higher 
effective masses (Figure  22).[236,261] Reducing the size of the 
A-site cation has also been found through computational inves-
tigations to reduce the effective masses of electrons and holes in 
A2BI6 compounds,[262] which may in part be due to an increase 
in orbital hybridization as the lattice parameters decrease.

4.1.2. Role of Structural Dimensionality on Exciton Binding Energy

Ruddlesden–Popper tin-based perovskites have been inves-
tigated since the 1990s,[173] and, inspired by the results with 
lead-based perovskites (refer to Section 3.2), have more recently 
gained a resurgence in interest.[233] Groups have shown that 
mixing 3D FASnI3 with 2D phenethylammonium tin iodide 
(PEA2SnI4), or by using a π-conjugated oligothiphene ligand in 
the A-site (i.e., (4Tm)2SnI4) has led to improved performance in 
photovoltaic and thin film transistor devices, respectively,[263,264] 
but in addition to affecting the mobility (as discussed in the pre-
vious section),[100,264,265] reducing the structural dimensionality 
also leads to the exciton binding energy increasing through a 
combination of quantum confinement and dielectric screening 
(refer to Section  3.3.2).[148,266] Furthermore, as the exciton 
binding energy increases, the fraction of carriers existing as 
excitons increases, and these can influence carrier transport by 
coupling with phonons in the lattice, as discussed in Section 5.

Increases in the exciton binding energy can also occur in 
structurally 3D tin perovskites through quantum and dielectric 
confinement when grown as low-dimensional nanostructures, 
such as quantum dots (0D), nanowires (1D), or nanoplatelets 
(2D).[191,267–269] For example, it has been shown through both com-
putations and experiment that, as with lead-based perovskites 
(Section  3.4), reducing the number of monolayers in CsSnI3 
nanoplatelets results in a blue-shift in the band gap.[268,270] In col-
loidal CsSnI3 nanoplatelets synthesized by Wong et al., a photo-
luminescence peak centered at 1.59 eV was achieved, whereas in 
bulk CsSnI3, the photoluminescence peak was centered at 1.3 eV. 
These nanoplatelets have a thickness of 3.8 nm, which is asso-
ciated with four or fivge monolayers, and are complexed with 
long and short-chain organic ligands. The blue-shift in band gap 
was therefore associated with quantum confinement effects (by 
reducing the thickness of CsSnI3 nanoplatelets below the Bohr 
radius) as well as dielectric confinement effects.[268]

Bulk thin films of PIMs with 0D structural dimension-
ality also exhibit strong confinement of electrons and holes, 
resulting in high exciton binding energies. This has especially 
been well evidenced in A3B2I9 compounds, in which the exciton 
binding energies of the 0D materials have been reported to 
range from 54 meV (for MA3Sb2I9) to >300 meV (for MA3Bi2I9), 
owing to the localization of carriers within the isolated biocta-
hedral [B2X9]3– groups (Table 2).[244,249,253,257,271] When electrons 
and holes are confined more strongly in a smaller region, the 

Figure 22. Computed electronic structure of a) K2SnI6, b) K2SnBr6, and 
c) K2SnCl6 with a cubic crystal structure using the HSE06 hybrid func-
tional. Reproduced with permission.[261] Copyright 2019, Royal Society of 
Chemistry.
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exciton oscillator strength becomes larger, leading to the exci-
tonic peak adopting a higher absorption coefficient as well 
as a larger separation from the absorption continuum.[148] As 
detailed in Section 5, these excitons can couple to phonons to 
form self-trapped excitons that limit mobilities and act as loss 
channels for carriers.[272]

Lower exciton binding energies are achieved for A3B2X9 
compounds with a 2D structural dimensionality. For example, 
while 0D Cs3Sb2I9 has an Eb of 170–180 meV,[253] 2D Cs3Sb2I9 
has an Eb of approximately 100 meV.[3] Similar reductions in 
exciton binding energies could be achieved by halide-alloying 
0D A3B2X9 materials to stabilize the 2D polymorph. For 
example, McCall et  al. showed from optical absorbance meas-
urements that the exciton binding energy of the 2D polymorph 
of Cs3Bi2I9 (Eb  = 70 meV;[273] achieved by alloying with Cl, as 
detailed in Section 4.1.1) is substantially lower than that of the 
0D polymorph (Eb = 295 meV).[274] The 0D polymorph exhibited 
a distinct excitonic peak, whereas the 2D polymorph did not 
have an excitonic peak that could be observed above the absorp-
tion edge due to the electronic band gap (Figure 23a).[244]

Vacancy-ordered double perovskites (i.e., A2BX6 com-
pounds) are also structurally zero-dimensional, but as dis-
cussed in Section 4.1.1., the closely packed framework of halide 
anions results in stronger orbital overlap and improved band 
dispersion.[236,261] Not only does this result in reduced effec-
tive masses, but also reduced exciton binding energies. For 
example, calculations predict that the Wannier–Mott exciton 
binding energies of K2SnI6 are approximately 100 meV or lower 
(depending on whether the static or ionic dielectric constant is 
used; refer to Table 2).[261] These calculations further show that 
the exciton binding energy increases as the halide is changed 
from I to Br to Cl, which correlates with the trend in effective 
masses. This is due to the halide anion ionic radius reducing, 
which leads to reduced orbital overlap and band dispersion.[236]

The size of the exciton binding energy can influence the 
optical properties of materials. In materials with high Eb, there 
is a large separation of the excitonic peak from the electronic 
band gap, and the difference in energy between the exciton 
peak to the band gap is often considered to give the Eb.[149] In 
such cases, fitting the absorption onset in a Tauc plot is no 
longer a valid method to determine the band gap, since this 
would only give the lower energy edge of the excitonic peak 
and underestimate the electronic band gap.[275] For example, 0D 
Cs3Bi2I9 and 2D Cs3Bi2I6Cl3 have very similar absorption onsets, 
(Figure 23a)[244] but from calculations, the 0D compound has a 
wider band gap than the 2D compound. The larger Eb of the 0D 
compound results in a more pronounced excitonic peak that is 
more red-shifted to the continuum. As a result, the absorption 
onset of the excitonic peak of the 0D compound is similar to 
the optical band gap of the 2D compound.[244] Approaches to 
determine the Eb and band gap of materials with the excitonic 
peak overlapping with the continuum absorption edge include 
fitting an Elliot model to the optical data.[274] However, for some 
materials, a peak in the absorption edge is not necessarily solely 
due to excitons in the system. For example, a sharp absorption 
onset has been found in Cs2Ag(SbxBi1–x)Br6 double perovskite 
thin films (Figure 23b). Li et al. recently showed that this is not 
necessarily due to excitons but could be accounted for by the 
electronic structure of the material itself (Figure 23c).[35]

4.1.3. Role of Structural Dimensionality on Non-Radiative 
Recombination

Reducing the structural dimensionality generally results 
in lower orbital overlap, and wider band gaps tend to 
occur.[111,241,242,244] A consequence of wider band gaps is that deep 
traps levels may be more likely to form,[111,275] which give rise 
to increased non-radiative recombination.[15,106] For example, 
defect calculations of Cs3Sb2I9,[242] BiI3,[276] Cs2SrPbI6,[111] Cs2Ag-
BiBr6,[277] and Cs2TeI6

[278] all suggest that deep transition levels 
form. Consistent with high non-radiative recombination rates, 

Figure 23. a) Absorption spectra of 0D Cs3Bi2I9 and 2D Cs3Bi2I6Cl3. 
Reproduced with permission.[244] Copyright 2019, American Chemical 
Society. b) Measured absorption coefficients of Cs2Ag(SbxBi1–x)Br6 thin 
films and c) computed absorption spectra of Cs2AgSbBr6 and Cs2AgBiBr6. 
Reproduced under the terms of the CC-BY license.[35] Copyright 2020, 
Royal Society of Chemistry.
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low PL intensities and short lifetimes have been found in these 
materials.[253,279,280] However, we emphasize that a wide range 
of other factors also play a role on whether deep or shallow 
traps form beyond simply the size of the band gap. These fac-
tors include both intrinsic factors (discussed in Section 4.2) and 
extrinsic factors, such as whether structural defects are present 
(which depends on the melting point of the material, as dis-
cussed in Section 2).[87]

Nevertheless, the increase in exciton binding energy that 
occurs in materials with reduced dimensionality also influences 
the recombination kinetics. As Eb increases, a larger fraction of 
carriers occur as excitons (as opposed to being free electrons 
and holes). This can be seen from the Saha equation (Equa-
tion  (4)), which describes the equilibrium between unbound 
carriers (density of ne and nh) and excitons (density of nX).[148,281]

n n n ne h eq X=  (4)

neq is the equilibrium constant between the unbound electrons 
and holes with the excitons, and can be determined for 3D sem-
iconductors with Equation (5).[148]
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In Equation (5), μex is the exciton reduced mass, as described 
for Equation  (2) in Section  3.2.3. The Saha equation for 2D 
materials has a similar form, but has an exponent of 1 instead 
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  term.[148] Whether unbound carriers or 

excitons dominate also depends on the carrier density, in which 
high injection favors the formation excitons from the electron-
hole pairs. The threshold electron-hole density above which 
excitons dominate can be calculated from Equation (6).[148]

2n n ne h X eq+ =( )  (6)

For context, analysis by Marongiu et  al. showed that lead-
halide perovskites would have an electron–hole carrier den-
sity of 1013–1014 cm–3 under 1 sun illumination, as calculated 
from their open-circuit voltage in photovoltaic devices. 3D 
perovskites with low effective masses and exciton binding ener-
gies would predominantly have free carriers. By contrast, 2D/
quasi-2D perovskites with higher effective masses (μex  = 0.22) 
and exciton binding energy of greater than 250 meV would 
predominantly have excitons.[148] Similar effects would occur in 
lead-free alternatives, in which quasi-2D tin-based perovskites 
as well as low-dimensional perovskite-inspired materials with 
high exciton binding energy would predominantly have exci-
tons under 1 sun illumination, and the kinetics of the excitons 
would dominate the recombination processes in the materials. 
In many low-dimensional perovskite-inspired materials (e.g., 
PEA2SnI4, Rb3Bi2I9, MA3Bi2I9, Cs3Bi2I9, Rb3Sb2I9, K3Sb2I9, 
MA3Sb2I9, Cs3Sb2I9), the PL peak is Stokes-shifted to the elec-
tronic band gap due to exciton recombination or emission from 
self-trapped excitons (refer to Section  5).[152,242,244,253,272,274,282] 
However, Marongiu et  al. pointed out that materials with low 
exciton binding energy would also form excitons from the free 

carriers before recombining radiatively. The PL would then 
have a quadratic dependence on the excess carrier density, not 
because of radiative recombination of free carriers, but because 
two free carriers form an exciton before the exciton recombines 
to give luminescence.[148]

Another important factor in non-radiative recombination is 
surface recombination at free surfaces, interfaces, and grain 
boundaries. Recently, it has been suggested that low-dimen-
sional semiconductors with van der Waals interactions between 
layers may exhibit lower non-radiative recombination when 
surfaces terminate only with broken van der Waals interactions 
rather than broken bonds. This concept has particularly gained 
popularity with Sb2Se3, which is a 1D compound comprised of 
ribbons of (Sb4Se6)n arranged parallel to each other.[283] Note 
that Sb2Se3 is considered a PIM developed based on elec-
tronic analogy to LHPs, particularly owing to the presence of 
valence s2 electrons from Sb3+ (see the introduction paragraph 
for Section 4). Although Sb and Se are covalently bonded along 
the [001] direction, weak van der Waals interactions occur in 
the [100] and [010] directions. Density functional theory calcu-
lations have shown that although (001) surfaces lead to deep 
traps,[284] no mid-gap states occur when Sb2Se3 is terminated 
along the (100) and (010) surfaces or surfaces parallel to the 
[001] direction.[283] The latter observation is supported by Kelvin 
probe force microscopy, which showed the surface potentials 
of Sb2Se3 to change by only 9.1  mV at grain boundaries, sug-
gesting there to be no significant surface band bending or sig-
nificant surface defects. Similarly, electron beam induced cur-
rent measurements showed carrier collection to be uniform 
between grains, suggesting there to be no significant non-
radiative recombination at grain boundaries.[283] A recent com-
putational work also suggested that self-healing could occur 
in Sb2Se3, in which structural relaxations at the (001) surfaces 
result in the deep traps disappearing (Figure 24), thus enabling 
benign grain boundaries and surfaces.[284] However, another 
recent computational work suggests that deep anti-site defects 
may act as prevalent recombination centers within the bulk of 
this system that lead to a large VOC deficit. The stability of these 
anti-site defects was attributed to the amphoteric, soft chemical 
behavior of both antimony and selenium.[285]

4.1.4. Electronic Dimensionality and the Effect on Charge-Carrier 
Transport and Lifetime

From Sections  4.1.1–4.1.2, it could be noted that structural 
dimensionality does not consistently account for the differ-
ences in effective mass, band gap, and exciton binding energy 
across all materials. This is because these parameters depend 
on the degree of orbital overlap and how uniform this is spa-
tially. In other words, the electronic dimensionality could be a 
more direct descriptor of the electronic and optical properties of 
materials. In most cases, the structural and electronic dimen-
sionality are the same, hence the optoelectronic properties 
vary as expected with structural dimensionality in most cases. 
However, structural and electronic dimensionality can deviate 
substantially due to structural or chemical causes.[111] Three 
prominent examples among PIMs are Ge-based perovskites, 
double perovskites and vacancy-ordered double perovskites, 
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where the structural dimensionality is no longer adequate as a 
descriptor for their optoelectronic properties.[111,236,286]

Reductions in electronic dimensionality due to chemical 
effects are especially well seen in double cation perovskites, 
with the general formula A2B(I)B(III)X6, where A and B(I) are 
monovalent cations, B(III) a trivalent cation and X an anion. 
When both the B(I) and B(III) cations have filled valence s 
orbitals (e.g., Cs2TlBiBr6),[287] it is possible for high electronic 
dimensionality to occur, with wide band widths, high band dis-
persion, and small band gaps that are direct,[286] but in many 
cases, the B(I) cation comprises Na+, K+, or Rb+, which does not 
contribute energy states to the band-edges. The energy states 
from the octahedra based on B(III) (e.g., Bi3+ or Sb3+) are there-
fore isolated, giving a 0D electronic dimensionality, despite the 
3D structural dimensionality.[286] This was illustrated by Xiao 
et al., who compared the electronic structure of Cs2PbPbI6 with 
Cs2SrPbI6 (Figure 25). Substituting Pb2+ with Sr2+ resulted in 
the band gap becoming indirect and increasing from 1.48 to 
3.05  eV. The defect levels also became deeper. These effects 
were because the band-edge density of states comprised hybrid-
ized orbitals from Pb and I, and the Sr did not contribute to 
these states. Cs2SrPbI6 therefore comprised isolated [PbI6]4– 

octahedra at the band-edges, thus giving rise to a 0D electronic 
structure.[111] Using transition metal cations (e.g., Ag+ or Cu+) 
for the B(I) cation can result in higher dimensionality due to 
the outer d and s orbitals contributing to the density of states at 
the band edges.[288,289] However, the electronic dimensionality 
does not reach 3D owing to the directionality of the d orbitals, 
which leads to flatter bands than electronically 3D materials, as 
well as indirect band gaps that lead to lower absorption coef-
ficients and limit the maximum efficiencies achievable.[286,287] 
For example, in Cs2AgBiBr6, the valence band maximum has 
Ag d, Bi s, and Br p character at the X point, whereas the con-
duction band minimum has Ag s, Bi p, and Br p character at 
the L point, leading to an indirect band gap.[287] Interestingly, 
Connor et  al. found that the indirect band gap of Cs2AgBiBr6 
can be made direct by reducing the structural dimensionality 
to a layered double perovskite with only one inorganic layer 
between layers of long-chain butylammonium (BA) ligands. In 
(BA)4AgBiBr6, the Ag s orbitals were shifted closer to vacuum 
level, and the Bi s orbitals shifted to deeper levels, such that the 
valence band edge had mostly Ag d – Br p character, whereas 
the conduction band edge was mostly Bi p – Br p character, 
with both extrema occurring at the Γ point.[289]

Figure 24. a) Structure of the (001) surface of Sb2Se3 (before and after structural relaxation in DFT), shown along the [100] projection. b) Partial density of 
states of Sb2Se3 in the bulk and surface, before and after structural relaxation. Reproduced with permission.[284] Copyright 2020, American Chemical Society.

Figure 25. Illustrating the difference between structural and electronic dimensionality. Crystal structure of a) Cs2PbPbI6 and b) Cs2SrPbI6. Charge 
density maps of the valence band maximum of (c) Cs2PbPbI6 and (d) Cs2SrPbI6. Band structure of (e) Cs2PbPbI6 and (f) Cs2SrPbI6. Reproduced with 
permission.[111] Copyright 2017, Published by the Royal Society of Chemistry.
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Another example of electronic dimensionality deviating 
from structural dimensionality can be seen in MAGeI3. In 
going from MAPbI3 to MASnI3 to MAGeI3, one would expect 
the band gap to decrease due to the increase in orbital energy 
(i.e., closer to vacuum level) in going from Pb 6s to Sn 5s to Ge 
4s.[111] Although MASnI3 (1.2–1.3 eV) does indeed have a smaller 
band gap than MAPbI3 (1.55 eV),[12,260] MAGeI3 has a band gap 
of 1.94 eV.[290] Furthermore, the effective mass of MAGeI3 was 
calculated to be 0.37m0,[290] which is higher than the effective 
masses of both MASnI3 (0.1–0.28m0)[123,290] and MAPbI3 (0.19–
0.25m0).[123] These observations are due to structural distortions 
in the [GeI6]4– octahedra due to the small ionic radius of Ge2+ 
(0.73 Å) compared to the halide anions,[291] which leads to the 
Ge2+ being off-center.[111,240,292] This affects the cation-anion 
orbital overlap, resulting in wider band gaps and reduced band 
dispersion, giving rise to the larger effective masses.[111]

Based on the discussion above, high electronic dimension-
ality is therefore important for achieving optoelectronic prop-
erties that are more favorable for efficient device performance. 
A view that was held was that high electronic dimensionality 
required high structural dimensionality as a pre-requisite.[286] 
However, recent analyses on vacancy-ordered double perov-
skites, particularly Cs2SnI6, have shown this to not necessarily 
be the case.[236] Early work described vacancy-ordered double 
perovskites to be electronically 0D as well as structurally 0D 
owing to the disconnected [BX6]2– octahedra.[111] However, 
more recent first-principles analyses have shown the electronic 
dimensionality of Cs2SnI6 to be higher than 0D owing to the 
close-packed halide framework, which gives rise to strong 
overlap between the I 5p orbitals, as well as the Sn and I states 
between neighboring octahedra. This results in high dispersion 
in the conduction band minimum, leading to low electron effec-
tive masses of 0.48m0 for electrons.[236,278] Indeed, the reported 
electron mobility of Cs2SnI6 is 310 cm2 V–1 s–1,[293] which is on 
a similar order of magnitude as 3D CsSnI3.[100,236] The hole 

effective mass of Cs2SnI6 is higher at 1.32m0,[236] and indeed 
the hole mobility was found to be lower at 42 cm2 V–1 s–1.[293] 
At the same time, the effective masses are lower than in some 
other low-dimensional semiconductors (e.g., BiI3),[106] and this 
is due to the strong overlap in halogen p states, which con-
tribute significantly to the valence band density of states.[236] 
Indeed, replacing the larger iodide anions with the smaller 
bromide anions would result in an increase in the hole effec-
tive mass. This can be seen in the comparison between Cs2TiI6 
and Cs2TiBr6, in which the hole effective mass increases from 
0.79–1.58m0 (Cs2TiI6) to 0.9–1.79m0 (Cs2TiBr6).[236] The interac-
tion between the B-site cation and anion also plays a signifi-
cant role on the electronic structure. For example, substituting 
Sn4+ with Te4+ in Cs2BI6 results in the band gap increasing 
from ≈1.3  eV (Cs2SnI6) to 1.6  eV (Cs2TeI6).[278] This is due to 
the hybridization of Te 5p states with I 5p states pushing up the 
conduction band minimum to higher energies, and which also 
results in the +1/0 transition level of iodine vacancies changing 
from shallow (0.07 eV from the conduction band minimum in 
Cs2SnI6) to deep (0.52 eV from the conduction band minimum 
in Cs2TeI6).[236,278]

4.2. Defect Tolerance and the Role of Dimensionality

According to Shockley–Read–Hall statistics, low non-radiative 
recombination rates can be achieved despite high densities of 
defects if 1) the traps are shallow (i.e., only a few kT from one 
of the band-edges), and/or 2) if the capture cross-sections are 
low (Figure 26).[15,33,106,276,294] Both properties have been found 
in LHPs, in which the most common point defects were found 
to be shallow[105] and the capture cross-sections small (with 
values of 10–14 cm2 measured by deep-level transient spectros-
copy).[295] This tolerance to intrinsic point defects in LHPs has 
also been found to extend to extrinsic defects (e.g., Fe-based 

Figure 26. Illustration summarizing the discussion in Section 4.2 of the factors which contribute to a material forming shallow traps with low capture 
cross-sections that would give rise to defect tolerance. These factors include chemical effects (presence of ns2 cations, dielectric constant and closer 
cation-anion orbital alignment) as well as effects influenced by structural and/or electronic dimensionality (anion coordination, bond length and effec-
tive mass).
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impurities, which may be introduced from the feedstock or the 
processing equipment).[296] These are critical for enabling LHP 
thin films processed outside a cleanroom, using simple equip-
ment at low-temperature to achieve power conversion efficien-
cies comparable to industry-standard crystalline silicon solar 
cells.[9,10] Identifying the underlying causes for defect tolerance 
is therefore important to guide the search for promising lead-
free PIMs.

An early proposition was that the formation of shallow traps 
with small capture cross-sections could be achieved in lead-free 
materials with partially-oxidized heavy p-block cations that have 
a stable valence pair of s electrons (similar to Pb2+). These “ns2 
compounds” include materials based on Bi3+, Sb3+, Sn2+, and 
In+, and therefore encompass most of the PIMs discussed in 
this Section (refer to Figure 19 for an overview of the materials 
discussed here).[15,32,33,106] Whereas traditional semiconduc-
tors form a pair bonding–antibonding states across the band 
gap, in LHPs, the valence s2 electrons in Pb2+ hybridize with 
the anion p orbitals to form a pair of bonding and antibonding 
states within the upper valence band (Figures  7a or  26). The 
empty valence Pb p orbitals also hybridize with the anion p 
orbitals to form a bonding state within the valence band and 
an antibonding state at the conduction band minimum. In 
addition, the high degree of spin orbit coupling results in a 
further decrease in band gap. The combination of these effects 
was proposed to favor trap formation either shallow within the 
band gap or resonant within the bands.[15,106] This is because 
these effects result in the original atomic orbitals forming close 
to the band-edges rather than in the middle of the band gap, 
and, to a first approximation, trap levels form close to the orig-
inal atomic orbitals.[276] In addition, the highly polarizable Pb2+ 
cation leads to high Born effective charges and high dielectric 
constants,[106,297] which contribute to a reduced capture cross-
section.[298,299] Some of the lead-free ns2 compounds (e.g., InI, 
BiI3, BiSI, BiOI, SbSI) have been found to also have an anti-
bonding to anti-bonding state transition across the band gap, 
as well as high dielectric constants.[106,279,300] Recent computa-
tions and experimental work on BiOI have shown the material 
to be tolerant to vacancy and anti-site defects.[300,301] However, 
deep traps have been found to occur in BiI3,[276] SbI3,[276] Cs2Ag-
BiBr6 double perovskites,[277] BiSI,[302] BiSeI,[302] and Sb2Se3.[285] 
In some cases, for example, for Cs2AgBiBr6, the contribution 
of the ns2 cation valence s orbital to the valence band den-
sity of states is small compared to the contribution of orbitals 
from other species (e.g., directional d orbitals), and these other 
orbitals therefore dominate the electronic structure at the band-
edges. As another example, Saparov et al. found that Cs3Sb2I9 
had deeper donor trap levels than LHPs because the Sb 5p 
orbitals were more localized, resulting in the conduction band 
minimum being pushed up.[242] Therefore, further, refined 
design rules for defect tolerance are needed.

A recent refined description of defect tolerance was based on 
chemical effects (illustrated in Figure 27). It was proposed that 
shallow cation vacancies are favored if there is closer alignment 
between the energies of the cation s and anion p orbitals. 
This results in increased bonding-antibonding state splitting 
in the upper valence band. When a cation vacancy forms, the 
anion dangling bonds interact to form the trap state close to 
the valence band maximum. A wider valence band leads to an 

increased likelihood of the trap level being shallow, and this 
was confirmed in computational investigations into binary hal-
ides.[276] If there were strong coupling between the empty cation 
p orbital and the upper-lying anion s orbital, then this design 
rule may also be extended to anion vacancies (which form trap 
levels close to the conduction band minimum). However, the 
anion s orbital energy is too high in energy for there to be any 
significant electronic coupling, and the conduction band min-
imum is dominated by the antibonding state formed between 
the cation and anion p orbitals.[276]

Recent computational work showed that shallow anion 
vacancies could be predicted based on structural factors and the 
structural dimensionality. Anion vacancies in the fully ionized 
state are positively charged and are donor defects with a transi-
tion level close to the conduction band minimum.[32,276,294,300] 
These defects can trap electrons by localizing them in the 
unoccupied p orbitals of neighboring cations. The depth of the 
defect transition level in a covalent semiconductor depends 
on the degree of hybridization of dangling bonds at the defect 
center.[294] The addition of an electron to the donor defect will 
result in a slight contraction of neighboring cations due to 
Coulomb interactions. The resulting increased hybridization of 
dangling p orbitals from the cations results in a reduction in 
the energy of the localized electron. The degree of electronic 
stabilization relative to the strain energy of the neighboring 
stretched bonds determines the transition level of the defect. 
Shallow anion vacancies can then form if orbital hybridiza-
tion is not strong.[294] This will depend on bond lengths in the 
crystal structure and atomic coordination.[276,294,303]

Shorter bond lengths result in increased hybridization 
between dangling bonds, which could lead to deep traps forming 
(Figure 28a). This was illustrated in a recent computational work 
on MAPbX3 by Kim et  al., but the results could be applicable 
to other systems.[303] Changing the halide in MAPbX3 from I– 
to Br– to Cl– results in a decrease in the lattice parameter, and 
a transformation of the halide vacancy from a shallow state in 
MAPbI3 and MAPbBr3 to a localized deep state in MAPbCl3.[303] 

Figure 27. Illustration of how energy alignment between anion (A) p and 
cation (C) s states influences the trap energy of cation vacancies. In (a), 
there is a larger mismatch in A-p and C-s states than in (b), leading to 
a lower valence band maximum, and a greater likelihood of deep traps 
forming. These traps form through the interaction between dangling 
bonds from neighboring A-p states when a cation vacancy is present. 
Reproduced with permission.[276] Copyright 2018, American Chemical 
Society.
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This is consistent with experimental work, which has shown Cl-
based perovskites to have lower PLQEs than their I- or Br-based 
counterparts.[304,305] Kim et al. showed that when the lattice con-
stant of the [PbCl3]– sub-lattice was increased to that of [PbI3]–, 
the bonding states formed by the hybridization of dangling Pb 
6p orbitals forms within the conduction band, which would 
therefore favor shallow anion vacancy transition levels.[303]

Atomic coordination determines the extent and nature 
of orbital hybridization. For example, it was shown that TlBr 
in the CsCl crystal structure forms shallow anion vacancies 
(Figure  28b), whereas TlBr in the rocksalt structure forms 
deep anion vacancies.[306] In the CsCl structure, each Br is 
coordinated with 8 Tl. The p orbitals from Br then point to 
the face centers of the coordination cube rather than the ver-
tices, resulting in orbital interactions being stronger between 
Tl rather than with Br, with the conduction band minimum 
almost exclusively comprising cation states (Figure 28b).[276,306] 
Thus, no cation dangling bonds are exposed when anion vacan-
cies form, and the anion vacancy transition levels are resonant 
within the conduction band (Figure  28b,c).[276] On the other 
hand, in the rocksalt structure, Br has 6-fold coordination with 
Tl, and the Br p orbitals point to the vertices of the coordination 
cube and significantly contribute to the states at the conduction 
band minimum.[276,306] Br vacancies will then result in deep 
transition levels due to the strong interaction of Tl dangling 
bonds pointing to the center of the octahedron. How deep the 
transition level is will then also depend on the relative sizes of 

the cations and anions. For example, shallow anion vacancies 
can still be formed if the anions are large and cations small, 
such that there are still low interactions between cation dan-
gling bonds when anion vacancies form (e.g., Cu3N).[276,307] To 
illustrate the importance of anion coordination and crystal site 
symmetry, it was shown computationally that while InI and 
TlI form deep I vacancies in their native layered structures 
(in which each I is 5-fold coordinated), these anion vacancies 
become shallow in the CsCl structure (Figure 28d).[276]

Reducing the anion coordination from octahedral to tetrahe-
dral also generally favors deeper transition level formation. This 
is because tetrahedrally coordinated materials have shorter bond 
lengths than octahedrally coordinated materials, and the size of 
the ions have a less significant effect on how deep the transi-
tion levels are,[276] but reducing the anion coordination further 
to two-fold can instead favor shallow defect transition levels 
by promoting large cation spatial separation, especially if the 
anions are large. For example, in comparing MAPbI3 and PbI2, 
the band-edges are chemically similar because the MA+ does 
not contribute orbitals to the band-edges. However, in MAPbI3, 
each I is two-fold coordinated by Pb (Figure 29a), and I vacan-
cies are shallow. By contrast, in PbI2, I is 3-fold coordinated 
(Figure  29b) and deep I vacancies were found to form from 
defect calculations. Computations of a hypothetical structure of 
PbI2 with two-fold I coordination shows that the I vacancy tran-
sition level does not form within the band gap (Figure 29c).[276] 
Thus, although MA+ does not affect the band-edge density of 

Figure 28. Role of structural dimensionality on defect tolerance. a) Electronic structure of MAPbCl3, showing how Cl vacancies result in the interac-
tion of dangling bonds from neighboring Pb 6p states, forming the vacancy trap level from the bonding orbital. Reproduced with permission.[303] 
Copyright 2016, PCCP Owner Societies. b) Charge densities profiles of TlBr in the CsCl crystal structure, along with a sketch of the band structure, 
showing how anion vacancies would be resonant within the conduction band. c) Defect diagram of TlBr in the CsCl structure under Br-rich condi-
tions, and d) band diagram of TlBr, TlI, and InI in the rocksalt/orthorhombic (gray; defect-intolerant) and CsCl structures (yellow; defect-tolerant). 
b–d) Reproduced with permission.[276] Copyright 2018, American Chemical Society.
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states, it plays an important role in enabling a perovskite crystal 
structure to form, which is favorable for shallow anion vacancy 
formation. It has also been suggested that the low anion coor-
dination in layered Bi- and Sb-based chalcohalides favor shallow 
anion vacancy formation.[308] Shallow Se and Br vacancies have 
indeed been found for BiSeBr,[308] as well as for the I vacancy 
in BiOI.[300] However, in BiOI, each O is tetrahedrally-coordi-
nated with Bi, and the oxygen vacancy was found to be deep 
(Figure 29d–f).[300]

The dimensionality of the materials also affects carrier cap-
ture. The Coulomb interaction between charge carriers and 
charged defect states are accounted for by the Sommerfeld 
factor 〈s〉, and the increase in the speed of carrier capture com-
pared to a neutral defect is accounted for by multiplying the 
capture coefficient with 〈s〉.[299,309]

For Z < 0,[309]

4 /R B
1/2

s Z E k Tπ( )〈 〉 =  (7)

For Z > 0,[309]

8/ 3 / exp 3 /2 2
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2/3 2 2
R B

1/3
s Z E k T Z E k Tπ π( )( ) ( )〈 〉 = −  (8)

In Equations (7) and (8), Z = Q/q, where Q is the charge state 
of the defect and q is the charge of the electron. kB is Boltz-
mann’s constant and T temperature. ER is the effective Rydberg 
energy, as given by Equation (9).[299,309]

/2R
* 4 2 2E m q � ε=  (9)

In Equation (9), m* is the carrier effective mass, ℏ the reduced 
Planck’s constant, and ε the low-frequency dielectric constant.[309] 
From these expressions, it can be seen that a low Sommerfeld 
factor is favored if the material has a low effective mass, as well 
as materials with high dielectric constants (as discussed ear-
lier). Reducing the dimensionality of the materials can therefore 
result in higher capture coefficients for charged defects if band 
dispersion is reduced. Another important factor is the oxidation 
state of the ions present in the material. Compounds with ions 
in lower oxidation states have lower maximum |Z| values that the 
defects could take, thus lowering the Sommerfeld factor.[294]

Finally, it is noted that Cs2SnI6 adopts a significantly different 
electronic structure than MAPbI3, but has nevertheless been 
found computationally to be defect tolerant (Figure 30).[236,278] In 
Cs2SnI6, Sn has a +4 formal oxidation state, however, some com-
putational papers suggest that electrons occupy the 5s orbitals 
due to the strong covalency of the Sn-I bonds, and that the true 
valence of the Sn in the compound is +2.[310,311] However, this 
remains under debate.[236] Nevertheless, in Cs2SnI6, the valence 
band maximum is formed from I 5p non-bonding states, while 
the conduction band minimum is due to the anti-bonding state 
from the hybridization of Sn 5s and I 5p orbitals.[236,311] Tin 
vacancies are predicted to still form at similar energies relative to 
the Sn-I antibonding orbital (i.e., at similar energies as CsSnI3), 
but the Sn-I antibonding orbital state is not the conduction band 
minimum, and the tin vacancy is therefore predicted to form 

Figure 29. Structure of a) MAPbI3 and b) PbI2, along with c) a hypothetical structure of PbI2, in which the coordination of the I– anions is reduced to 
two. c) Reproduced with permission.[276] Copyright 2018, American Chemical Society. Structure and defect diagram of BiOI. Ball-and-stick diagram of 
the crystal structure of BiOI viewed along the d) [001] projection and e) [100] projection. f) Defect diagram of BiOI under I-rich conditions. Reproduced 
under the terms of the CC-BY license.[300] Copyright 2017, Wiley.
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a transition level within the band gap but close to the conduc-
tion band minimum.[311] This shows that compounds with ns2 
cations would still be important for achieving tolerance to cation 
vacancies,[276] but in the case of Cs2SnI6, the strong Sn-I cova-
lency results in tin vacancies having a high formation energy 
and therefore not likely to form under thermodynamic condi-
tions.[311] Owing to the small band gap of only 1.3 eV, I vacancies 
are predicted to be shallow in Cs2SnI6.[236,278] However, defect 
tolerance is lost when changing the Sn cation to Te or cations 
with valence d orbitals (e.g., Ti).[236,278] The interaction between 
Te 5p and I 5p orbitals pushes up the antibonding state, and 
therefore pushes up the conduction band minimum. The wider 
band gap leads to the I vacancy being deep.[236,278] The defect 
intolerance of Cs2TiI6 is attributed to the large number of pos-
sible oxidation states and relatively localized d states.[236]

4.3. Challenges of Anisotropy on Device Performance

From the discussion in Sections 4.1 to 4.2, it is evident that the 
exploration of PIMs has led to materials with dimensionality 
ranging from 0D to 3D, with the lower dimensional materials 
offering important advantages in terms of stability and possibly 
reduced surface recombination. However, lowering the struc-
tural or electronic dimensionality below 3D leads to anisotropic 
charge-carrier properties, which needs to be accounted for in 
processing the materials for devices.

4.3.1. Photovoltaics

The structure of PIM-based PVs is similar to those used for 
LHPs. That is, the absorber is sandwiched with electron and 
hole transport layers (ETLs and HTLs, respectively). The band 
positions of the PIMs discussed compared to common ETLs 
and HTLs are shown in Figure 31c.

From Section 4.1, it can be seen that 3D structural and elec-
tronic dimensionality are favorable for achieving low effective 

masses (which favor higher mobilities and lower Sommerfeld 
factors) and low exciton binding energies. Sn-based perovskites 
(i.e., ASnX3) fulfill these requirements, and have achieved the 
highest PCEs among the lead-free PIMs (Table 2),[233,294,32] with 
PCEs reaching 12.4% for solar cells based on PEA0.15FA0.85SnI3 
(device structure: ITO/PEDOT:PSS/PEA0.15FA0.85SnI3/ICBA/
BCP/Ag).[327] While Ge-based perovskites also have 3D struc-
tural dimensionality, the electronic dimensionality is lower 
due to structural distortions in the [GeI6]4– octahedra, and Ge-
I-based perovskites have wider band gaps (of 1.5–2.3 eV)[233,294] 
than Sn-I-based perovskites (of 1.3–1.4  eV)[233] and higher 
effective masses (refer to Section  4.1.4 and Table  2). Ge-based 
PVs have demonstrated low PCEs so far, reaching only 0.68% 
for MAGeI2.7Br0.3 PVs (device structure: ITO/PEDOT:PSS/ 
MAGeI2.7Br0.3/PC71BM/Ag).[328] Both Ge- and Sn-based perov-
skites suffer from low stability, in which the metal cation can 
easily be oxidized from the 2+ to 4+ state.[233,294,323] Extensive 
efforts have been made with the Sn-based system to address 
this, and stable device performance in air without encapsula-
tion for several days has been achieved through the addition of 
SnF2 and ethylenediammonium iodide, as well as alloying the 
A-site cation with GA, as well as long-chain alkylammonium 
cations (e.g., mixing FA and PEA, as mentioned above).[233,323] 
Alloying CsGeI3 with Sn has been shown to improve stability 
(as well as performance) compared to pure Ge-based perov-
skites, but this was attributed to the formation of a thin surface 
layer of GeO2.[325] Silver-bismuth double perovskites, with 3D 
structural dimensionality, have also been found to be stable in 
air.[34,329] However, the reduced electronic dimensionality (see 
Section  4.1.4) leads to a wide (>2  eV), indirect band gap that 
limits light absorption (Figure 31c). As a result, the maximum 
efficiencies expected based on their absorption spectra are well 
below the PCEs already achieved with silicon or LHP PVs.[287] 
Cs2AgBiBr6 is by far the most common double perovskite 
investigated so far for PVs, and most PCEs are ≈1%, with the 
highest value only 2.8% (FTO/TiO2/m-TiO2/Cs2AgBiBr6/N719/
spiro-OMeTAD/Ag).[330] Routes to reducing the optical band 

Figure 30. Band structure and defect tolerance in vacancy ordered double perovskites. a) Frontier states in Cs2SnI6, and b) defect diagram for Cs2SnI6 
compared to Cs2TeI6 for the iodine vacancy. a) Reproduced with permission.[236] Copyright 2019, American Chemical Society. b) Reproduced under the 
terms of the CC-BY license.[278] Copyright 2016, American Chemical Society.
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gap and increasing the absorption coefficient without the use of 
toxic elements (e.g., Tl),[329] while maintaining high air-stability, 
are needed. Recently, it was found that one route to achieving 
this is to alloy two double perovskites that form a type II stag-
gered junction. Non-linear mixing of the metal cation orbitals 
can result in the alloys adopting a smaller band gap than either 
of the pure compounds.[35]

Similarly, defect-ordered perovskites (i.e., A3B2X9) that 
are structurally and electronically 0D adopt wide band gaps 
(Figure 31c). Owing to the low electronic dimensionality, high 
exciton binding energies and low effective masses occur (refer 
to Section  4.1), and low PCEs of up to only approximately 
1–2% have been achieved in most cases (Table 2).[331] The main 
exceptions are Cs3Bi2I9 and (MA)3Bi2I9, for which efficien-
cies reaching 3.2% have been achieved.[317,332] In the case of 
Cs3Bi2I9, the high efficiency was achieved in part due to the use 
of CuI as the HTL, rather than the more commonly used PTAA 
and spiro-OMeTAD HTLs. CuI has a high ionization potential 
of 5.3 eV, which is better matched with the valence band max-
imum of Cs3Bi2I9 (5.7  eV ionization potential; Figure  31c).[317] 
The final device structure that gave the highest efficiency was 
FTO/TiO2/Cs3Bi2I9/CuI/Au.[317] In the case of (MA)3Bi2I9, the 
high device efficiencies of up to 3.17% were attributed to the 
optimization in the processing method to achieve improved 
morphology and stoichiometry, with reduced bulk metallic 
content. The device structure used was FTO/TiO2/m-TiO2/
(MA)3Bi2I9/P3HT/Au.[332]

In contrast to the structurally 0D A3B2X9 materials, Cs2SnI6 
has higher band dispersion (see Section 4.1 and Table 2), and high 

hole mobilities of 42 cm2 V–1 s–1 have been reported, along with 
the demonstration of Cs2SnI6 as an effect HTL in dye-sensitized 
solar cells, with PCEs up to 7.8% achieved.[293] Cs2SnI6 has also 
been recently demonstrated as the absorber in PV devices, which 
achieved 1.47% PCE.[326] The short-circuit current density (JSC) 
of these devices reached 6.8 mA cm–2,[326] which is higher than 
the values achieved by A3B2I9 PVs (where B = Bi or Sb).[294,331] 
This is consistent with the band gap of Cs2SnI6 (1.3  eV) being 
smaller than those of the A3B2I9 compounds (Figure 31c). How-
ever, the open-circuit voltage (VOC) of the Cs2SnI6 is well below 
the band gap, and the fill factors of 60% are not higher than the 
fill factors that have been achieved with the best A3B2I9 PVs.[331] 
Improvements in the performance of the vacancy-ordered double 
perovskite devices were achieved by alloying with Br. Cs2SnI4Br2 
has a band gap of 1.4  eV (Figure  31c), which leads to a small 
decrease in JSC to 6.2 mA cm–2 but an improvement in VOC from 
0.37 V (Cs2SnI6) to 0.56 V (Cs2SnBr2I4) while the fill factor only 
decreased to 58%. The PCE increased to 2.1%.[326] For both the 
Cs2SnI6 and Cs2SnBr2I4 devices, the device structure was FTO/
TiO2/Sn:TiO2/Cs2SnBrxI6-x/LPAH/FTO, where LPAH is large 
area polyaromatic hydrocarbon.[326] Higher PCEs have been 
achieved with Cs2TiBr6, in which a PCE of 3.3% has been demon-
strated (device structure: FTO/TiO2/C60/Cs2TiBr6/P3HT/Au).[312] 
These Ti-bromide-based vacancy-ordered double perovskites have 
a wider band gap of 1.82  eV (Figure  31c), but the devices still 
achieved a JSC of 5.7 mA cm–2 and a substantially larger VOC of 
1.02 V, along with a comparable fill factor of 56%.[312] Thus, sub-
stantial optimization of the absorber, interfaces, and device struc-
ture is needed before the predicted defect-tolerant properties and 

Figure 31. a) Power conversion efficiency and b) open-circuit voltage (VOC) of perovskite-inspired materials compared to the radiative limit (or 
Shockley–Queisser, SQ, limit). Reproduced under the terms of the CC-BY license.[294] Copyright 2021, IOP Publishing. c) Band positions of perovskite-
inspired materials discussed in Section 4.3.1. Values extracted from refs. [33,35,259,312–326].
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dispersive band structure of Cs2SnI6 are manifest in improved 
device performance. Notably, Cs2SnI6 PVs have been found to be 
stable in air,[326] as have Cs2TiBr6 and A3B2I9 PVs.[294,312,331]

As discussed in Section  4.1, the mobility of A3B2I9 com-
pounds can be increased, and the exciton binding energy 
reduced by stabilizing the 2D polymorph instead of the 0D poly-
morph, and this can be achieved by changing the A-site cation 
or through halide alloying. Works systematically comparing 
0D and 2D A3B2I9 compounds have shown the 2D polymorphs 
to give improved performance. For example, Correa-Baena 
et  al. showed that 2D Rb3Sb2I9 PVs delivered improved PCEs 
over 0D Cs3Sb2I9 (0.76% cf. 0.03%, respectively). This was 
due to an order-of-magnitude improvement in the JSC from 
0.13  mA  cm–2 (0D Cs3Sb2I9) to 1.84  mA cm–2 (2D Rb3Sb2I9), 
which arose from the direct band gap of Rb3Sb2I9 (compared 
to the indirect band gap for Cs3Sb2I9), as well as lower exciton 
binding energies of 95–107 meV (compared to 166–184 meV for 
Cs3Sb2I9).[253] For all three materials, the device structure was 
FTO/TiO2/m-TiO2/A3Sb2I9/spiro-OMeTAD/Au.[253] Subsequent 
work on improving the grain size of Rb3Sb2I9 led to the PCE 
increasing to 1.35% (device structure: FTO/TiO2/Rb3Sb2I9/
poly-TPD/Au).[316] Furthermore, Peng et  al. showed that 
alloying Cl into Cs3Sb2I9 to stabilize the 2D phase led to the 
PCE improving from 0.24% to 2.15% due to the JSC increasing 
from 1.37  mA cm–2 to 6.46  mA cm–2 (device structure:  
FTO/TiO2/Cs3Sb2I9/poly-TPD/Au or FTO/TiO2/Cs3Sb2I9-xClx/
LZ-HTL-1-1/Au).[259] The performance improvement can be 
primarily attributed to an increase in the absorption coef-
ficient (due to the band gap changing from indirect to nearly 
direct),[242] a reduction in the exciton binding energy, and 
increase in mobility.[259] Despite these improvements in per-
formance, the PCEs have not yet exceeded the highest PCEs 
reported for 0D A3B2I9 compounds (Table 2),[259,317,331,333,336] and 
further optimization in the processing of the absorber and the 
ETLs/HTLs used are needed.

For 1D and 2D materials in vertically structured PV devices, 
it is critical to control the preferred orientation and density of 
the grains in order to achieve efficient charge-carrier extrac-
tion. As discussed in Section  4.1, the transport properties can 
be highly anisotropic, and it is important to connect the top and 
bottom electrodes with the higher-mobility planes. In solution-
processed materials, control over the preferred orientation has 
been extensively studied in 2D and quasi-2D Sn-based perov-
skites. It has been found that the preferred orientation can be 
tuned through the precursor composition, as well as the solvent 
used.[324,334,335] Liao et al. found that using 1:4 phenethylammo-
nium iodide (PEAI):formamidinium iodide (FAI) resulted in 
quasi-2D tin-iodide-based perovskites with the inorganic layers 
oriented perpendicular to the substrate. This was favorable for 
efficient carrier extraction, and the (PEA)2(FA)n–1SnnI3n+1 films 
achieved EQEs reaching approximately 60%, and PCEs reaching 
up to 5.94%, which was improved over the FASnI3 PVs (1.2% 
PCE).[335] In both cases, the device structure was ITO/NiOx/
Sn-based perovskite/PCBM/Al.[335] (PEA)2(FA)n–1SnnI3n+1 films 
with higher fractions of PEAI had less preferred orientation. 
The precise mechanism is unknown, but similar observa-
tions have been made with quasi-2D Pb-based perovskites.[336] 
Cao et  al. found that the preferred orientation of (BA)2(MA)n–1 
SnnI3n+1 perovskites depended on the solvents used (Figure 32). 

Using only N,N–dimethylformamide (DMF) as the solvent 
resulted in the [SnnI3n+1](n+1)– inorganic planes being vertically 
oriented. By contrast, using a mixture of 4:1 dimethylsulfoxide 
(DMSO):DMF resulted in the inorganic planes being oriented 
parallel to the substrate. This was attributed to DMSO giving rise 
to improved surface wetting and the precursor solvent spreading 
out more on the planar TiO2 substrate, as well as the formation 
of the intermediate complexes between DMSO and the Sn-based  
precursor.[324] The degree of preferred orientation was enhanced 
by hot-casting at 120 °C, in which the perovskite is spin-coated 
at 120 °C rather than at room temperature.[324] Using quasi-2D 
perovskites with n = 4, PCEs up to 2.53% were achieved (band 
positions in Figure  32e).[324] The device structure was FTO/
TiO2/m-TiO2/Sn-perovskite/PTAA/Au. The increase in pre-
ferred orientation with hot-casting is consistent with results 
with quasi-2D Pb-based perovskites,[141] but the effect of the 
solvents is opposite (in which increasing DMSO content was 
found to increase the vertical orientation of quasi-2D Pb-based 
perovskites).[336]

Effort has also been made to control the preferred orientation 
of PIMs grown from the vapor-phase, especially for Sb2(S,Se)3 
and BiOI, which are structurally 1D and 2D materials, respec-
tively.[283,300,337–339] We note that while Sb2(S,Se)3 and BiOI are 
not perovskites and do not have metal-anion octahedra, they are 
perovskite-inspired materials because they comprise metal cat-
ions that have a stable pair of valence electrons, whose orbitals 
hybridize with the anion orbitals in a similar way to LHPs.[15,106] 
As discussed in Section  4.2, this is one important features that 
may contribute to defect tolerance. In Sb2S3 and Sb2Se3, the 

Figure 32. Controlling the preferred orientation of solution-processed 
(BA)2(MA)n-1SnnI3n+1 quasi-2D/3D perovskites. BA is butylammonium 
and MA is methylammonium. Structure of (BA)2(MA)2Sn3I10 perovskites 
a) in the (0k0) orientation parallel to the substrate, and in the b) (111) and 
c) (202) orientations perpendicular to the substrate. d) X-ray diffraction 
patterns of (BA)2(MA)2Sn3I10 perovskites showing the effect of solvent on 
preferred orientation. e) Comparison of the performance of photovoltaic 
devices made from MASnI3 and (BA)2(MA)3Sn4I13. Reproduced with per-
mission.[324] Copyright 2017, American Chemical Society.
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mobility along the inorganic (Sb4(S,Se)6)n ribbons ([hk1] direc-
tions) is an order of magnitude larger than between ribbons 
([hk0] directions).[339] Reducing the texture coefficient for the 
[120] direction has therefore been shown to lead to an increase 
in efficiency due to a reduction in the series resistance, as the 
higher-mobility inorganic ribbons connect the top and bottom 
electrodes.[283] One of the common vapor-based methods to grow 
these materials is vapor transport deposition (VTD), in which 
the source powder (Sb2S3 or Sb2Se3) is evaporated and trans-
ported to the substrate.[339,340] The important factors for control-
ling the orientation and crystallinity of the films were thought 
to be the kinetic energy of the vapor particles and the mobility 
of adatoms on the substrate. These could be controlled by the 
evaporation temperature, source-to-substrate distance, and the 
pressure during growth.[340] By carefully optimizing these three 
parameters, Wen et al. were able to achieve 7.6%-efficient Sb2Se3 
PVs with (221) preferred orientation (device structure: ITO/
CdS/Sb2Se3/Au).[340] Zhang et  al. modified the VTD method 
(Figure 33a) by using a vertical furnace rather than a horizontal 

furnace. Termed vertical VTD (V-VTD; Figure  33b), the source 
powder of Sb2S3 was evaporated directly beneath the substrate. 
They found that [hk1] preferred orientation was favored at higher 
evaporation (and deposition) temperatures, up to a source tem-
perature of 540  °C. At higher temperature, the re-evaporation 
rate exceeded the deposition rate, and voids formed in the films, 
along with the (220) orientation being favored.[339] Over the 
480–540 °C source temperature range, when the deposition rate 
was higher than the re-evaporation rate, the increase in the (221) 
and (221) texture coefficients with increasing temperature was 
attributed to faster growth along the [hkl] directions (Figure 33c). 
Changing the orientation from [hk0] to [hk1] increased the PCEs 
of the Sb2S3 PVs from 1.3% to 4.0% (Figure  33d).[339] Beyond 
VTD and V-VTD, closed-space sublimation (CSS) has also been 
used to grow Sb2Se3, in which the source and substrate are main-
tained with a small spacing of 11 mm.[341] In this technique, it was 
found a compact layer of Sb2Se3 films, followed by the growth of 
[001]-oriented Sb2Se3 nanorod arrays to relieve the internal stress 
formed in the growing Sb2Se3 layer (Figure  33e).[341] These PVs 

Figure 33. Vapor-phase growth of Sb2(S,Se)3. Illustration of a) vapor transport deposition (VTD) and b) vertical vapor transport deposition (V-VTD) 
reactors. c) X-ray diffraction patterns of Sb2S3 films deposited on CdS by V-VTD at different source temperatures (the CdS substrate was at a lower 
temperature), and d) the power conversion efficiencies (PCEs) of the resulting devices. Reproduced with permission.[339] Copyright 2020, Wiley.  
e) Cross-sectional scanning electron micrograph of Sb2Se3 nanorods grown by closed-space sublimation (CSS) and conformally covered with CdS by 
chemical bath deposition. Reproduced under the terms of the CC-BY license.[341] Copyright 2019, Springer Nature.
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exhibited 9.2% PCE and the device structure was Al:ZnO/ZnO/
CdS/TiO2/Sb2Se3/MoSe2/Mo.

In contrast to the physical vapor deposition approaches for 
Sb2(S,Se)3, BiOI has been grown by thermal chemical vapor 
deposition (t-CVD), in which BiI3 is vaporized and reacts with 
O2 gas to form BiOI.[300,301,338] It should be noted that in the unit 
cell of BiOI, the inorganic layers are arranged perpendicular 
to the ribbons in Sb2(S,Se)3, such that the [hk1] direction is 
perpendicular to the layers. The t-CVD BiOI films initially 
had no preferred orientation, but as the films grew, the films 
adopted either a [001] (c-axis) or [hk0] (a/b-axis) preferred ori-
entation, depending on the growth regime: nucleation-driven 
or kinetically driven. The growth regime that dominates can 
be controlled by the precursor and substrate temperatures. At 
higher precursor temperatures, the supersaturation of the BiI3 
precursor is high, which favors the nucleation-driven regime 
(Figure 34a). It is thermodynamically favored for BiOI platelets 
to nucleate layer-by-layer, since there are no dangling bonds. 
Nucleation-driven growth therefore favors c-axis oriented 
BiOI. By contrast, at higher substrate temperatures, kinetically 
driven growth is favored, in which the platelets preferentially 

grow from existing grains, which would occur along the a/b-
axis directions (Figure 34b), which are terminated by dangling 
bonds. The effects of the precursor and substrate temperatures 
on preferred orientation is summarized in Figure  34c. The 
preferred orientation of BiOI not only affect carrier transport, 
but also the morphology of the films owing to the platelet struc-
ture of BiOI. a/b-axis oriented BiOI has an open structure that 
results in reduced shunt resistance (Figure  34d). By contrast, 
c-axis oriented BiOI has a closed structure with higher shunt 
resistance (Figure  34e), leading to increased VOCs in PVs, but 
carrier extraction is inefficient in the c-axis direction in BiOI, 
and higher PCEs (up to 1.8%) are achieved in the a/b-axis 
orientation of BiOI (device structure: ITO/NiOx/BiOI/ZnO/
Al).[300,338] Combining c-axis with a/b-axis oriented BiOI (as in 
CSS-grown Sb2Se3) may overcome these challenges.

4.3.2. Light-Emitting Diodes

Although lead-halide perovskites have achieved PLQEs 
approaching unity, and LED EQEs exceeding 20% already, 

Figure 34. Controlling the preferred orientation of BiOI. a) Effect of substrate temperature and b) difference between precursor (Tp) and substrate 
(Tsub) temperatures on the scaled (001)/(110) intensity ratio. In the scaled intensity ratio, the ratio of the (001) and (110) diffraction peak intensities is 
multiplied by the ratio of the (110) and (001) diffraction peaks if there was no preferred orientation, that is, a scaled intensity ratio of 1.0 implies that 
there is no preferred orientation. c) Illustration of the model for how the preferred orientation of BiOI can be changed. Scanning electron micrographs 
of d) a/b-axis oriented and e) c-axis oriented BiOI. Reproduced with permission.[338] Copyright 2020, Published by the Royal Society of Chemistry.
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with ultrasharp, color-pure electroluminescence, these features 
have not been matched by the lead-free alternatives.[17,294,342,343] 
Some of the causes include the oxidation of Sn2+ to Sn4+ in 
CsSnX3,[343] and the indirect nature of the band gap of Bi- and 
Sb-based materials, which all give rise to low PLQEs that are 
typically <1%,  but recent work has shown that the latter chal-
lenge could be addressed by lowering the structural and form 
factor dimensionality to induce quantum confinement in 0D 
A3B2X9 (B = Bi3+, Sb3+) quantum dots (QDs).[342–345] PLQEs 
of 46%, 19.4%, and 12% have been achieved in Cs3Sb2Br9, 
Cs3Bi2Br9, and (MA)3Bi2Br9 QDs, respectively, which are sub-
stantially higher than the PLQEs of bulk thin films of these 
materials.[342–344] These materials all have 2D structural dimen-
sionality, and this leads to increased exciton binding ener-
gies compared to 3D materials.[257,342–344] The exciton binding 
energy is further increased through quantum confinement. For 
example, Leng et  al. found that Cs3Bi2Br9 single crystals have 
an exciton binding energy of 78 meV at room temperature, 
which increases to 211 meV in QDs.[343] As discussed in Sec-
tion 4.1.3, the high exciton binding energy results in a majority 
of the PL emission being due to exciton recombination, and 
this is believed to contribute to an increased PLQE.[342–344] It 
has also been suggested that the small size of the QDs results 
in a reduced likelihood of defects forming, which would also 
enhance PLQE.[343] However, nanocrystals of 0D Cs3Bi2I9 
have a PLQE of only ≈1%, which may be due to sub-bandgap 
states.[257] Another advantage of Bi- and Sb-based defect-ordered 
perovskites is that they demonstrate improved stability over 
lead-halide perovskites. It was found that Cs3Sb2Br9 QDs 
form a bromide-rich surface, which is expected to lead to a 
wider-bandgap shell on the surface that could further enhance 
PLQEs.[342] Cs3Sb2Br9, Cs3Bi2Br9, and (MA)3Bi2Br9 QDs emit in 
the violet wavelength range (400–420 nm), and these materials 
could be used as phosphors, particularly since they have been 
demonstrated to be substantially more stable than lead-halide 
perovskites.[342–344] Indeed, Cs3Bi2Br9 QDs were used as violet 
phosphors for UV-emitting GaN LEDs. When combined with 
Y3Al5O12 (YAG) phosphors, which gives broad, yellow photolu-
minescence, white light emitting diodes were achieved, with 
Commission Internationale de l’éclairage (CIE) coordinates of 
(0.29, 0.30), which are close to the coordinates of (0.33, 0.33) 
for pure-white emitters (Figures 35a,b).[343] Cs3Sb2Br9 QDs were 
also recently demonstrated in violet LEDs (Figure  35c), which 
demonstrated 0.2% EQE (Figure 35d) and maintained 90% of 
their original electroluminescence intensity after 6 h of contin-
uous operation at 7 V applied bias (≈70 mA cm–2 current den-
sity (Figure  35e).[345] The device structure was ITO/ZnO/PEI/
Cs3Sb2Br9/TCTA/MoOx/Al, where PEI is polyethylenimine and 
TCTA is 4,4′,4″-tris(carbazole-9-yl)triphenylamine.[345]

5. Carrier-Phonon Coupling: The Role 
of Dimensionality and the Impact on 
Optoelectronic Properties

Beyond non-radiative recombination due to the role of defects, 
an important aspect determining the transport properties of 
halide systems is the coupling between charge-carriers and 

phonons. Any crystal lattice is deformable and, at room tem-
perature, is vibrating. Lattice vibrations can be described by 
acoustic phonons or optical phonons, depending on whether 
the movements are in-phase (acoustic) or out-of-phase (optical) 
with each other. These vibrations can give rise to the scat-
tering of excited carriers and could influence their non-radi-
ative decay.[346–348] Due to the deformability of the lattice the 
carriers can locally distort the lattice, thus forming a polaron. 
Both lead-halide perovskites (LHPs) and perovskite-inspired 
materials (PIMs) are soft, polar materials containing heavy 
elements.[32] As discussed in Sections  3 and  4, many classes 
of these materials have low dimensionality.[338,349] This section 
discusses the role of coupling between carriers and phonons 
in LHPs and PIMs, and how dimensionality influences this 
coupling. We first discuss the fundamentals of electron- and 
exciton-phonon coupling and the concept of carrier locali-
zation. Second, we assess the impact this coupling has on 
the optoelectronic properties of LHPs and PIMs (including 
mobility and lifetime). Finally, we discuss the impact on device 
performance and how self-trapping in semiconductors can be 
identified.

5.1. Fundamentals of Carrier-Phonon Coupling

5.1.1. Fröhlich coupling

Due to the deformability of the materials, carriers in polar 
semiconductors can induce a lattice distortion.[350] There are 
both transverse (TO) and longitudinal (LO) optical phonons 
depending on whether the vibration is perpendicular or in-line 
with the direction of propagation. When an electron is placed 
inside a polar crystal lattice, it locally distorts (polarizes) the lat-
tice, attracting positively charged ions and repulsing negatively 
charged atoms. This is referred to as a polaron. When an elec-
tron moves throughout the lattice, it drags this distortion field 
along.
Figure  36a shows the movement of an electron inside a 

MAPbI3 crystal along a [111] direction. For a TO phonon, the 
MA+, I–, Pb2+ layers oscillate past each other in their lattice 
positions, while not changing the interplanar distance. For the 
LO phonon mode, the interplanar distance between these layers 
changes. Due to the Coulombic interaction between the layers, 
there is an energy associated with this change. This interaction 
causes an increase in the effective mass of the carriers and is 
called Fröhlich coupling.

The coupling of carriers to LO phonons is expressed in 
terms of the Fröhlich polaron coupling constant αop, which is 
given by Equation (10).[350]

1 1
2

2

0

*q m
op

LO� �
α

ε ε ω
= −



∞

 (10)

where q is the elementary charge, ħ is the reduced Planck 
constant, ε∞ and ε0 are the dielectric constant at infinite and 
zero frequency respectively, m* is the effective mass of the 
electron or hole, and ωLO is the frequency of the dominant 
LO phonon.
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In non-polar semiconductors, such as Si and Ge, there is no 
internal electric field, and hence Fröhlich interactions play a 
minor role. The polar (ionic) nature of LHPs and PIMs leads to 
higher coupling due to the higher differences between ε∞ and ε0 
(in LHPs at room temperature ε∞  ≳ 5 and above ε0≃30).[149] This 
leads to intermediate Fröhlich coupling (α between 1.7 and 2.2 for 
LHPs), giving rise to polarons with radii of approximately a few 

nanometers, which limits the carrier mobility to ∼200 cm2 V–1 s–1 
in MAPbI3.[351] The natural frequency of a harmonic oscillator is 
proportional to /k m  (where k is the spring constant and m is 
the mass). Thus, for semiconductors containing heavy elements 
the frequency of the longitudinal phonons, ωLO, is reduced and 
the Fröhlich coupling increases. In the case of excitons, due to 
their electric neutrality, there is no Fröhlich coupling.

Figure 35. Light-emitting devices from low-dimensional perovskite-inspired materials. a) Electroluminescence (EL) spectrum of Cs3Bi2Br9 nanocrystals 
and YAG phosphor, and b) the CIE coordinates of the white light-emitting diode. Reproduced with permission.[343] Copyright 2018, Wiley. c) Electrolumi-
nescence spectrum at different applied biases, and d) external quantum efficiency (EQE) versus applied bias of Cs3Sb2Br9 quantum dot light-emitting 
diodes (LEDs). e) EL intensity, normalized to the initial EL peak, of Cs3Sb2Br9 LEDs at 7 V constant bias. Reproduced with permission.[345] Copyright 
2020, American Chemical Society.
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5.1.2. Deformation Potential Scattering

In addition to the carrier affecting the lattice, lattice vibrations 
can also influence the carrier. This is described using deforma-
tion potentials.[352] When an atom is displaced from its lattice 
site, it induces a modification to the band structure. For small 
displacements due to acoustic phonons, the change in the 
energy of conduction band edge (∂Ec) can be approximated by 
Equation (11).[352]

E
V

V
c ac∂ = Ξ ∂  (11)

where Ξac (eV) is the acoustic deformation potential and δV is 
the variation of the crystal volume V.

The coupling of carriers to acoustic phonons is expressed in 
terms of coupling constant αac, as given by Equation (12).[352]
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where w and k are the polarization vector and wave vector of 
the phonon, respectively; ρ is the mass density; and V is crystal 
volume.

Similarly, for optical phonons, the coupling term is given by 
Equation (13).
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The variables in Equation (13) are the same as in Equation (12), 
and Ξop is the optical deformation potential.

5.1.3. Other Scattering Mechanisms

For non-centrosymmetric crystals (e.g., BiTeI), the local strain 
can also induce a local electrical polarization field due to the 
piezoelectric effect. Other scattering mechanisms include 
intervalley scattering and scattering from intrinsic or extrinsic 
defects. Further details can be found elsewhere.[350]

5.1.4. Self-Trapping from Acoustic Phonons

So far, we have only discussed the deformability of the lattice 
and the coupling of optical phonons to it, which leads to Fröh-
lich coupling. Coupling of carriers to acoustic phonons can lead 
to distortions of the crystal lattice, which result in the formation 
of self-trapped carriers or self-trapped excitons. This can have 
large impact on the optoelectronic properties, which we will dis-
cuss later in Section 5.3. Here, we will first discuss the localization 
of carriers (electrons or holes, but not excitons) in a continuum 
model as introduced by Toyozawa.[353] In the continuum model, 
the discrete crystal structure is replaced by a continuum and we 
investigate how the acoustic deformation potential can lead to 
self-trapping.

Let us place an electron, with wavefunction Ψ, inside a 
crystal lattice. This lattice will elastically deform by Δ(r), with 
corresponding electrostatic potential φ (r). The corresponding 
change in energy due to this elastic deformation can be written 
as Equation (14).[353]
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Figure 36. a) Example how an electron (green circle) can cause deformations in the cubic lead-halide perovskite lattice and interact with transverse (TO) 
and longitudinal (LO) optical phonons. The original (solid line) and final (dashed line) positions of the atoms are shown. b) Configurational coordinate 
diagram indicating the free (red) and localized (blue) states. Inset: Qualitative description of how the energy barrier based on Equations (13) and (14) 
depends on the dimensionless parameter λ for the 3D, 2D, and 1D case. c) The absorption profile and photoluminescence of a self-trapped system. 
Depending on the strength of the coupling to acoustic phonons, there is an absorption edge below the band gap. The photoluminescence is stokes 
shifted with respect to the band edge and can be strongly temperature dependent. d) Different decay mechanisms in which excited carriers can decay: 
i) radiatively, ii) through defects, iii) Auger recombination, and iv) non-radiative decay of the self-trapped exciton through direct coupling to the ground state.
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where C is the elastic constant, Ed is the acoustic deformation 
potential, and ( )1 1

0
1ε ε ε= −−

∞
− −   is the difference of the dielectric 

constant at infinite and zero frequency.
The first term in Equation  (14) is the kinetic energy of the 

electron. The second term is due to the coupling of the acoustic 
phonons with the electrons and its magnitude is determined by 
the acoustic deformation potential. Equivalently, the third term 
is the contribution due to electrons coupling to optical phonons 
via Fröhlich coupling. The fourth and fifth terms represent the 
elastic and dielectric polarization energies of the medium.

To understand whether the charges will localize, we take for 
the wavefunction of the electron a three dimensional Gaussian, 
as written in Equation (15).
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where a is a constant describing the radial extend of the 
wavefunction.

If the carrier is localized to a single unit cell the value for a 
becomes equal to the lattice constant, a = a0. When the carrier 
is unbound the value for a tends to infinity, a → ∞.

If we now minimize Equation (14) for both the elastic distor-
tion Δ and the electrostatic potential φ using the wave function 
in Equation 15, we obtain Equations (16) and (17).

rr rr/ ,
2

E C ad( )( ) ( )∆ = − Ψ  (16)

rr rr4 / ,2 2
e aφ π ε( )( ) ( )∇ = ′ Ψ  (17)

Substituting Equations (16) and (17) into Equation (14) yields 
the following for a 3D system:
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2 3E B g gac opλ λ λ λ( )[ ] = − −  (19)

In Equation  (19), λ  = (a0/a) is the localization parameter 
and gac, gop represent dimensionless electron–phonon coupling 
parameters. Following similar steps for 1D and 2D semicon-
ductors yields,

2D : 2 2E B g gac opλ λ λ λ( )[ ] = − −  (20)

1D : 2E B g gac opλ λ λ λ( )[ ] = − −  (21)

The coupling factor gop is related to the Fröhlich coupling 
constant by
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The configurational coordinate diagram together with how 
the barrier to self-trapping depends on the dimensionality is 
depicted in Figure 36b.

Here, it is shown that the barrier to self-trapping depends on 
the dimensionality of the system. For 3D systems, there exists 
a barrier to self-trapping. This barrier height W is expressed by 
Equation (23).[354]

4

3 4
W

ex

ω
µ γ

∼  (23)

where μex is the reduced effective mass of the exciton, γ is the 
exciton–phonon coupling constant, and ω is the character-
istic frequency of the optical phonons. This implies that the 
self-trapped carrier and free carriers can co-exist and that in 
photoluminescence experiments, the PL from both free and 
self-trapped excitons can be observed.[355] For 2D materials, 
there is no barrier to self-trapping due to acoustic phonons 
and whether self-trapping can occur depends on the coupling 
constant gac. For 1D materials, there is no barrier to self-
trapping irrespective of the coupling to acoustic phonons.[356] 
High values of gac enable self-trapping due to acoustic pho-
nons. Based on Equations  (18) and (19), we see that high 
values of gac are obtained for high values of the acoustic 
deformation potential, Ed, and low values for the elastic con-
stant C. That is, self-trapping is more readily observed in soft 
materials.

5.1.5. Self-Trapping due to Optical Phonons

The above discussion covered the impact of the acoustic 
deformation potential in pristine materials. Because 
optical phonons do not induce a macroscopic strain in the 
continuum model, they cannot cause carriers to localize. 
However optical phonons can induce microscopic distortions 
within the primitive cell,[350] which have been omitted in the 
continuum model. This microscopic distortion can still influ-
ence the electronic structure and cause non-radiative decay 
channels. More research is needed into how the excited state 
carriers interact with the optical phonons, how these excited 
carriers change the crystal structure, whether the carriers 
become localized or remain delocalized and how this influ-
ences the optoelectronic properties such as carrier lifetime 
and mobility.

5.1.6. Intrinsic versus Extrinsic Self-Trapping

When the acoustic deformation potential is sufficiently high, 
there will be a thermodynamic driving force causing carriers to 
self-trap in pristine materials, as discussed in the previous sec-
tions. However, real materials systems contain impurities and/or 
structural defects, which can also lead to the formation of extrinsic 
self-trapped excitons.[357,358] For example, in Ruddlesden−Popper 
hybrid lead-tin iodide perovskites, the tin on lead anti-site defect 
can capture holes, leading to a structural deformation where the 
bond length decreases. This leads to a broad Stokes shifted PL to 
appear alongside the free exciton emission, whereas in pristine 
Ruddlesden−Popper hybrid lead iodide perovskites, this PL fea-
ture is absent.[357] How intrinsic or extrinsic self-trapped could be 
identified is discussed later in Section 5.4.
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5.1.7. Self-Trapped Carriers versus Self-Trapped Excitons

Depending on the optoelectronic properties of the material, 
either self-trapped holes, self-trapped electrons, or self-trapped 
excitons can be formed. For many semiconducting systems, 
the holes have higher effective masses than for the electrons 
causing the holes to preferentially self-trap over electrons 
(Tables 1 and 2).[356,359]

When a semiconductor absorbs a photon, it creates a free 
electron–hole pair. If there is a thermodynamic driving force 
to form a self-trapped exciton or self-trapped carrier, the car-
rier will localize within picoseconds.[360] When a self-trapped 
hole (electron) is formed, then the surrounding electron (hole) 
will be captured through coulombic attraction, depending on 
the exciton binding energy of the exciton. There can exist a 
trapping barrier for this capture leading to coexistence of free 
carriers with self-trapped carriers and self-trapped excitons.[357] 
Alternatively, rather than trapping a hole or an electron, it 
is also possible that the exciton is trapped without the inter-
mediate state where only one of the carriers localizes. How 
these two cases can be distinguished will be discussed later in 
Section 5.4.

In the previous sections, we have discussed how reduced 
dimensionality can increase the effective mass and the exciton 
binding energy, both favoring the formation of self-trapped 
excitons rather than free carriers. In the next section, we will 
assess the impact of electron–phonon coupling on the opto-
electronic properties of LHPs and PIMs.

5.2. Impact of Electron–Phonon Coupling on Optoelectronic 
Properties

5.2.1. Impact on Absorption

The coupling of the carriers to phonons can induce an absorp-
tion edge below the band gap of the semiconductor, called the 
Urbach edge, as given in Equation (24).[361]

exp0
0E

E E

kT
α α σ( ) = − −


 


  (24)

where α0 is a constant and σ is the steepness parameter.
For a large range of different insulators and semiconductors, 

both organic and inorganic, a small value of σ is a strong indi-
cation of self-trapping of the carriers. There exists a reciprocal 
relationship between the steepness parameter and the acoustic 
coupling factor gac, as given by Equation (25).[359]

/s gacσ =  (25)

where s is a numerical constant which depends on the dimen-
sionality of the system, the crystal structure, and for 1D sys-
tems also on temperature. When the value of gac in 2D or 3D 
materials exceeds a critical value of gc (close to 1), the carriers 
are likely to become self-trapped.[353] In 1D materials, carriers 
will localize irrespective of its coupling strength to the acoustic 
phonons. Similarly, strong coupling to optical phonons will also 
induce small values for the steepness parameter σ.[361]

At temperatures above absolute zero, polar optical pho-
nons give rise to additional exciton screening, which leads to 
an increased effective dielectric constant, lowering the exciton 
binding energy and therefore changing the (temperature 
dependent) absorption profile.[168]

5.2.2. Impact on Carrier Mobility

To study and determine the main limiting factors of charge-
carrier mobilities in LHP, first-principle calculations have sug-
gested that acoustic-phonon deformation potential scattering is 
weak for MAPbI3 and should not result in decreases in charge-
carrier mobilities.[100] For this reason, both theoretical and 
experimental studies agree that these acoustic-phonon defor-
mations are not the limiting factor for charge-carrier mobili-
ties at room temperature in MAPbI3.[120,362–364] Instead, the 
presence of polar scattering mechanisms, in agreement with 
Fröhlich interactions at room temperature, can decrease the 
charge-carrier mobilities.[100,120,351] It is suggested that Fröhlich 
interactions are the dominant mechanism limiting charge-car-
rier mobility in MAPbI3 at room temperature.[100] In particular, 
Fröhlich interactions were found to be higher for MAPbBr3 
with respect to MAPbI3, and this was attributed to the higher 
ionicity of the Pb-Br bond compared to the Pb-I bond,[120] 
resulting in MAPbBr3 having lower mobilities than MAPbI3. 
Experimental and theoretical evidence suggests that the most 
important factor limiting charge-carrier mobilities are the Fröh-
lich interactions between charge carriers and the electric fields 
associated with the phonon modes of the ionic lattice.[9,120,351,365]

Beyond scattering mechanisms, carrier localization can fur-
ther reduce the carrier mobility. As discussed in Section 5.1, the 
propensity to self-trap is dependent on the size of the deforma-
tion potentials, the Young’s modulus, and the kinetic energy of 
the carriers, which are influenced by the dimensionality of the 
system, as well as other factors. Both electron and hole trap-
ping have been observed to occur (e.g., in BiI3 or HgI2),[366,367] 
severely hindering the mobility of that particular carrier, but 
with the opposing carrier remaining free and still useful for 
various device applications.[359,368]

5.2.3. Impact on Photoluminescence Quantum Efficiency 
and Charge-Carrier Lifetime

Due to the scattering of the carriers, the PL peak broadens, with 
the temperature dependence of the full width half maximum 
(FWHM) of the PL peak dependent on the dominant scattering 
mechanism.[369] For semiconductors where the carriers or exci-
tons are free and the PL comes from band to band or exciton 
recombination, the PL width is small and the electron-phonon 
coupling has little influence on the PLQE and lifetime of the 
carriers.

When carriers become localized and locally distort the lat-
tice, the change the energy of the ground state. This is depicted 
in the configuration coordinate diagram for self-trapped car-
riers, which is shown in Figure 36b. When the carriers recom-
bine radiatively, the PL becomes Stokes shifted with respect to 
the band gap or the excitonic absorption edge, because of the 
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increase in the ground state energy. Alternatively, the excited 
state carrier can couple directly to the ground state and emit its 
excess energy non-radiatively through a multi-phonon emission 
process.[370]

At room temperature, carrier localization can result in a 
non-radiative decay channel, which causes both the PLQE and 
charge-carrier lifetime to decrease.[371] The amount of non-
radiative decay and quenching of the photoluminescence life-
time depends on the temperature and how well the self-trapped 
states couples into the ground state (or other states). The effect 
on the photoluminescence and absorption profile is depicted 
in Figure  38. Further, it has been shown that the formation 
of polarons can explain the low electron-hole recombination 
rates due to the increased spatial separation between the car-
riers, reducing the non-radiative recombination pathways and 
increasing the carrier lifetimes.[372,373] Finally, the high dielec-
tric constant and polar characteristics of the LHPs and PIMs 
can effectively screen the charges, reducing the non-radiative 
capture cross-section, and therefore reduce the non-radiative 
recombination.[106]

The direct coupling of the excited carriers into the ground state 
can cause a fast non-radiative decay channel limiting the carrier 
lifetime at room temperature (see also Figure 36d). The effective 
carrier lifetime τ of the excited carriers can be written as:

1 1 1 1 1 1

STE otherr d Aτ τ τ τ τ τ
= + + + +  (26)

where τx is the contribution to the effective carrier lifetime and 
the subscripts r, d, A, STE, and other indicate the radiative, 
defect, Auger, self-trapped exciton, and other processes. The 
non-radiative recombination of self-trapped excited carriers by 
direct coupling into the ground state can become dominant and 
causes the effective carrier lifetime to become

STEτ τ≈  (27)

The decay of the self-trapped excitons is a phonon mediated 
processes. By cooling down the semiconductor and depopulating 
the optical phonon modes, this decay channel can effectively be 
blocked, yielding carrier lifetimes which are order of magni-
tudes longer (increasing from ≈1 ns to beyond ≈10 μs).[371,374]

5.3. Impact of Electron–Phonon Coupling on Device Performance

5.3.1. Impact on Solar Cells and LEDs

Carrier-phonon coupling influences optoelectronic device per-
formance in several ways, namely by: 1) reducing carrier mobil-
ities, 2) increasing Urbach energies, 3) increasing or lowering 
PLQEs, and 4) reducing the effective exciton binding energy 
significantly because optical phonons give rise to dynamical 
screening of the electron–hole (e–h) Coulomb attraction.[375] In 
particular, the formation of self-trapped excitons can lead to a 
severe reduction in the carrier lifetime as discussed previously 
causing an unavoidable loss channel that will prevent the radia-
tive limit from being achieved. So far, the PIMs found to be 
limited by strong electron–phonon coupling or the unavoid-

able formation of self-trapped excitons include (C6H11NH3)2
PbBr4,[374] Cs3Bi2Br9,[376] Cs2AgBiBr6,[377] BiI3,[279] and Sb2S3.[356]

Mobility: The reduction in mobility due to Fröhlich coupling 
limits the drift and diffusion lengths of the carriers. This can 
have influence on the performance of solar cells when this 
length is reduced to below the thickness of the active layer, 
leading to reductions in carrier extraction, and hence lower 
external quantum and power conversion efficiencies. More 
details discussing the impact of reduced mobility on the per-
formance of optoelectronic devices can be found elsewhere.[100]

The coupling of carriers to acoustic phonons has receive 
limited attention thus far. For free carrier, the upper limit for 
charge-carrier mobilities restricted by coupling to optical pho-
nons (which typically has values of several hundred cm2 V–1 s–1) 
is typically lower than the mobilities restricted by coupling to 
acoustic phonons (which typically has values of several thou-
sand cm2 V–1 s–1).[351,378] However, in the case of self-trapping 
due to acoustic phonons, the carrier mobilities can be further 
reduced and become the limiting factor, posing intrinsic limi-
tations for the application of the material for photovoltaics.[378]

Photoluminescence Quantum Efficiency: Another critical prop-
erty which influences the device performance of LEDs and 
solar cells is the photoluminescence quantum efficiency. The 
strong confinement effects that are caused due to self-trapping 
can lead to either an enhancement or reduction in PLQE. In 
the case where excited carriers couple directly to the ground 
state and a non-radiative decay channel is introduced, the PLQE 
is greatly reduced. However, the carrier localization can also 
enhance the PLQE by enhancing radiative recombination rates, 
thus enabling white light LEDs.[379,380] This effect is similar to 
enhancing the scintillator effect in thallium (Tl) doped NaI, 
where now the Tl atoms act as radiation centers.[381]

Open-Circuit Voltage in Photovoltaics: To highlight the impor-
tance of carrier-phonon coupling on device performance, we 
calculated how self-trapping influences the open-circuit voltage 
in photovoltaics. As discussed previously, strong carrier-phonon 
coupling in self-trapped systems can lead to a large Urbach 
energy at room temperature, thus reducing the Voc of the system. 
From Equation  (25), we obtain that at room temperature the 
Urbach energy of self-trapped semiconductors is approximately 
above kT (25 meV) leading to a reduction in the maximum 
obtainable open-circuit voltage of up to several hundred meV. 
This reduction of the Voc with respect to the radiative limit (under 
similar assumptions) as a function of the Urbach energy is 
depicted in Figure 37. Details of the calculations can be found in 
ref. [382] and [16].

Second, many PIMs have large exciton binding energies (as 
discussed in Section 4). In efficient organic solar cells, the high 
exciton binding energy is overcome by a ≈300 meV offset in 
molecular orbital energy levels between the donor and acceptor, 
leading to a reduction in achievable open circuit voltage.[383] In 
order to dissociate the electron–hole pair into free carriers in 
PIMs, an additional built-in voltage would be required to extract 
the charge carriers, further reducing the Voc.

Third, in an ideal system at the radiative limit and at open-
circuit voltage all the recombination is radiative. However, 
in real systems, non-radiative recombination occurs due to 
defects. As discussed previously, self-trapped excitons can add 
to the non-radiative recombination rate and can lead to very low 
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electroluminescence quantum efficiencies (EQEEL  << 10–3) in 
self-trapped systems.[377] The additional loss due to low EQEEL 
at open circuit can be expressed by Equation (28).

ln
1

,V
kT

q EQE
oc loss

EL

=








  (28)

For an EQEEL between 10–3 and 10–7 (typical for low PLQE 
materials),[377] this leads to an additional voltage loss of between 
175 and 409 meV.

Finally, at open circuit, there is no internal field to drive 
the drift of carriers toward the charge selective contacts. To 
extract all the photo-generated charges, the carriers/excitons 
need to diffuse through the absorber layer. As discussed pre-
viously, the diffusion length can be reduced due to carrier 
localization. This can increase the non-radiative recombina-
tion due to the limited lifetime, further reducing the open-
circuit voltage.

The low EQEEL, high Urbach energy, high exciton binding 
energy, and limited diffusion length of trapped carriers/exci-
tons can explain the large voltage losses (from 100 meV up to 
>1  V)  typically seen in PIMs and other emerging photovoltaic 
materials (Table 2), and identifying the occurrence of self-trap-
ping is of paramount importance to access the potential of new 
material classes.[234] Note that under an applied electric field, 
the charges can still be sufficiently mobile yielding highly sen-
sitive radiation detectors.[368]

5.4. How to Identify Self-Trapped Systems

Given the large implications of self-trapping on the opto-
electronic properties and device performance, it is of great 
importance to identify experimentally whether carriers in the 
semi-conductor undergo self-trapping. There are several experi-
mental characterization methods that can be used to identify 
this. Here, we will broadly discuss experimental approaches to 
do this, but it is noted that the exact results are highly materials 
class dependent.

One of the simplest ways to identify self-trapping is by 
measuring the steady-state and time-resolved absorption 
and photoluminescence properties of the semiconductor 
at various temperatures. Typically for self-trapped systems, 

the PL is broadened and Stokes shifted with respect to the 
absorption edge. From this, the Huang-Rhys factor can be 
determined, with high values for the Huang-Rhys factor indi-
cating self-trapping.[384] For semiconductors with low PLQE 
at room temperature, it is important to measure the shape 
of the PL at low temperature. At reduced temperatures, the 
optical phonons are no longer populated, and thus the non-
radiative decay channel is blocked, which leads to increased 
carrier lifetimes and PLQEs (see also Figure 38b).[253,371] Addi-
tionally, due to the strong coupling of the lattice to the car-
riers, the photoluminescence observed from single crystals 
can be polarized in the direction of the dimensionality of the 
system.[356] See Figure  38a for an example of how this has 
been measured in Sb2S3 single crystals, which have a quasi-
1D crystal structure.

Beyond changes in the photoluminescence, there is also 
an impact on the absorption profile. Typically, self-trapped 
systems are excitonic and therefore absorption features due 
to excitons are present. We note, however, that the absence 
of excitonic absorption features is not proof that a system 
is not self-trapped, since the excitons may be dark due to it 
being associated with an indirect band gap or a direct transi-
tion that is parity forbidden. For direct band gap semiconduc-
tors, the excitonic free absorption features are sharp, while 
for indirect semiconductors these are broadened and difficult 
to identify.

Further the self-trapped carriers induce a photon induced 
absorption in the absorption spectrum, which can be meas-
ured by transient absorption.[385] By measuring the fluence 
dependence of carrier trapping, it can be determined whether 
one of the carriers localizes and then captures the other car-
rier or whether the exciton is captured as a single entity.[356] 
Additionally, the temperature-dependent Urbach energy can 
be measured, from which it is possible to determine the steep-
ness parameter, as discussed earlier.[386] A steepness parameter 
below 1 indicates free carriers, whereas a value above 1 indi-
cates trapped carriers.[353] Finally, by measuring the change of 
the absorption edge with the aid of a magnetic field, it is pos-
sible to determine the degree of localization.[387]

Self-trapping of carriers can further be determined from 
transport measurements, specifically by measuring the (tem-
perature dependent) mobility of both carriers separately. 
There are various techniques available to measure the carrier 
mobilities.[100]

Finally, care needs to be taken to distinguish between self-
trapping due to intrinsic and extrinsic origins. Impurity 
defects can also cause the excitons to become self-trapped, as 
for example has been shown in Ruddlesden−Popper hybrid 
lead iodide perovskites.[357] One way the extrinsic origin of this 
defect can be visualized is by mapping the spatial homogeneity 
of the PL (see also Figure 38c).[358] Here, the different intensity 
ratio of the two PL peaks at different parts of the crystal high-
light the extrinsic origin of the PL.

Further to experimental characterization, computational 
measures are suitable to guide interpretation of data if it is sug-
gesting carrier localization.[357] From first-principles density-
functional-theory, the structural distortion caused by localized 
excited carriers can be determined, further strengthening the 
photophysical processes governing self-trapping.[357,360,380]

Figure 37. Calculated loss in radiative limit of the open circuit voltage due 
to the exponential absorption tail caused by carrier localization plotted 
for different band gaps. The calculations shown here are based on the 
description detailed in ref. [338] and [16].
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6. Conclusions and Outlook

Perovskites are a highly versatile and very well studied family of 
materials exhibiting a wide range of properties, including the 
photovoltaic effect, ferroelectric effect, piezoelectric effect, and 
superconductivity. The structural and electronic dimensionality 

can be tuned from 3D down to 0D (including perovskite-deriv-
ative phases), through tuning the composition. Furthermore, 
the form factor can be tuned from 3D bulk thin films to 2D 
nanoplatelets and 2D electron gases, 1D nanowires, and 0D 
quantum dots. This tunability in dimensionality and form 
factor open up the ability to control the stability, band gap, 

Figure 38. a) PL intensity from a Sb2S3 single crystal as a function of polarization detection angle (θ) and fitting with cos(2θ). θ is defined to be 0 
when detection polarization is along the crystal c-axis direction. Inset: Optical image of a needle-like Sb2S3 single crystal. Reproduced under the terms 
of the CC-BY license.[356] Copyright 2019, Springer Nature. b) Luminescence properties of A3Sb2I9 thin films. The extracted photoluminescence counts 
(integrated from the time-resolved photoluminescence) as a function of temperature together with the extracted constant decay of the long-tail photo-
luminescence as a function of temperature for Cs3Sb2I9, Rb3Sb2I9, and K3Sb2I9. Reproduced with permission.[253] Copyright 2018, American Chemical 
Society. c) Confocal PL maps of 3-fluorophenylethylammonium iodide, FPEA2PbI4, single crystals. The green (photon energy Eph of 2.28–2.56  eV) and red 
(smaller than 1.9  eV) channel shows complementary intensity maps with bright green areas in point A appearing especially dim in the left and middle 
figure. The corresponding representative spectra for points A and B indicate the spatial inhomogeneity in the observed PL from the crystals. Reproduced 
under the terms of the CC-BY license.[358] Copyright 2020, Springer Nature.
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exciton binding energy, mobility, and defect tolerance, which is 
critical for the optimal performance of photovoltaics and light-
emitting diodes.

Although inorganic oxide perovskites are the classical perov-
skites since their first discovery as a mineral in nature, they 
have only recently demonstrated promise for photovoltaics, 
with 8.1% power conversion efficiency achieved in the double 
perovskite Bi2FeCrO6. Owing to the multiferroic nature of oxide 
perovskites, there is the opportunity to explore novel concepts, 
such as the ferroelectric photovoltaic effect, which can enable 
open-circuit voltages exceeding the band gap. However, the 
mechanisms behind this effect are not completely understood 
and the efficiencies of ferroelectric photovoltaics are currently 
low due to low short-circuit current densities and fill factors. In 
general, oxide perovskites have wide band gaps, and it is critical 
to identify and develop materials with band gaps small enough 
for single-junction (1.34  eV) or top-cell (1.72  eV) applications. 
This has been achieved through doping and alloying, as well 
as by exploring polymorphs, such as the layered Brownmiller-
ites. Another critical challenge is that oxide perovskites have 
high melting points, and it is necessary to process the materials 
at high temperatures >600  °C in order to achieve sufficiently 
low defect densities. There is potential to overcome these 
limitations in chalcogenide perovskites, since sulfides tend to 
have lower melting points than oxides and this would imply 
that high homologous temperatures can be achieved at lower 
processing temperatures. However, there are currently scant 
reports of chalcogenide perovskites for photovoltaics, although 
several materials have band gaps that are promising for solar 
absorbers (e.g., BaZrS3 with a direct band gap of 1.73 eV).

Halide perovskites demonstrate complementary advan-
tages and disadvantages to the oxide perovskites. While oxide 
perovskites suffer from high processing temperatures and 
generally wide band gaps, halide perovskites are typically 
processed at only 100 °C, and lead-iodide-based perovskites 
have suitable band gaps close to 1.6  eV for outdoor light 
harvesting. On the other hand, while oxide perovskites are 
stable, halide perovskites demonstrate limited thermal and 
environmental stability. Tuning the dimensionality of halide 
perovskites has been instrumental in addressing this, with 
the long organic ligands of Ruddlesden–Popper and Dion–
Jacobson phases (derived from the perovskite structure) 
acting as barriers against moisture ingress or as passivating 
agents, enabling photovoltaics stable for 1000  h, and up to 
10  000  h. Furthermore, Dion–Jacobson perovskites have 
shown to be more robust than Ruddlesden–Popper perov-
skites due to the double hydrogen bonding of their divalent 
cation to the inorganic lattice. Lowering the dimension-
ality of halide perovskites by forming 2D, quasi-2D phases, 
or nanocrystals leads to increased exciton binding energy, 
which has been critical in enabling improved LED perfor-
mance, but the disadvantages of reduced dimensionality 
are wider band gaps and reduced band dispersion, leading 
to lower mobilities. In photovoltaics, this has been over-
come through multi-dimensional perovskites, in which a 
bulk 3D perovskite (low band gap, high mobility) is covered 
with a surface layer of a 2D perovskite to improve stability 
and passivate surface defects. Multi-dimensional perovskites 
have also been advantageous for LED applications, in which 

perovskites with dimensionality ranging from 3D to 2D are 
mixed together into one thin film. Injected carriers are then 
funneled to the 3D perovskite phase (which has the lowest 
band gap), where the electrons and holes are strongly con-
fined, leading to higher EQEs.

Dimensionality has also been a critical consideration in 
lead-free perovskite-inspired materials. The most commonly 
explored materials are tin- and germanium-based perovskites, 
vacancy-ordered triple (A3B(III)2X9) and double (A2B(IV)
X6) perovskites, as well as lead-free halide double perovskites 
(A2B(I)B(III)X6). Among these, mixed tin-germanium perov-
skites have demonstrated the highest power conversion effi-
ciencies, and these materials are structurally and electronically 
3D. While double perovskites are also structurally 3D, their 
electronic dimensionality is often lower owing to the orbitals 
introduced by the B-site cations (e.g., Ag and Bi). It is the elec-
tronic dimensionality rather than the structural dimensionality 
that more directly affects the band gap, mobility, and exciton 
binding energy. This can be seen in A2B(IV)X6 perovskites (e.g., 
Cs2SnI6), which are structurally 0D but have higher electronic 
dimensionality owing to the close-packed halide sub-lattice. 
Although the A3B(III)2X9 vacancy-ordered triple perovskites 
initially considered (MA3Bi2I9 and Cs3Bi2I9) were electronically 
and structurally 0D (or at least quasi-0D),[274] recent efforts have 
uncovered approaches to increase the dimensionality to 2D by 
using small A-site cations (e.g., NH4) or alloying Br or Cl into 
the X-site. These 2D polymorphs exhibit lower exciton binding 
energies and band gaps; however, the efficiencies achieved 
in photovoltaic devices have yet to match the Sn- or Pb-based 
perovskites.

The perovskite-inspired materials explored so far have gone 
beyond perovskites to materials that could replicate the defect 
tolerance of the lead-halide perovskites, and these include 
Sb2(S,Se)3 and BiOI. Recent work has shown dimensionality 
to play an important role on defect tolerance, particularly the 
bond length and anion coordination. These effects complement 
the original design rules for defect tolerance based on chemical 
descriptors. Furthermore, lower electronic dimensionality that 
leads to higher effective masses will result in larger Sommer-
feld factors, which in turn result in larger capture cross-sections 
for charged defects. As is the case with the oxide perovskites, 
searching for materials with low melting points is an important 
goal for minimizing defect densities in PIMs processed at prac-
tical temperatures.[87]

Beyond the role of defects, the effects of carrier–phonon 
and exciton–phonon coupling need to be accounted for. This 
becomes especially important in lead-halide perovskites, as well 
as in PIMs, which are based on heavy metal elements. In soft 
materials (low elastic constant) with heavy elements, the reso-
nant frequency of dominant phonons modes is lower, leading 
to larger Fröhlich coupling to optical phonons and a higher pro-
pensity to self-trapping of carriers. Furthermore, the barrier for 
self-trapping is dependent on the dimensionality of the crystal 
structure. Self-trapped excitons or carriers can act as an extra 
loss channel significantly reducing the carrier lifetimes and 
increasing the Urbach energy, which results in further reduc-
tions in the open-circuit voltage of solar cells, as well as broader 
emission in LEDs. On the other hand, emission from self-
trapped excitons has recently been demonstrated for white-light  
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phosphors. Promisingly, the lead-free double perovskite white-
light phosphors demonstrated were shown to be stable in 
air.[360]

Overall, the oxide and halide perovskite fields, as well as 
the PIMs field, offer a rich plethora of future opportunities for 
materials development that will enable photovoltaic and LED 
devices that are more efficient with improved stability, but it 
is clear that future efforts will need to pay particular attention 
to the electronic dimensionality of the materials developed. 
Further insights into the structural and chemical factors influ-
encing trap energy and the capture cross-sections should also 
be developed in order to more accurately design defect-tolerant 
materials. It is also important that more attention is given into 
the effects of carrier/exciton coupling to phonons, which can 
fundamentally limit charge transport as well as the efficiency 
potential (especially if self-trapped excitons are formed). The 
insights into the role of dimensionality on the optoelectronic 
properties discussed in this review can guide these future 
efforts to discover, develop, and optimize perovskites and PIMs 
for solar cells and LEDs.
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