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Abstract— The increased adoption of collaborative Human-AI decision-making tools triggered a 
need to explain the recommendations for safe and effective collaboration. However, evidence 
from the recent literature showed that current implementation of AI explanations is failing to 
achieve adequate trust calibration. Such failure has lead decision-makers to either end-up with 
over-trust, e.g., people follow incorrect recommendations or under-trust, they reject a correct 
recommendation. In this paper, we explore how users interact with explanations and why trust 
calibration errors occur. We take clinical decision-support systems as a case study. Our 
empirical investigation is based on think-aloud protocol and observations, supported by 
scenarios and decision-making exercise utilizing a set of explainable recommendations 
interfaces. Our study involved 16 participants from medical domain who use clinical decision 
support systems frequently. Our findings showed that participants had two systematic errors 
while interacting with the explanations either by skipping them or misapplying them in their task.  

 

¢ THE INTRODUCTION Current advances in 
machine learning have increased the enactment of 
human-AI collaborative decision-making tools in 

safety-critical applications such as medical systems and 
military applications [6]. Researchers have identified 
trust calibration as the main requirement for safe and 
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responsible implementation for such tools in everyday 
scenarios [1,2]. Trust calibration is the process of 
successful judgment of the main components of trust: 
cognition-based trust and affect-based trust [2,3]. Trust 
is calibrated when the human operator can understand 
and adjust their level of trust to the current state of the 
AI [3]. This adjustment is crucial due to the dynamic 
and uncertain nature of AI-based applications. When 
users fail to manage their trust, they either end-up with 
over-trust, e.g., people follow incorrect 
recommendations or under-trust, and they reject a 
correct recommendation. Previous research [3] 
identified five primary contexts where trust calibration 
errors in automation occur, their reasons for 
occurrences and potential design solutions. Overall, 
trust calibration errors can happen when users do not 
understand the system functionality, do not know its 
capability, overwhelmed with the system output, lack 
situation awareness or feel a loss of control the system. 
Such faulty in design has shown critical safety issues 
[3]. 

Research in eXplainable AI (XAI) showed that 
augmenting AI-based recommendations by 
explanations can enhance trust calibration as it can give 
human decision-makers insights and transparency on 
how the AI arrived at its recommendation. 
Explanations are supposed to support users in 
developing correct mental models of the AI, identifying 
situations when recommendations are correct or 
incorrect, and mitigating trust calibration errors [1, 2, 
4]. However, recent evidence suggests that explainable 
AI-based systems also have not improved a successful 
trust calibration as users’ still, on average, end-up in 
situations where they over-trust or under-trust the AI-
based recommendations [2,21]. In the context of XAI 
and trust calibration, previous work has typically 
focused on evaluating explanations in trust calibration 
context [21] and identifying explanations types [2] and 
presentation formats [23] for improved trust 
calibration. In general, the work often assumed that 
people would engage cognitively with each explanation 
and use its content to build a correct mental model and 
improve trust calibration.  However, this assumption 
can be incorrect; humans often reluctant to engage in 
what they perceived as effortful behavior [24] resulting 
in less informed trust decisions.  

Indeed, some studies demonstrated situations 
where explanation failed to enhance users' trust 
calibration, e.g., explanations were perceived as an 

information overload [1]. Others also related the failure 
of explanation to improve trust calibration errors to 
human behavior and cognitive biases, e.g., cognitive 
laziness of humans to read explanations [22]. Despite 
the emerging need to design effective XAI interfaces to 
calibrate users’ trust, there is a need for more 
knowledge about situations and contexts in which 
explanations do not enable adequate trust calibration, 
i.e., what kind of scenarios or errors could happen in 
real-time.  

To this end, we aim to explore people interaction 
behavior with explanations in Human-AI collaborative 
decision-making tasks. Such a knowledge would 
ultimately inform future design affordances and aid 
researchers and designers in developing effective 
calibrated trust XAI interfaces. In this study, we pose 
the following research questions: 
• How do users interact with explanations during 

their Human-AI collaborative decision-making 
task? 

• What are those situations where users fail to 
calibrate their trust in the presence of 
explanations? 

To answer these questions, we conducted a two-
stage qualitative study which involved 16 participants 
(doctors and pharmacists) who use AI-based decision-
support tools frequently in their clinical settings. Our 
results include a qualitative investigation of people 
interaction behavior with AI explanations that revealed 
two systematic users’ errors, leading to trust 
calibration flaws and their reasons. 

2. RESEARCH METHOD 
We conducted a think-aloud protocol where 
participants were asked to perform Human-AI 
collaborative decision-making task. We then conducted 
follow-up interviews to gain more insights and discuss 
our observation on participants’ experience during the 
task. To help our investigation, we designed an AI-
based decision-support mock-up tool that is meant to 
support medical practitioners in classifying the 
prescriptions into confirmed or rejected. Prescription 
classification is a process that medical experts in a 
clinic follow to ensure that a prescription is prescribed 
for its clinical purpose and fit the patient profile and 
history. We designed the mock-up based on template 
and interfaces that are familiar to our participants in 
their everyday decision-making tasks. The scenarios 
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simulated a diversity of conditions and explanation 
types that the decision-maker could face in the real-
world scenarios where trust calibration errors could 
happen, e.g. imperfect AI recommendation due to the 
dynamic nature of the application. Hence, we included 
both correct and incorrect recommendations of each 
class. We chose prescription classification case study 
as it reflects a high-cost decision-making task 
performed collaboratively between the human expert 
and the AI. In [7], we explain more about the research 
method and material used. 

2.1. RECRUITMENT AND PARTICIPANTS 
We approached three hospitals in the UK by sending an 
email invitation and got a positive response from 16 
individuals. No more participants were approached due 
to the fact that during the data analysis, resulted themes 
and codes became eventually repetitive. We followed 
the principles of reaching the saturation point in 
qualitative methods in [5]. This was a reasonable 
assurance that further data collection would introduce 
similar results and would confirm the existing themes. 
Details about the population are provided in Table 1. A 
study protocol was developed, and pilot tested with two 
practitioners, one medical academic and one AI expert. 

Table 1. Population details 

Variable Value N=16 % 

Age 20-30 
30-40 
40-50 

 

5 
7 
4 

31.25% 
43.75% 
25% 

Gender Male 
Female 

 

10 
6 

62.5% 
37.5% 

Role Doctors 
Pharmacists 

4 
12 

25% 
75% 

Experience <5 
5-10 
10-15 
>15 

4 
8 
3 
1 

25% 
50% 
18.75% 
6.25% 
 

Hospital A 
B 
C 

6 
6 
4 

37.5% 
37.5% 
25% 

2.2. CONSENT PROCEDURE 
First, the participants were briefed about the study, 
verbally and through a written participant information 
sheet. They were then asked to sign a contest form. 
Participants were also asked a number of questions 
about themselves, such as their experience. For 
enhancing the validity of the collected data, we 
designed the study to avoid promoting participants to 
think about explanations and trust calibration as a main 
objective of the study. We initially demonstrated the 
study purpose, describing it as an investigation on how 
medical practitioners use AI-based tools in their work 
environment. We also mentioned that AI-based tool 
can explain why a recommendation has been made. 
Participants were told they could discontinue the study 
at any point. We debriefed the participants after the 
study about the detailed purpose of the study.  

2.3. STUDY PROCEDURE  
We gave each of our participants ten scenarios that 
included AI-based recommendations. Each scenario 
was accompanied by an explanation. We used five 
explanation types revealed from a recent literature 
review [6]: Local, Global, Example-based, 
Counterfactual and Confidence explanations. The 
scenarios presented to our participants were 
hypothetical scenarios designed with collaboration 
with a medical oncologist. We designed the scenarios 
to be clear, challenging and not trivial so that 
recommendations, explanations and trust calibration 
were all substantial processes.  This ultimately helped 
to put our participants in a realistic setting: exposing to 
an AI-based recommendation and its explanations 
where trust calibration is needed and where errors in 
that process are possible. The 16 participants were 
asked to make decisions considering the patient profile, 
the recommendation and the explanations and whether 
to follow the AI-based recommendation if they see it as 
correct or reject it if they see it as incorrect. For each 
scenario, participants were encouraged to think aloud 
during their decision-making process. They were asked 
to think freely and encouraged to make optimal 
decisions. Each of the participants completed ten 
scenarios representing two cases (correct and incorrect) 
of each of the five explanation classes. This resulted in 
160 completed decision-making tasks. The researcher 
observed, audio-recorded the sessions and took notes. 
Finally, we invited our participants to a follow-up 
interview about their task and explainability 
experience. Figure 1 summarizes the study workflow. 
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Figure 1 Study workflow for each participant 

2.4. DATA ANALYSIS 
Two sets of data were collected and used to answer our 
research questions in this study. The first consisted of 
the transcript of audio files of both of the study stages 
(the think-aloud and the follow-up interviews). The 
second is the researchers' notes, which contained their 
observations of participants' behavior and interaction 
style with the XAI interface. For qualitative data, we 
performed a content analysis with the Nvivo tool's 
support. The authors had an initial meeting where they 
agreed a common grounds and analysis scope and style. 
The analysis was mainly done by the first author. The 
analysis was reviewed iteratively by the others through 
frequent meetings which led to split, modify, discard or 
add categories to ensure that all responses and their 
contexts were well represented and categorized.  

2.5. STRENGTHS AND LIMITATIONS 
Scenarios in combination with the think-aloud 
approach has been shown to be valuable for gaining 
insight into decision-making mechanisms [8]. An 
additional strength of this study was the variety of 
explanation types used in scenarios, which triggered 
different responses from participants. All participants 
were shown the same ten scenarios. Since our sample 
included three different hospitals in the UK, the results 
are not limited to a specific practice. Furthermore, 
participants differed in experience, age and gender, 
making the sample diverse within this specific field of 
expertise.  
Although scenarios were created to reflect daily 
practice, practitioners often emphasized additional 
steps that they would normally take before reaching a 
decision, such as discussing with colleagues and 

meeting with patients. These options were not available 
in the study in which practitioners could only express 
their desire to know more information about the 
scenarios. This caused practitioners to work with their 
own knowledge and the available explanations instead 
of offering them the possibility to investigate their 
uncertainties. Furthermore, the think-aloud 
methodology does not ensure that all thoughts behind a 
decision are explicit. Some decision-making steps 
might have been applied implicitly, i.e. as a tacit 
knowledge [9] which might have been the case for 
user’s interaction behavior with explanations. We tried 
to mitigate that through follow-up interviews. Finally, 
study is qualitative involving a relatively small sample 
and our results are yet to be tested for generalizability. 
Our main purpose is to shed light on important design 
considerations when designing XAI for calibrated trust 
goal. Longitudinal studies and more objective 
measures, possibly through experimental design, are 
still needed to validate our results and map them to 
explanation types. 

3. RESULTS 
In this section, we report on our studies’ results that are 
related to systematic users’ errors when interacting 
with explanations. Through observations and think-
aloud, we investigate reasons why explanations may 
not improve trust calibration focusing on the cognitive 
dimension of trust within a sample of professionals in 
the medical domain. Our results indicated that for this 
trust facet and sample, users’ errors were the main 
source of errors in trust calibration leading to making 
an incorrect decision. However, these users’ errors may 
not be exclusive to calibrated trust design goal. In 
addition, such errors could also be linked to other 
design goals for XAI interfaces, such as perceived 
fairness of the AI [25] and explanation usability [26].  
Our analysis showed three main themes of users’ 
behavior: skipping, applying and misapplying. Within 
the scope of this paper, we only focus on skipping and 
misapplying themes that relate to errors in trust 
calibration in the presence of explanations. We 
considered an error as systematic if it happened for all 
explanation types. We also required that these errors 
crosscut all scenarios to avoid a case where an issue 
stems from one or a few scenarios and designs. Figure 
2 shows a frequency analysis of behaviors when 
interacting with 160 interactions with explanation 

Demographics and 
profile questions

Phase 1: View a 
scenario

Phase 2: Post-
scenarios interview

Make a 
decision

Think-aloud

Participant is given the next scenario (10 scenarios in total) 

Debriefing stage

Start

End
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interfaces and the emerged themes (ten were shown to 
each of 16 participants).  
 

 
Figure 2. Participants’ interaction behavior with 
explanations. 

3.1. SKIPPING EXPLANATIONS 
Explanations might fail to support trust calibration 
process when they are skipped. We observed that some 
participants made decisions collaboratively with our 
AI-based decision-making tool without thoroughly 
reading explanations. In the following sections, we 
describe the main reasons for errors in the Skipping 
category.  
Lack of curiosity. Curiosity describes the desire to 
know, learn, or experience an explanation [15]. During 
the study, participants showed a lack of curiosity to 
seek an explanation from the AI-based tool. 
Participants did not feel that the explanation motivated 
them to learn new ideas, resolve knowledge and solve 
problems. P5 mentioned, “… to be honest with you, I 
was not really interested in reading the explanation … 
I mean I did not feel that could add something new to 
me”. Previous research showed that humans are 
selective when being curios to seek for explanation and 
depend on the context and individual characteristics 
[10]. For example, people might be more curious to 
read an explanation when the recommendation does not 
meet their expectations. Furthermore, in scenarios 
when the explanation contained too many features and 
information, participants’ degree of curiosity was low, 
and participants were silent during these scenarios.  
Such situations led participants to skip explanations 
and discourage them from engaging in what they 
perceived as effortful processing behavior.  

Perceived goal impediment. Participants skipped the 
explanations that they perceived as a goal impediment. 
During the study, several participants were focused on 
finishing the task and making decisions with an AI-
based tool rather than reading the explanation. 
According to reversal theory [11]; individuals in a 
serious-minded state have a high goal orientation, 
while those in the playful-minded state have low goal 
orientation. People in high critical decision-making 
environments are likely to be in a serious-minded state, 
where additional information might be prone to be 
perceived as a goal impediment. Furthermore, 
perceived goal impediment could be relating to factors 
such as time constraint and multi-tasking. P12 
mentioned, “… that [explainability] experience was 
good in general ... but I doubt that it could work in real-
world … doctors and pharmacists are too busy to 
validate each decision with an explanation”. Similarly, 
P6 added, “… I cannot see how these explanations will 
work in everyday prescriptions screening”. Such 
interruption into users’ tasks leads to psychological 
reactance and results in users’ avoidance [12]. Previous 
research used the theory of psychological reactance to 
explain users’ avoidance of online advertisement 
content [12]. This theory shows that people tend to be 
psychologically aroused when they perceive their 
freedom to be threatened by others. This tendency leads 
individuals to restore threatened freedom by reacting to 
the threat. In the field of communication, the theory of 
psychological reactance offers an explanation for why 
persuasive messages, including explanations, can 
sometimes produce odds with their intent. Humans 
reject or move away from a message if the message 
threatens or attempts to reduce his or her personal 
freedom of the decision.  We argue that increasing 
users’ perceived value of the explanations would make 
them less likely to be skipped. For instance, the 
explanation design might bind into regret aversion bias 
[13], e.g. people might become more careful in reading 
explanations when they are informed about a certain 
level of risk from skipping them. 
Redundant information is another cause of skipping as 
participants mentioned that in certain scenarios, 
explanations contained information that is simplistic 
and common sense for them. For instance, P9 stated, 
“The average pharmacist does not need to see all these 
factors that the AI is considering, some of them are just 
simple rules”. Also, P6 criticized Counterfactual 
explanation and stated, “… mentioning the AI could 
change its decision if age was 29 does not consider as 
a useful explanation in our setting ... I mean we all 
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know that ... explanations should be smart enough”.  
Research in cognitive science and explanations showed 
that people tend to avoid circular and redundant 
explanations [14]. For example, people refuse an 
explanation such as “this diet plan works because it 
helps people lose weight”.  Such repetition of facts and 
no additional substantiation would make users lose 
their trust in explanations and even avoid further 
explanations. In general, people evaluate the 
meaningfulness of the explanations based on three 
main dimensions: Circularity, Relevance and 
Coherence [14]. To address this issue, previous 
research [15] proposed the theory of mind to suggest a 
design solution for achieving meaningful explanations 
to users in explainable AI applications. The research 
argued that intelligent agents should keep track of what 
has already been explained to users and evolve 
explanations over time. The adoption of adaptive and 
personalized user interfaces [1] would also be a 
potential solution direction. In summary, techniques to 
construct a user model, either explicitly or implicitly 
are required in future Human-AI collaborative 
decision-tools to avoid repetitive explanations. 
Perceived complexity. Participants ignored 
explanations because they thought it would take too 
much time to understand them, e.g. long explanations. 
In contrast, shorter explanations such as Counterfactual 
explanation caught participants’ attention. For 
instance, P11 ignored a Global explanation but read and 
engaged with Counterfactual explanation, and 
mentioned: “It could be useful, but I won’t bother 
digging what does that mean”. Participants discussed 
making quick judgments whether they would interact 
with explanations or completely skip them based on 
explanation length. For instance, P12 stated during 
Global explanation scenario, “I would usually look for 
the first three or four values”.  Explanations variables 
such as their size, number of chucks and lines showed 
to confuse users and made explanations less acceptable 
[1]. Such long explanations require more processing 
time and contribute to lower user satisfaction. Another 
factor that contributes to avoiding long explanations 
may involve the order in which people receive the 
explanations [17].  People tend to rely on information 
presented at the beginning when they try to form an 
intention to read [16]. Therefore, the order of the 
explanation chunks could be crucial to engage users 
with explanations and avoid skipping long 
explanations.  

Lack of context. Participants ignored explanations that 
they could not contextualize to their everyday decision-
making tasks. We found that participants were often 
expecting explanations to be task-centered and 
reflective to their domain knowledge and terminology. 
In a Counterfactual explanation scenario, P8 stated, “I 
find this irrational, the explanation is saying the 
prescription would have been prescribed if the patient 
age is 50 … I mean patient age is not something we can 
change … I expected something like blood test or any 
other variable that we can do something about it”. 
Another case of skipping explanations due to lack of 
context when participants asked for additional 
contextual information in order to contextualize the 
explanation to their medical practice. P9, who skipped 
a Global explanation mentioned, “I would like also to 
see correlations between patient information to judge 
whether this is valid information in this case”. Overall, 
participants were more motivated to engage with 
explanations that are reflective to their task 
characteristics rather than understanding the reasoning 
of the AI. User-centered iterative design with 
collaboration with domain experts, e.g. medical 
doctors, to identify task-centered explanations is 
needed.  

3.2. MISAPPLYING EXPLANATIONS 
Even when participant engaged with explanations and 
paid attention to them, we observed that they also 
misapplied them in their task. In the following sections, 
we discuss main situations that led to misapplication 
errors. 
Misinterpretation. Some participants misinterpreted 
our presented explanations and that led to incorrect 
conclusions about explanations and recommendations. 
For example, P2, who is a pharmacist, mentioned that 
the AI-based tool is biased based on his interpretation 
of the Global explanation. The explanation in those 
scenarios gave a high importance value for patients’ 
blood test in the recommendation. P2 stated: “… so 
shall we screen all prescriptions only on blood 
results?”. Such misinterpretation led to distrust in the 
AI-based tool. Similarly, P9 had a false interpretation 
of a Confidence explanation and stated that “44% 
certainty in a diagnosis is a good value”. Participants 
depended on their previous knowledge to interpret the 
available explanations, which led to building a wrong 
conclusion. It may be useful to accompany the AI-
based tool with an onboarding feature that allows users 
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to understand and familiarize themselves with 
explanations and their interpretations. Such a technique 
has been used in the literature of Human-AI interaction 
by Cai et al. [4] to familiarize medical practitioners 
with AI-based cancer prediction tool. This offered a 
way to aid users’ in building correct mental models 
regarding the actual capabilities and limitations of the 
tool. For example, videos tutorials or FAQs could serve 
that goal.  
Mistrust. Although our participants often assume that 
explanations are cooperative, they were also well 
prepared to mistrust them. Some participants felt that 
explanations were deceptive or untrustworthy to 
follow. Participants quickly assessed that explanation 
and voiced skepticism about the correctness and 
validity explanations. P8 noted, “I am wondering if an 
experienced pharmacist has looked at this before”. 
Sometimes skepticism about the explanation content 
was combined with skepticism about the source of the 
explanation. For example, P5 wondered if Local 
explanation considered data coming from different 
hospitals, “we have got to know which hospital this 
explanation covers, this could completely change my 
opinion about this explanation”. Our participant 
required several meta-information about the 
explanation to judge its correctness and solve mistrust 
issues.  People might mistrust an explanation based on 
what they know about the motivations and abilities it 
sources [16]. Given the well-known phenomena in the 
psychology literature, addressing such suspicion in the 
XAI interface can be detrimental for user mistrust 
correction.  
Confirmatory search. Participants did not read the full 
explanation and searched for information that 
confirmed their initial hypothesis, i.e., they were 
selective in what to read and rely on. When shown an 
Example-based explanation, P4 who is a pharmacist 
stated, “Well, I would look for the examples that I’ve 
already experienced in the past”. During the study, 
participants did not take into consideration 
disconfirming their hypothesis to correct their mental 
model but found confirming evidence to further 
strengthen their hypothesis. They completed their 
explanation analysis with overconfidence of their 
initial insights and ended up with trust calibration 
errors. Several variables can facilitate confirmatory 
search tendency during the decision-making, such as 
the increased number of the available information, 
sequential information presentation, or negative mood 
[17]. XAI research is to look for design techniques that 

encourage them to read the full explanation and avoid 
bias.  
Rush understanding. Participants incorrectly held a 
belief that they understand the explanation deeper than 
they actually did.  This effect was obvious in the 
interview stage, e.g., P4 stated, “Well in many cases I 
could predict how the AI work after reading the 
explanations in first two cases”. Likewise, P7 
mentioned, “… I would say that I have a confidence to 
tell how it worked”.  However, they failed to answer 
our follow-up questions that delved into the details and 
conclusions. Such miscalibration of their 
understanding is another case of the overconfidence 
effect [14].  Furthermore, rush understanding could 
also be related to the explanation itself, e.g., being 
incomplete or reduced, which made it difficult to have 
much practice in assessing ones’ own understanding. 
One design solution could be by slowing the users 
down to enable the reflection over their actions.  
Habits formation. As job actions and decision are 
typically repetitive, users collaborating with an AI-
based decision-making tool are prone to develop habits 
[19]. During the study, participants became gradually 
less interested in the details of an explanation and 
overlooked it altogether. Such behavior is associated 
with the development of peoples’ expectations about 
the behavior and the performance of the environment 
[12].  P4 who showed similar behavior mentioned, “I 
think this is similar to the previous explanation”. Such 
habits could damage explanation goal to support trust 
calibration. For instance, doctors with a successful 
diagnosis experience with an AI may fail to notice a 
minor change in the AI accuracy and the explanation 
output. The continuous pairing of collaborative 
diagnosis with positive outcome may in time cause the 
act to become automatic, triggering an unconscious 
response which is no longer linked to the explanation 
output [19]. Habits might be also triggered by prior 
interaction in a chain of responses, by environmental 
cues, such as time of the day or location, or by the 
particular internal state such as moods [12]. XAI design 
is to monitor such habits formations and try to prevent 
it, e.g., when a user agrees excessively, an adaptative 
design approach can change the explanation interface 
structure so that it triggers a fresh thinking.  

4. DISCUSSION 
One main goal of communicating explanations in 
Human-AI collaborative decision-making is to enhance 
the trust calibration process. This study has examined 
the role of explainability in enhancing Human-AI 
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collaborative decision-making and trust calibration 
process in particular. One of the key findings is that 
explanations failed to support users in their trust 
calibration process due to two primary users’ errors: 
skipping and misapplying. We argue that building XAI 
interfaces that consider these errors and develop design 
constraints to limit them can support the explanation 
goal of enhancing trust calibration.  For instance, we 
observed a high frequency of skipping explanations 
when participants perceived explanations as an 
impediment to their task. As a corollary, a design that 
fits the explanation in the task workflow can limit such 
errors and may support the trust calibration process as 
users would read the explanation and understand the AI 
reasoning.  

Also, the relationship between failing to calibrate 
trust and user errors could be further investigated 
through the lens of human decision-making processes. 
According to the Elaboration Likelihood Model 
(ELM), humans process information in two different 
routes: a central route in which information processing 
is slow and reflective and a peripheral route in which 
information processing is fast and relies on mental 
shortcuts [18]. It has been suggested that individuals 
have the disposition to use the peripheral route as it 
saves time and effort and this type of processing is 
especially relevant to medical settings where time 
constraints exist. While mental shortcuts are usually 
effective in decision-making, their unconscious and 
automatic nature make them prone to cognitive biases. 
Overall, implementing AI-supported decision-making 
tools with explanations could be a way of mitigating 
biases that the people might have in their everyday 
decision-making tasks as such explanations could 
activate central route processing [15]. However, human 
biases could also influence the processing of 
explanations and this can lead decision-makers to either 
end-up with under-trust or over-trust. For example, 
under-trust may result from anchoring bias when 
participants look at only salient features of AI 
explanations and consequently judge the quality of 
information to be untrustworthy. Similarly, over-trust 
may result from confirmation bias as mentioned before 
when participants favor explanations that are consistent 
with their initial hypothesis. In this light, the 
presentation of explanations has the risk of further 
reinforcing biases that decision-makers may already 
have. This highlights the necessity to address cognitive 
biases in the design of explanations.  

Finally, either skipping or misapplying 
explanations could be resulted from the fact that 
participants did not seek an explanation. Such behavior 
limited users' learning process of the AI reasoning and 
its underlying logic, so their trust was not calibrated.  It 
has been found that despite the availability of 
explanations, people might utilize a small amount of 
them or avoid seeking explanations, even when they 
need them [30]. Thus, if the goal of explanations is to 
calibrate users’ trust, effective explanation seeking 
behavior may contribute to improving users' learning 
and trust calibration processes.  Our results pose a new 
requirement for XAI interfaces to focus, especially at 
the earlier stage of interacting with the AI, on 
increasing explanation-seeking behavior.  This could 
be potentially implemented by applying principles of 
persuasive design [27] and persuasive learning [20], 
e.g., showing users' level of knowledge about the AI. 

5.  CONCLUSION 
Designing explanations for trust calibration has been 
identified as one of the main goals for safe and effective 
AI-supported decision-making tools. However, it is 
often remaining unclear in the literature why 
explanations were not always supporting users' in their 
trust calibration. This motivated our work to explore 
how people interact with explanations in their Human-
AI collaborative decision-making task. We focused on 
particular situations where explanations did not 
effectively support users to calibrate their trust. As a 
general conclusion, explainability for trust calibration 
might conflict with usability: trust calibration require 
extra efforts from the users, e.g. read and interact with 
the explanation. Thus, integrating explanations in 
Human-AI collaborative decision-making 
environments needs to analyze and explore the costs 
and benefits of favoring between explainability and 
usability. 
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