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ABSTRACT 
 
 

Low Complexity Channel Models for Approximating  

Flat Rayleigh Fading in Network Simulations.  (August 2003) 

Jeffrey Michael McDougall, 

B.S., Texas A&M University; 

M.S., Johns Hopkins University 

Chair of Advisory Committee:  Dr. Scott L. Miller 

 

The intricate dependency of networking protocols upon the performance of the 

wireless channel motivates the investigation of network channel approximations for 

fading channels.  Wireless networking protocols are increasingly being designed and 

evaluated with the assistance of networking simulators.  While evaluating networking 

protocols such as medium access control, routing, and reliable transport, the network 

channel model, and its associated capacity, will drastically impact the achievable 

network throughput.  Researcher relying upon simulation results must therefore use 

extreme caution to ensure the use of similar channel models when performing protocol 

comparisons.  Some channel approximations have been created to mimic the behavior of 

a fading environment, however there exists little to no justification for these channel 

approximations. 

This dissertation addresses the need for a computationally efficient fading 

channel approximation for use in network simulations.  A rigorous flat fading channel 

model was developed for use in accuracy measurements of channel approximations.  The 



iv 

popular two-state Markov model channel approximation is analyzed and shown to 

perform poorly for low to moderate signal-to-noise ratios (SNR).  Three novel channel 

approximations are derived, with multiple methods of parameter estimation.  Each model 

is analyzed for both statistical performance and network performance.  The final model 

is shown to achieve very accurate network throughput performance by achieving a very 

close matching of the frame run distributions. 

This work provides a rigorous evaluation of the popular two-state Markov model, 

and three novel low complexity channel models in both statistical accuracy and network 

throughput performance.  The novel models are formed through attempts to match key 

statistical parameters of frame error run and good frame run statistics.  It is shown that 

only matching key parameters is insufficient to achieve an acceptable channel 

approximation and that it is necessary to approximate the distribution of frame error 

duration and good frame run duration.  The final novel channel approximation, the three-

state run-length model, is shown to achieve a good approximation of the desired 

distributions when some key statistical parameters are matched.   
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CHAPTER I 

 

INTRODUCTION 

 Networks rely upon intricate interactions between layers of protocols to achieve a 

distributed form of communication.  As networks have grown in size, complexity and 

variety, researchers have gravitated towards network simulations to assist in the 

introspection of protocol interactions.  Currently, researchers use network simulation 

results to demonstrate the performance of new techniques and protocols.  These 

empirical trials have been used to achieve advances in networking protocols such as 

medium access control (MAC), routing and transport control protocols (TCP).  Recently 

the use of wireless local area networks and wireless ad hoc networks has produced a 

desire to analyze the performance of networking protocols across wireless links.  This 

desire garnished attention for the subject of operating networking protocols across 

wireless links experiencing fading.  While the motivation exists for observing networks 

operating across such ‘faded’ channels, the fading channel models are themselves 

problematic.   

This dissertation will show the widely accepted two-state Markov Model 

generates pessimistic network performance for wireless devices operating at low to 

moderate signal-to-noise ratios (SNR).   

 

___________ 

The journal model is IEEE Transactions on Automatic Control. 
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Protocols evaluated through simulations using the Markov Model will reflect this 

pessimism with complexity thus increasing the cost of implementation and power 

consumption for wireless devices operating in low to moderate SNR.  

Protocol development is inherently intuition based with performance established 

through network simulations, hence protocols established under the two-state Markov 

model tend to contain significant complexity, not necessarily required at low to moderate 

SNR.  Worse, network simulations utilizing the Markov model might indicate that a 

protocol will not function, precluding its use in low power devices.  With the addition of 

improved wireless network channel models, new protocols can be generated to realize 

modest wireless packet data transmissions in low SNR, where the pessimism of previous 

network simulations employing a two-state Markov model precluded such operation.   

 Significant research in the areas of TCP performance, data link and radio link 

protocols is based upon simulations employing a two-state Markov model.  These bodies 

of research will be fundamentally altered by employing a more realistic physical layer 

model, possibly diminishing the impact of suggested TCP variants or ad hoc 

coordination schemes.  Furthermore, the field of ad hoc wireless networking has largely 

overlooked the effects of small-scale fading.  In the case of transport control protocol, 

the achievable wireless link throughput is based upon consecutive successful packet 

transmissions.  Thus, physical layer models that cannot track the higher order variations 

in frame error will tend to misrepresent the performance of a TCP scheme.  In each of 
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these articles, the two-state Markov model is used when observing the effects of small-

scale fading. 

• The subject of appropriate TCP variations for use on a wireless link is well 

documented in the literature [1], [2], [3], [4], [5], [6], [7], [8].  

• Similarly, data link layer retransmission schemes and radio link protocols (RLP) 

schemes can be affected by the higher order variations in frame error.  The 

following articles represent some recent areas of interest in data link and RLP 

schemes, [9], [10], [11], [12], [13], [14], [15].  In some schemes, such as 

MACAW [16] and some 802.11, MAC research [17], the subject of small-scale 

fading is overlooked entirely.  

 

 The field of ad hoc networking has experienced a significant amount of attention 

and most research in this area, that incorporates fading on wireless links, employs the 

two-state Markov model.  It is believed that the areas of ad hoc routing, medium access 

coordination and power minimization will be drastically affected by employing a more 

realistic channel model. 

• Most Ad hoc routing protocols have neglected small-scale fading entirely, 

including RDMAR [18], DREAM [19] and others [20], [21], [22], [23], [24].  

The omission of fading can impact the delay, convergence speed and overhead 

associated with ad hoc routing protocols and thus obscuring the actual impact of 

each. 
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 The optimum method for observing packet-data performance over wireless 

channels is to simulate the network interactions over a baseband equivalent physical 

layer.  Most network simulations involve the transmission and reception of millions of 

packets each containing thousands of bits.  Due to the computational complexity of 

detailed physical layer simulations, this approach increases the run-time of networking 

simulations by orders of magnitude, making them impractical at best.  Therefore, a 

challenge exists to add realistic channel statistics to networking simulations without 

overburdening the simulation with complexity.  Knowledge of the relationships between 

network performance and channel simulations would help quantify the costs of using 

computationally efficient channel models.  This work analyzes the popular Markov 

model fading channel approximation and produces three alternatives with more accurate 

statistical and throughput performance. 

In Chapter II, the reader is introduced to the background of fading channels, 

modulated signals and the coded modulation scheme of complementary code keying.  

The term fading is defined for the case of large and small temporal dispersion relating to 

frequency selective and flat fading respectively.  The definitions are followed by a series 

of channel measurements that help to quantify a ‘real-world’ temporal dispersion.  The 

coded-modulation technique employed by the wireless local area network (WLAN) 

protocol 802.11b is explained and accompanied by an AWGN performance 

approximation.   

 Chapter III describes the most common network simulation tool employed by 

network researchers.  The network simulator 2, or ns2, is described through an 
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accounting of its inception and roots as well as through a functional description of its 

operation.  Following the simulator’s description, an explanation for each of the novel 

channel approximation modules is provided, describing how they were implemented 

within ns2.  The justification of form and parameter estimation is left for Chapter V.   

 Chapter IV performs a detailed analysis of the popular two-state Markov model 

channel approximation.  The chapter begins by explaining the theory behind using a 

two-state Markov model to approximate a flat fading channel.  Implementation questions 

are addressed in this chapter including how to model heterogeneous frames using 

homogeneous frame statistics.  The method of parameter estimation for the two-state 

Markov model is described.  Frame statistics for the Markov model channel 

approximation are compared against those from a representative flat Rayleigh fading 

channel model.  The chapter concludes with an analysis of an ns2 network simulation 

incorporating the two-state Markov model.  The results indicate the two-state Markov 

model is unable to accurately approximate both the frame statistics and network 

throughput. 

 Chapter V presents three new low complexity models that are formed to better 

approximate key frame statistics.  Each model is described and the parameter estimation 

procedure is explained.  It is shown through the model development that better network 

performance is achieved through a more accurate approximation of the probability mass 

distributions (PMD) for both frame error durations and good frame run durations.  The 

‘N’-state Markov model is formed as a natural extension to the two-state model and 

analyzed for both statistical and network performance.  The N=128 version of this model 
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is shown to match all of the observed frame error and good frame run statistics but not 

was unable to match the desired PMD.  As a result, this model performs very poorly in 

network simulations.  The second model, the run-length model (RLM), is only able to 

match a subset of the desired statistical parameters, however it is capable of matching 

the tail of the frame error duration PMD.  The performance of the RLM is better than 

that of the N-state Markov model, but is hampered by the inability to match the good 

frame run duration PMD.  The final model presented is the three-state run-length model 

(3SRLM).  This model does a good job of approximating the key statistical parameters 

and matching the tails of both the frame error duration PMD and the good frame run 

duration PMD.   

 Chapter VI presents the network performance for the channel approximations 

described in Chapter IV and Chapter V.  It is shown that the 3SRLM’s ability to match 

the desired PMDs of frame error duration and good frame run duration, produces a good 

approximation of network throughput for the flat Rayleigh fading channel.  Finally 

conclusions are drawn in Chapter VII. 
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CHAPTER II 

 

BACKGROUND 

 In wireless networks, a fundamental issue in performance evaluation is the 

impact of the channel upon packet data throughput, delay and jitter.  The wireless 

channel is susceptible to a number of impairments including multipath, fading, 

shadowing, interference and noise.  These impairments can cause drastically different 

performance results when compared to wireline networks.  Of these impairments, the 

concept of fading channels merits discussion.  This chapter provides the appropriate 

background concepts concerning the fading channel, the representation of modulated 

signals and the block-coded modulation scheme specified in 802.11b called 

complementary code keying (CCK).   

 

A.  The Fading Channel 

 

The term fading is used to describe a rapid fluctuation of a radio signal’s 

magnitude over a short time period.  Fading is the result of interference between two or 

more versions of a transmitted signal arriving at a receiver.  Due to the nature of electro-

magnetic (EM) wave propagation, a single transmission from a wireless device will 

often encounter ‘reflective’ objects resulting in multiple versions of the transmitted 

waveform that are attenuated, phase shifted and delayed in time.  The time difference 

between arrivals plays an important role in channel modeling for wireless 



8 

communications.  When the temporal dispersion is small compared to the transmitted 

symbol period, the channel alters the received SNR but does not induce inter-symbol-

interference.  This type of fading is often modeled as a Rayleigh or Rician distributed 

random processes.  Jakes’ [25] original work is one of the most heavily cited references 

on the generation of a Rayleigh process.   

When the time dispersion of the transmitted symbols is large with respect to the 

symbol period, the channel induces inter-symbol interference (ISI).  Rapapport [26] 

presents some common time dispersion parameters to grossly quantify the multipath 

channel.  The parameters include mean excess delay, rms delay spread, and excess delay 

spread (XdB), each of which can be derived from a power delay profile (PDP).  The PDP 

is a measurement of received signal power over time and is a measure of a channel’s 

impulse response.  

Mean excess delay spread is the first moment of the power delay profile.  This 

parameter is calculated from the impulse response magnitude samples ak and their 

corresponding sample times τk as 

∑
∑

=

k
k

k
kk

a

a

2

2τ
τ .     (2.1) 

The metric of RMS delay spread is the square root of the second central moment of the 

power delay profile displayed as 

     ( )22
ττσ τ −=   where,   (2.2) 
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The maximum excess delay (XdB) is the maximum time delay during which multipath 

energy falls to within XdB of the maximum received power.  This parameter measures 

the time during which ‘significant’ ISI is present, where the term significant is defined 

by the value of ‘XdB’. 

Each of the parameters presented above rely upon the knowledge of the received 

power ak
2 over time from a specific transmitted waveform.  Such knowledge can be 

gained through the process of channel sounding.  Many techniques have been developed 

for observing temporal responses of a wireless channel [26].  Of these techniques, the 

sliding correlator provides very accurate multipath arrival times and attenuation 

measurements when compared to other forms of channel sounding including: direct 

pulse, single tone and frequency modulated continuous wave [27].   Thus by performing 

channel measurements with a sliding correlator, one can achieve accurate observations 

of the temporal dispersion in specific channels.   

 

1.  Flat Fading Channel 

 The term flat fading is used to describe multipath channels that contain an RMS 

delay spread (2.2) much smaller than the desired symbol period of a communication 

scheme.  If a signal labeled gs(t) is transmitted in a wireless channel, the resulting signal 

observed at a receiver can be written as  
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In general, flat fading occurs when the maximum difference between any two significant 

delay paths is much less than the desired symbol period.  When flat fading occurs, the 

term gs(t-τi) can be approximated by the term gs(t), and (2.4) becomes  

( ) ( ) ( ) ( )

( ) ( ).         
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1

tNtg

tNjAtgtg

s

N

i
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+=

+= ∑
=

γ

θ
    (2.6) 

Thus flat fading will cause the transmitted signal to be altered by a multiplicative 

variable γ and an additive noise term N(t).  The term random fading process refers to the 

variation of the multiplicative term with respect to time.  It is not obvious from (2.6) that 

the multiplicative term should vary with time, however as the environment is altered the 

attenuation and phase shifts of the different mulitpaths will change.  This results in a 

change in the multiplicative term.  It should be noted that the rate of change in the 

environment affects the rate of change in the multiplicative term. 

 Some slight algebraic manipulations can be performed upon the multiplicative 

term in (2.6) to arrive at  

( ),exp∑=+=
i

ii jAjyx θγ     (2.7) 
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If one assumes there are a large number of paths (i.e. N is large) and that no single path 

has considerably less attenuation than the rest (i.e. similar values for A), then the central 

limit theorem (CLT) can be applied to both the terms x and y.  The CLT results in both x 

and y being approximated as Gaussian random variables and the multiplicative term γ 

being approximated by a complex Gaussian random variable.  It is well known that for 

these assumptions, the amplitude of the multiplicative term will have a Rayleigh 

distribution while the phase of the multiplicative term will have a uniform distribution.  

The term Rayleigh fading is commonly used when one applies the CLT in deriving the 

multiplicative term.  So, a flat Rayleigh fading channel can be modeled as shown in Fig. 

1. 

 

 

 

 

 

Fig. 1 Flat Rayleigh Fading Channel Model 

 

If either the transmitter or receiver is in motion, one can argue that the fading term γ(t) 

can be appropriately represented as a zero mean Gaussian process with a power spectral 

density (PSD) of  

gs(t) X 

γ(t) 

+ 

N(t) 

gr(t) 
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The received power is represented as PR, and the Doppler frequency is represented as fd.  

The time domain method of creating such a random process is described in chapter 3. 

 Flat Rayleigh fading channels are very prevalent within the literature.  They 

contain almost no variability as the Doppler frequency is the only variable in (2.9) and it 

simply alters the speed of the process.  Thus, the flat Rayleigh fading channel offers 

researchers the ability to easily reproduce experiments without the need to question 

assumptions in channel variables.  The popularity of the flat Rayleigh fading channel 

and its pervasiveness in the literature is justification for its inclusion in network 

simulations.  

 

2.  Frequency-Selective Fading Channel 

 When the multipath delay spread is significant with respect to the symbol period, 

the channel filters the transmitted signal.  Conceptually, the channel’s passband 

bandwidth is smaller than the transmitted signal’s bandwidth resulting in distortion of 

the transmitted signal.  This distortion causes inter-symbol interference (ISI) and is 

commonly referred to as frequency selective fading.  The term frequency selective 

comes from the observation that the channel exhibits different gains for different 

frequency components.  A common rule of thumb [26] is that a channel can be 

considered frequency selective if the symbols period Ts < 10 στ.  In general, frequency 

selective fading channels are more difficult to model and reproduce than flat fading 
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channels.  The frequency selective channel contains many variables where any one 

choice can be questioned as to applicability for a given scenario.  In an effort to 

determine the channels one might experience, a study was conducted to measure the 

impulse response of an office environment.  The results of this study are presented in the 

next section. 

 

3.  Channel Measurements 

 Ray-tracing techniques offer an analytical approximation for estimating the 

propagation of electro-magnetic waves in specific environments [28], [29], [30]. It was 

determined that these techniques would not offer the desired accuracy [31], and thus 

channel measurements were taken to observe the indoor environment.  Channel 

sounding measurements were taken for an indoor office suite and the fuselage of a large 

commercial aircraft.  The measurements were performed using a sliding correlator 

system provided by Motorola.  Sliding correlators generate a continuous wave carrier 

signal that is modulated by a pseudonoise sequence (or PN sequence) of significant 

length.  The chip rate employed by the sliding correlator will determine the granularity 

of time achievable while measuring a channel’s impulse response.  The modulated signal 

is then amplified and exposed to a bandpass filter.  A generic sliding correlator 

transmitter is shown in Fig. 2.  The waveform produced by the transmitter in Fig. 2 can 

be expressed as [27] 

( ) ( ) ( )tfnTtpats c

N

n
n π2cos

1

0
∑

−

=

−= ,   (2.10) 
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where an ={-1,+1} is the PN sequence, T is the chip period and p is the pulse shape. 

 

 

 

 

 

 

 

Fig. 2 Generic Sliding Correlator Transmitter 

 

 The receiver performs a correlation against the same PN sequence used in the 

transmitter but at a slightly slower chip rate.  By using different chip rates, the local 

(receiver) PN sequence ‘slides’ past the received sequence thus performing a correlation 

between the two sequences over time.  Due to the near self-orthogonality of the chosen 

PN sequence, the cross-correlation of the signals will be maximized only when the two 

signals are synchronized in time.  At times when the two sequences are not 

synchronized, the resulting cross-correlation is essentially zero.  A wireless channel 

often results in multiple paths between the transmitter and the receiver where each path 

is attenuated, phase shifted and delayed in time as shown in (2.4).    When the received 

signal is correlated against the PN sequence, each path will produce a strong correlation 

at time τi, or at the relative delay of the path from the LOS path.  Therefore, the output of 

fc(t) X ~ 

PN Sequence 
Generator 

Bandpass 
filter 
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the receiver correlator yields an estimate of the arrival time τk and relative strength ak 

parameters used in (2.1), (2.2) and (2.3).   

 The channel sounder utilized in this research, the ST-515, employs a sliding 

correlator operating at a transmission rate of 40Mcps sending a chip sequence of 16,383 

chips to a receiver with a sampling rate of 120Msps.  The resulting temporal resolution 

achieved by the ST-515 under these settings is ~8.33ns.  Each measurement requires a 

calibration routine and synchronization procedure to ensure the receiver is observing the 

channel at the appropriate time.  A sample power delay profile is presented for a severe 

case of multipath in Fig. 3.  The sample was measured in the cabin of a commercial 

aircraft and shows a channel with a 10dB maximum excess delay of ~200ns.  

 

Fig. 3 Sample Power Delay Profile  

Some 85 different channel measurements were taken in a small suite of 7 offices 

in the Wisenbaker and Engineering Research Center (WERC) at Texas A&M 
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University.  Measurements included line-of-sight (LOS) paths, non-LOS paths and one 

set of extreme non-LOS paths between the adjacent hallway and a middle office.  Each 

measurement was analyzed for mean excess delay, rms delay spread, and maximum 

excess delay spread (10dB).  The results of all 85 tests are presented in Fig. 4 to provide 

sample values of the temporal dispersion encountered in an office environment.  Given 

that the symbol period of an 802.11b chip is ~91ns, the charts clearly indicate that these 

devices will encounter only moderate frequency selectivity. 

Fig. 4 Temporal Distortion Measurements of an Office Environment 

 

Some 77 different channel measurements were taken inside the fuselage of a 

large commercial aircraft.  Measurements included line-of-sight (LOS) paths within a 
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single cabin and non-LOS paths between two or more cabins.  Each measurement was 

analyzed for mean excess delay, rms delay spread, and maximum excess delay spread 

(10dB).  The results of all 77 tests are presented in Fig. 5.  The aircraft results contain 

even more significant temporal distortion than the office environment and might justify 

the use of a frequency selective channel. 

 

Fig. 5 Temporal Distortion Measurements of an Aircraft Fuselage 

 

 The moderate frequency selectivity of the channel sounding results combined 

with the simplicity and reproducibility of the flat Rayleigh fading channel model, 
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justifies focusing efforts on producing network channel approximations for the case of 

flat Rayleigh fading channels. 

 

B.  Representation of Modulated Signals 

 

 Communication requires the transfer of information between parties.  In the case 

of wireless communications, it is convenient to alter a message by transforming it into a 

series of pulses whose frequency content is within the passband of the wireless channel.  

Carrier modulation allows a direct manipulation of a high-frequency carrier signal to 

obtain a desired frequency and message content.  A carrier signal 

( ) ( ) ( ) ( )( ),cos tttAts φω +=     (2.11) 

is usually modulated in one or more of the three following areas: amplitude (A(t)), phase 

(φ(t)) and frequency (dφ(t)/dt).  Due to rapid fluctuations of amplitude in the wireless 

channel, it is often desirable to restrain modulation to phase and frequency when 

possible.  A common alternative to the representation of (2.11) is the Cartesian-form  

( ) ( ) ( )( )[ ] ( )( ) ( ) ( )( )[ ] ( )( ).sinsincoscos tttAtttAts cc ωφωφ −=  (2.12) 

This form does a good job of representing how most modulation actually occurs, through 

the use of inphase (I(t)) and quadrature (Q(t)) components.  By the assignments 

( ) ( ) ( )( )
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φ
φ

=
=

    (2.13) 

one can realize a modulator using the simple procedure outlined in Fig. 6. 
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Fig. 6 I/Q Modulator Diagram 

 

 Quadrature phase shift keying (QPSK) is a well-known form of carrier 

modulation that is employed in the wireless local area networking protocol 802.11b.  

This scheme is very efficient and can be implemented by simply choosing I(t) and Q(t) 

to be of the set {+A, -A}.  Creating a possible four combinations (symbols), each of 

which is capable of representing two bits of information.  It is worth noting that the 

standard does not impose a particular pulse shape on the symbols, however there is a 

spectral mask, under which the transmitted PSD must remain.  To comply with the mask, 

some sort of pulse shaping is required.  The resulting waveform is  

( ) ( )( ) ( )( ).sincos tAtAts cc ωω ±+±=    (2.14) 

 It is well known that the Maximum Likelihood (ML) detector is optimum for the 

case of equally probable transmitted symbols [32].  For the special case of an additive 

I(t) X 

cos(ωc(t)) 

+ s(t) 

Q(t) 
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X 
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phase 
shift 
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white Gaussian noise (AWGN) channel, the ML detector reduces to a minimum distance 

detector.  A minimum distance detector simply finds the signal sm (from the transmitter’s 

library) that is closest in distance to the received signal rk given a signal energy of Es, 

{ } ( ) ( ) .2max,minˆ
0 








−== ∫ ms

T

mmmmk Edttstrsrs   (2.15) 

The minimum distance detector can be represented in the form of the well-known 

correlator detector shown in Fig. 7. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7 Correlator Detector 
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As shown in Fig. 7, the correlator detector looks for similarities between the received 

signal and the known symbol alphabet (s1…sm).  For additional details see [32].  The 

details of 802.11b modulation and coding are covered in the next section. 

 

C.  Complementary Code Keying 

 

 The wireless standard 802.11b utilizes a block-coded modulation scheme called 

complementary code keying (CCK) [33].  This scheme combines eight bits into a 

codeword that is then represented by eight QPSK symbols.  Symbols are grouped into 

frames and pilot symbols are added to aid in synchronization.  The complied frames are 

then transmitted at a rate of 11Mbps.  The modulation procedure is depicted in Fig. 8. 

 

 

 

Fig. 8 Codeword Formation for 802.11b 

 

 The first step shown in Fig. 8 converts eight bits (b0,k-b7,k) into four phase shifts 

(ϕ1,k-ϕ4,k) through a form of differential encoding shown in Table I. 
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Table I. Dibit to Phase Conversion for 802.11b 11Mbps 

 

Dibit pattern [di,di+1] 

(di is first in time) 

Phase  

00 0 

01 π/2 

10 π  

11 3π/2 (-π/2) 

 

Following the formation of the phase terms, a codeword is constructed as 
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The codeword consists of eight phases, each representing a single QPSK symbol.  CCK 

as described in this chapter, is simply a rate ½ block code with a total of 256 codewords.  

As such, one can form a correlator detector as shown in Fig. 7 with each si representing 

one of the 256 codewords.  While this approach is inefficient for hardware architectures, 

it is surprisingly efficient for use in software simulations.  It should be mentioned that 

this is a coherent receiver, and thus requires knowledge of the received signal’s phase.  

All simulations conducted in this research assumed perfect phase knowledge for each 

transmitted frame.  This assumption is justified as a minimum of 1056 pilot symbols are 

transmitted with each 802.11b frame operating at 11Mbps, and each frame has a 

maximum size of 20,528 symbols (including pilot symbols).   
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 The performance of CCK in AWGN can be easily approximated by forming a 

basis function for each of the QPSK symbols in a CCK codeword.  For a codeword of 

the form  

{ }
{ }
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one can define eight basis functions of the form  

( ) ( )

{ },71,0 ere        wh          

Otherwise                        0
8

1
8

for 
8

L=







+<≤=

r

T
rt

T
r

T
t

sss

rφ

   (2.18) 

to represent the codewords in the form of 
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The next step in performance analysis involves computing the distance between all 

symbols,  
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The minimum value of (2.20) for any two codewords will tend to dictate the 

performance at high signal-to-noise ratios (SNR).  It can be shown that the minimum 

distance for CCK is d2
min = 8.  For each symbol, there are an average of 24 neighbors at 

this distance.  Since the probability of symbol error for the AWGN case can be 

represented as [32] 
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one can approximate the union bound to only consider the nearest neighbors forming the 

performance equation  
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Fig. 9 compares the approximation of performance in (2.22) against a simulation of CCK 

in AWGN.   
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Fig. 9 Performance of CCK in AWGN 
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D.  Summary 

 

 In this chapter, background concerning the fading channel and modulation was 

introduced.  The concept of flat and frequency selective fading channels was reviewed.  

Channel sounding measurements were presented for an office suite as means of 

justification for considering the flat fading environment.  The basic representation of 

carrier modulation was reviewed and an I/Q modulator presented.  In closing, this 

chapter reviewed the modulation and detection of the 802.11b, 11Mbps modulation 

scheme and provided an approximated union-bound performance measure.  The next 

chapter covers the operation of the network simulator n2 and the modifications 

performed to the simulator during this research. 
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CHAPTER III 

 

NETWORK SIMULATOR 2 

 Specialized tools are prevalent and pervasive in most all disciplines.  The area of 

networking is no different.  Where carpenters rely upon plum lines and levels to ensure 

flush connections and sturdy constructions, networking researchers use simulations to 

evaluate protocols and observe obscure interactions.  In early research, each investigator 

created unique simulations with little to no common functionality.  Without a common 

tool, duplicating network research is problematic at best.  Even more troubling is the 

lack of reusability in early simulators.  The issues of reproducibility and reusability of 

unique simulations led researchers to investigate generalized tools that could be used as 

a common base for more advanced simulations.  Network simulator 2 (ns2) is a mature 

network-simulation software tool that has been widely accepted by the networking 

community and has filled the need for a common networking tool. 

 

A.  Origins of ns2 

 

 Ns2 can trace its origin to the Network Simulation and Prototyping Tool (NEST) 

developed in 1988 [34].  NEST evolved into the Realistic and Large (REAL) [35] 

network simulator that served as the base for the development of ns.  In 1995, DARPA 

funded the development of the Virtual InterNetwork Testbed (VINT) to “build a network 

simulator that will allow the study of scale and protocol interaction in the context of 
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current and future network protocols.”  The VINT project, through the collective efforts 

of the University of Southern California/Information Sciences Institute (USC/ISI), 

Xerox Palo Alto Research Center (PARC), Lawrence Berkeley National Laboratories 

(LBNL), and University of California Berkeley (UCB) jointly developed the network 

simulator known as ‘ns’.  The simulator was updated and reissued as Network Simulator 

2.  There exists a community of contributors to ns including Carnegie Mellon University 

(CMU), Sun Microsystems, and two new DARPA projects, SAMAN and CONSER.  

The ‘Simulation Augmented by Measurement & Analysis of Networks’ (SAMAN) 

project was formed to build robust networks through understanding the detection and 

prediction of failure conditions.  CONSER, or Collaborative Simulation for Education & 

Research, was formed to extend the functionality of ns through network research (new 

module integration, existing module improvement) and network education (nam, 

educational scripts repository, ns-edu mailing list, ns tutorial, etc).   

 The development of ns2 provided researchers a tool for evaluating network 

protocols under varying network conditions, including the conditions presented in [36]. 

  

“Abstraction:  Varying simulation granularity allows a single simulator to 

accommodate both detailed and high-level simulations.  Researchers study 

networking from the detail of an individual protocol to the aggregation of 

multiple data flows and the interaction of multiple protocols.  The abstraction 

mechanisms in ns allow researchers to examine protocols without changing 

simulators and to validate abstractions by comparing detailed and abstract results. 
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Emulation:  Most simulation experiments are confined to a single simulated 

world that employs only the protocols and algorithms in the simulator.  In 

contrast, emulation allows a running simulator to interact with operational 

network nodes. 

 

Scenario generation:  Testing protocols under appropriate network conditions is 

critical to achieving valid, useful results.  Automatic creation of complex traffic 

patterns, topologies, and dynamic events (link failures) can help generate such 

scenarios. 

 

Visualization:  Researchers need tools that help them understand the complex 

behavior in network simulation.  Merely providing tables of summary 

performance numbers does not adequately describe a network’s behavior.  

Visualization using the network animation tool nam provides a dynamic 

representation that allows researchers to develop better protocol intuition and 

aids in protocol debugging. 

 

Extensibility:  The simulator must be easy to extend if its users are to add new 

functionality, explore a range of scenarios, and study new protocols.  Ns employs 

a split-programming model designed to make scripts easy to write and new 

protocols efficient to run.” 



29 

 

 Ns2 has proven itself a valuable tool for network researchers by providing a 

common simulator with sufficient complexity to allow protocol engineering to occur 

with insight into the operations and interactions of networking protocols.  In general, ns2 

is commonly utilized for three broad researching themes: selecting a mechanism or 

protocol variant among several options, exploring the complex behavior of networks, 

and investigating unforeseen multiple-protocol interactions.  Researches have employed 

ns2 to investigate many protocols, some examples are shown below: 

  

• TCP:  selective acknowledgement, forward acknowledgement, fast restart, 

explicit congestion notification, rate-based pacing and asymmetric satellite links. 

 

• Routing:  robustness and convergence speed of integrated distance-vector and 

link-state routing protocols, multi-hop/wireless routing protocols, ad hoc routing 

in wireless networks, fairness of routing protocols 

 

• Variable Traffic Sources:  effects of variable traffic sources including web, ftp, 

telnet, constant bit rate, and stochastic sources. 

 

• Queuing Disciplines:  random early detection (RED), drop-tail, class-based 

queuing and others 
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• Multicast Transport:  scalable reliable multicast (SRM) and variants, PIM 

variants, router support for multicast, congestion control, protocol validation and 

testing, reliable multicast 

 

• Multimedia:  layered video, audio and video quality-of-service, transcoding 

 

• Wireless Networking:  snoop and split-connection TCP, medium access control 

including evaluation of point-control function and distributed control function. 

 

With its ever-increasing popularity, ns2 has become a worldwide benchmark by which 

network researchers evaluate protocols and validate innovative ideas and approaches.   

 

B.  Functional Description of ns2 

 

 Ns2 is a collection of networking modules with a well-defined method of 

interaction between the modules.  Many modules have been designed and suggested for 

the specific OSI network layers utilized by TCP/IP networks, specifically: application, 

transport, inter-network, data-link (including medium access control), and physical 

layers.  Ns2 allows researchers to evaluate unique techniques and networking protocols 

with minimal integration effort required.   

 Operationally, ns2 is a discrete event simulator that provides a split-level 

programming model where packet processing is performed in the system language of 
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C++, while setup is performed in the scripting language Otcl.  C++ code is utilized for 

implementing the simulation kernel where all brute force simulations occur, thus taking 

advantage of the efficient computational structure of this language.  The Otcl scripting 

language performs the definition, configuration and control of the simulation.  The split-

language approach cleanly separates the burden of simulator design, maintenance, 

extension and debugging from the user by providing the simulation programmer with an 

easy-to-use, re-configurable, programmable simulation environment.  Ns2 is written in a 

modular fashion, resembling the OSI network architecture.  It contains modules for 

simulating the application layer, transport layer, network layer, medium access control 

(MAC), and the physical layer.  Each layer contains multiple modules from which a 

researcher can choose for any given simulation.  That is, a researcher may choose to test 

a TCP-Reno transport layer across an IP network with an 802.11 defined MAC and a 2-

ray fading physical layer.  Assuming the appropriate C++ modules are included in the 

simulator, a researcher must simply alter his/her Otcl script file to choose specific 

modules for each layer.  The networking layers are interconnected with a common 

interface so that a particular module can be altered easily.  Each modular layer is 

comprised of multiple protocols.  This allows for easy manipulation of a particular 

protocol within a network simulation. 

 The execution model for ns2 is best described by way of an example.  Assume 

two nodes exist within a simulation where one node is sending data to the other.  Each 

node has associated with it at least one module at each of the following layers, 
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application, transport & network, MAC and physical.  The relationships between the 

layers are shown in Fig. 10. 

 

 

 

 

 

 

 

 

 

Fig. 10 Module Interaction Between Two ns2 Nodes for a Simplex Link 

 

Modules are assigned to nodes depending upon their function.  The application 

layer and transport & network layer can be set on a per-node basis, with any node 

containing multiple transport and/or multiple applications.  The queue type, MAC and 

Physical layer are usually set to the same module type on all nodes for simple 
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exit the node.  The MAC layer is then responsible for packaging a queued packet into a 

frame and offering the frame to the physical layer (or channel).   One the other side, 

the receiving node is responsible for accepting the frame (MAC layer) and placing the 

encapsulated packet into a receiving queue for processing by the transport/network 

module.  The transport/network module then defragments the incoming packets and 

performs automatic repeat requests (ARQ) as directed by the module’s protocols.  It 

should be noted that the above example contains a simplex link.  In a duplex link, each 

node would have both a sending and receiving module for the queue and application 

modules.   

 Since each node can contain multiple applications, each requiring specific 

transport/network modules, ns2 provides a generic interface for attaching applications 

and transport agents.  An “Agent” is created to handle transporting data from an 

application to another agent.  Therefore, agents should come in pairs with both a source 

and sink.  Agents define a transport methodology for data, allowing applications to 

choose the appropriate agent.  This is very similar to how IP-terminals communicate, 

with each application having the ability to choose the associated transport layer 

(TCP/UDP).  Data is created by an entity called an “Application”, where applications are 

associated with agents.  To summarize, a researcher would first create two network 

nodes and then create a source agent (like TCP/Reno) and attach it to node 0.  Next, the 

sink agent would be created (like TCPSink) and attached to node 1.  Then, the two 

agents (TCP/Reno and TCPSink) would be logically connected.  Finally, an application 

is created (like FTP) and attached to node 0.   
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 Agents require a “link” to facilitate communications.  The link contains 

information about how nodes are connected including information about the data rate, 

delay and queue type (and length).  So by setting up a “link” between node 0 and node 1, 

the two agents can communicate and the application can begin offering load to the 

network. 

 Another example is provided below to solidify the concepts of ns2 module 

interaction and to introduce the basics of Otcl scripting.  This example is not intended 

nor is it sufficient to teach Otcl or ns2 scripting.  Assume a simple 3-node, linear, point-

to-point network like the one shown in Fig. 11 is desired.  The following Otcl script will 

create this network and place an FTP application on one side sending data to the node on 

the far side.  This example employs TCP Reno. 

 

 

 

 

 

Fig. 11 Three-node Example Network 

 

An example Otcl script follows below. 

 

 1 set ns [new Simulator]  

  

n1 n2 n3 
100Mbps, 1ms  56Kbps, 30ms  
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 2 set tf [open “trace_file_out.out” w] 

 3 $ns trace-all $tf 

 4 set n1 [$ns node] 

 5 set n2 [$ns node] 

 6 set n3 [$ns node] 

 7 $ns duplex-link $n1 $n2 100Mb 1ms Droptail 

 8 $ns duplex-link $n2 $n3 56Kb 30ms Droptail 

 9 set tcp_reno [new Agent/TCP/Reno] 

 10 $ns attach-agent $n1 $tcp_type 

 11 set sink_reno [new Agent/TCPSink] 

 12 $ns attach-agent $n3 $sink_reno 

 13 set ftp_n1 [new Application/FTP] 

 14 $ftp_n1 attach-agent $tcp_reno 

 15 $ns connect $tcp_reno $sink_reno 

 16 proc finish {} { 

 17 global ns tf 

 18 $ns flush-trace 

 19 close $tf 

 20 exit 0 

 21 } 

 22 $ns at 1.0 “$ftp_n1 start” 

 23 $ns at 100 “$ftp_n1 stop” 



36 

 24 $ns at 120 finish 

 25 $ns run 

 

The first line simply calls a new simulator and assigns it the handle ‘ns’.  The second 

two lines, 

set tf [open “trace_file_out.out” w] 

  $ns trace-all $tf 

open an output file called trace_file_out.out and assign this file to the handle tf.  The 

next line tells the simulator to record all the information specified by trace-all.  Lines 4-

6 create three nodes naming them n1, n2 and n3.  The next two lines,  

  $ns duplex-link $n1 $n2 100Mb 1ms Droptail 

  $ns duplex-link $n2 $n3 56Kb 30ms Droptail 

create a data link between nodes.  Line 7, the first line shown above, creates a 100 Mbps 

link between nodes n1 and n2 with an average delay of 1ms.  The queue for this link is 

specified as Droptail.  As the second word implies, this line of code creates two links or 

a duplex link.  At this point, the Otcl script has created the environment and placed links 

between nodes.  The next step is to create transport agents for moving data between 

nodes.  Lines 9 & 10, duplicated below, assign a new agent to the handle tcp_reno.   

set tcp_reno [new Agent/TCP/Reno] 

  $ns attach-agent $n1 $tcp_type 

The transport agent is declared to be of the sub-class TCP, specifically a subclass of TCP 

called Reno.  After the transport agent is created and assigned a handle, the agent is 
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attached to node n1.  Now, applications attached to node n1 will be able to utilize the 

transport agent tcp_reno.  The next two lines (11 & 12) create another agent, this time on 

node n3. 

set sink_reno [new Agent/TCPSink] 

  $ns attach-agent $n3 $sink_reno 

A new agent is created of the sub-class TCPSink and assigned the handle sink_reno, and 

then attached to node n3.  Next, the Otcl script defines an application for node n1. 

set ftp_n1 [new Application/FTP] 

  $ftp_n1 attach-agent $tcp_reno 

Line 13 creates a new application of sub-class FTP and assigns it to the handle ftp_n1.  

The next line attaches the application to the transport agent tcp_reno located on node n1.  

Now the two transport agents (tcp_reno and sink_reno) must be connected.  This is 

accomplished through line 15.  The remaining code is used to set simulation parameters.  

For example, the ftp application begins sending data at time 1.0 as set by line 22 and 

turned off at time 100.0 by line 23.  The simulation is killed at time 120, allowing 

sufficient time for queued messages to be delivered.  In summary, the Otcl script file 

started a new simulation, created nodes, created and defined the links between nodes, 

assigned agents to nodes n1 and n3, created an ftp application and attached it to the agent 

on node n1, linked the agents tcp_reno and sink_reno, and defined some events such as 

starting and stopping times of the application and simulation.   
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C.  Modifications to ns2 

 

1.  Introduction 

 Point-to-point networks are of limited interest and thus ns2 was extended to 

support the operation of a local area network (LAN).  LANs within ns2 operate by 

sharing a common transmission medium, very much like a bus network architecture.  To 

facilitate this within the ns2 simulator, the data link is abstracted into three layers: link 

layer, medium access control layer and physical layer [37].  The physical layer contains 

a procedure for determining if the channel corrupts a transmitted frame.  The MAC layer 

contains a certain set of functionalities such as: carrier sense, collision detection, 

collision avoidance and such.  Since these functions affect both the sending and 

receiving of frames, they are implemented in a single MAC object.  The Link layer sits 

above the MAC layer and contains two objects, a queue and a data link protocol.   

 This research focused upon altering the MAC layer mac-802_11.cc and creating 

new physical layers.  In order to allow complete control over the physical channel, the 

MAC was altered to utilize a custom function each time the simulation attempted to send 

a frame from the MAC object.  Information about the frame including length, sending 

and receiving nodes positions and transmission time are passed to the physical layer 

function.  The physical layer function then generates an output to indicate frame 

integrity to the MAC layer.  This approach allowed for quick and efficient modification 

of the physical layer without the necessity of altering the simulator for each variation.  

Another modification made to the MAC layer was the inclusion of the pilot symbols for 
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an 802.11b network.  The original MAC layer did not adequately account for the 16-byte 

pre-amble of each frame.  The modified MAC layer employed in all simulations 

presented in this document accounted for the pre-amble in the mac-802_11 object and 

also settled pre-amble interference between frames with knowledge of the frames’ 

received SNR.  That is, when two frames collide at a node and both are in the pre-amble 

state, the node attempts to receive (or synchronize to) the frame at a higher SNR even if 

the other frame was transmitted first.  Other than theses small modifications at the MAC 

layer, the majority of this work focused upon creating unique physical layers for the ns2 

simulator.  Four of these physical layer modules are included in this chapter:  TAMU-

PHY, MM-PHY, RLM-PHY and 3SRLM-PHY. 

 

2.  TAMU-PHY 

 From the outset, this research had to establish a baseline from which to compare 

possible channel models.  This baseline had to exactly model a wireless channel and the 

transmission and reception of frames across it.  The TAMU-PHY channel model was 

created to simulate the 802.11b baseband equivalent modulation, demodulation and 

transmission through a time selective flat Rayleigh fading process.  This TAMU-PHY 

physical layer module operates at a symbol level for each packet transmission, providing 

a very thorough, and computationally intense simulation of 802.11b performance over a 

flat Rayleigh fading channel.  In this module, the scheduler clock instance relays the 

frame transmission time, allowing the module to advance the fading process for lapsed 

time between frame transmissions.   
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Fig. 12 Logical Operation of TAMU-PHY Module 
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is actually performed within the simulator.  Fig. 12 depicts a logical operation of the 

TAMU-PHY module. 

As shown in Fig. 12, information is gathered from the MAC module to assist in 

determining the fading statistic γ, the noise power n and the number of bits in the 

transmitted frame.  This information is combined with previous values of the fading 

statistic and the last ‘simulator time’ the routine was executed.  Together, the 

information is sufficient to produce a realization of a flat fading process.  Frame length 

information is used to generate a set of random data bits di that are subsequently 

modulated using a block code called complementary code keying (CCK).  The resulting 

symbols si are subjected to the traditional flat fading channel (Fig. 2.1) including a 

multiplicative fading statistic γi and an additive white Gaussian noise term ni.  Following 

the channel corruption, the altered symbols are received as ri and subjected to a 

minimum-distance receiver that outputs an estimate of the data di.  The data estimate is 

compared against the randomly generated data di and the result is returned to the MAC 

layer.   

Generating a Rayleigh random process within the simulator was a significant 

effort.  The common ‘time-domain method’ [38] was chosen for two reasons:  it 

provided an ‘open ended’ solution that did not require knowledge of the process’ 

duration, and it required a minimal amount of memory to run.  The goal of the Rayleigh 

random process generator is to produce a complex Gaussian random process with a 

prescribed power spectral density (PSD).  The time-domain method produces a white 

Gaussian process and then passes this through a filter to achieve a colored Gaussian 
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process with a prescribed PSD.  For the TAMU-PHY model, the desired PSD is 

describes as  

( )
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−
=
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                     (3.1) 

The Doppler frequency of the channel is labeled fd and the power of the fading channel 

(usually normalized) is PR.  The resulting autocorrelation is simply a Bessel function, 

( ) ( )tfJPR dR πτ 20=     (3.2) 

Since the filter input is a white Gaussian process, it has an autocorrelation defined by a 

Dirac delta function.  It is well know, that for linear filters the autocorrelation of the 

filter output can be represented as  

( ) ( ) ( ) ( ),ττττ hhRR IIOO ∗∗=     (3.3) 

where the input autocorrelation is RII(τ), the output autocorrelation is ROO(τ) and the 

filter’s impulse response is h(τ).  Since RII(τ) = δ(t), the output autocorrelation of the 

filter is simply h(τ)*h(τ).  Given that one desires to match the autocorrelation of (3.2) it 

follows that the filter should be designed to satisfy 
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Following the approach used in [38], a third-order filter was designed with the transfer 

function of  
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The resulting value of ξ is 0.175 and fully describes the impulse response of a third-

order filter capable of approximating the desired autocorrelation.  It is often useful to 

map the continuous time transfer function into a discrete time filter using a bilinear 

transformation [39] as 
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The solution to the transformation (3.7) can be organized into the form of  
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If one creates the following intermediate variables A, B and C defined as: 
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then, (3.8) can be solved with:  
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The term fs in (3.9) is the frequency of the random process, or the rate of realizations per 

second.  By saving the three previous inputs (I) and outputs (O) one can use the values in 

(3.10) to form the difference function 
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   (3.11) 

 and solve directly for a current output of the random process.  The filter coefficients in 

(3.10) should be scaled to insure the filter has a gain of unity.  An easy way of 

implementing this is by finding the filter’s impulse response and normalizing the transfer 

function (3.8) by the root of the impulse response.  It should be noted that there will be 

some transient responses at the beginning of the filter.  To obtain acceptable results, 

initialize the filter by passing a sufficient number of inputs through the filter until all 

transients have passed.  The number of inputs required will be inversely proportional to 

the channel’s Doppler frequency.  By following this procedure, the TAMU-PHY model 

is able to produce a Rayleigh fading process with fs samples per second.  The application 

of these realizations to the simulator is not trivial and required the use of sub-frames. 

 Network simulators produce a variety of traffic resulting in widely variable frame 

sizes.  The difference in frame sizes produces difficulties in fitting fading process 

realizations with fade sizes.  Ideally, the fading process would generate a single 

realization for every symbol transmitted, however as fs grows the non-idealities of the 

filter approximation become prohibitive.  Since the transmission rate of 802.11b is 

11Mbps, it was desirable to have a single sample utilized for a group of bits.  This 

approach is valid as long as the fading process is sufficiently slow.  The number of bits 
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grouped per realization was determined by examining the number of bits in the smallest 

protocol packets.  Each group of bits is called a sub-frame, where a single sub-frame 

contains 296 bits.  The choice of using sub-frames makes this work extendable to block 

codes such as turbo-codes, interleavers or truncated maximum likelihood sequence 

estimators.  It will be shown that other versions of the physical layer, such as the MM-

PHY, require significant sub-frame sizes to appropriately set their parameters.   

 Another implementation detail not shown in Fig. 12 is the accounting for non-

transmission time.  That is, the simulator must account for the time between frame 

transmissions by advancing the random process a time equal to the idle period between 

frame transmissions.  For frames transmitted at a fast rate, the idle period will be 

minimal and frames will experience correlated fading realizations.  When frames are 

transmitted infrequently, the idle period between transmissions is significant and the 

frames will experience nearly independent fading.  A more detailed accounting of the 

TAMU-PHY model is shown in Fig. 13. 
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Fig. 13 Sub-frame Operation of TAMU-PHY Module 
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millions of packets, each containing thousands of bits thus resulting in extreme run times 

when using the TAMU-PHY module.  While this physical layer module creates a very 

accurate representation of network performance across a flat Rayleigh fading channel, 

the run time required by the TAMU-PHY is prohibitive for most protocol investigations.   

 

3.  MM-PHY 

 The Markov-Model module (MM-PHY) was created to simulate the two-state 

Markov model channel approximation.  This MM-PHY module operates by alternating 

between a ‘good’ and ‘bad’ state according to a set of transition probabilities.  The 

occurrence of a ‘bad’ state indicates a channel error.  In order to maintain the 

assumptions used to approximate the flat Rayleigh fading channel, the Markov model 

must operate with a fixed-length frame size.  As network simulations involve the 

transmission of heterogeneous frame lengths, a single Markov model state transition 

cannot be used for all simulated frames.  To our knowledge this issue of using a single 

state transition to represent heterogeneous frame sizes has not been adequately addressed 

in the literature.  The severity of this issue becomes apparent in simulations, as small 

protocol packets should not progress the frame error process the same amount as larger 

data packets.  In way of an example consider the case of a Markov model created to 

match a fixed-length frame size of 500 bytes, where three successive frames are in error.  

This model represents the occurrence of a burst error length of 1500 bytes; however, in 

the case of three protocol packets being sent, the actual bytes in error would be closer to 
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200.  Thus the next packet transmitted in our example would not experience an error, 

even though it should. 

This module utilizes a simplistic solution through the use of sub-frames.  

Whereby each frame is decomposed into a set of sub-frames, and each sub-frame is 

evaluated through a single Markov model state transition.  The integrity of the actual 

frame will depend upon the integrity of each sub-frame.  State transition probabilities are 

derived from observing the sub-frame error statistics of a wireless system.  Therefore, 

the wireless system must be able to produce accurate sub-frame statistics so that the 

MM-PHY can be formed properly.  The actual procedure for generating the transition 

probabilities from sub-frame statistics will be discussed later in this document.  The 

logical operation of the MM-PHY is shown in Fig. 14.  As with the TAMU-PHY, this 

module must also account for idle time between transmissions.  Any occurrence of the 

‘bad’ state during a sub-frame transmission time will result in an entire frame error.  The 

MM-PHY is extremely efficient and requires minimal computational load, making it 

very attractive for most network simulations that desire to observe protocols in the 

presence of fading. 
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Fig. 14 Sub-frame Operation of MM-PHY Module 

 

4.  RLM-PHY 
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‘non-fade’ state to be in error.  In the RLM-PHY, all frames transmitted during the ‘non-

fade’ state have a fixed probability of error equal to fer.  The logical operation of the 

RLM-PHY is presented in Fig. 15. 

 

Fig. 15 Logical Operation of RLM-PHY Module 
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‘expiration’ of a state can occur during an idle period or during a frame transmission.  

Each sub-frame is evaluated for integrity according to the current state of the module, 

where in the ‘fade’ state the sub-frame is always in error and in the ‘non-fade’ state a 

sub-frame error occurs with probability = fer.  The sub-frame operation of the RLM-

PHY is described in Fig. 16. 

 

 

Fig. 16 Sub-frame Operation of RLM-PHY Module 
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5.  3SRLM-PHY 

 The three-state run-length model (3SRLM) is an extension of the RLM, with a 

new ‘transition’ state.   The transition state better models the fading process by allowing 

the representation of a degraded SNR that is not necessarily a deep fade.  For tractability, 

the transition state is modeled by a two-state Markov model.  The operation of the 

3SRLM-PHY is a simple combination of the MM-PHY and the RLM-PHY.  As with 

previous models, the 3SRLM operates upon sub-frames and accounts for idle time 

between transmissions.  The logical operation of the 3SRLM-PHY is shown in Fig. 17.   

The model begins in the ‘non-fade’ state and remains for a duration of sub-frames 

prescribed by a realization of the random variable NF.  All sub-frames transmitted 

during the ‘non-fade’ state are unaltered and no errors occur.  Upon expiration of the 

‘non-fade’ state, the 3SRLM-PHY moves into the ‘transition’ state and remains for a 

duration of sub-frames according to the random variable T.  The ‘transition’ state is 

composed of two ‘sub-states’ called ‘good t’ and ‘bad t’, where the relationship between 

the sub-states is defined by a two-state Markov model.  The initial sub-state is chosen 

randomly according to a desired transition state probability of error (Tfer).  Each instance 

of a sub-frame will cause the two-state Markov model to attempt a transition that might 

result in a sub-state transition between ‘good t’ and ‘bad t’.  The integrity of each sub-

frame in the transition state is found exactly as in the MM-PHY with the ‘bad t’ sub-

state resulting in a sub-frame error with probability one and the ‘good t’ sub-state 

resulting in no error with probability one.  Upon expiration of the transition state, the 

3SRLM enters the ‘fade’ state and remains for a duration of sub-frames according to the 
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random variable F.  All sub-frames transmitted during the ‘fade’ state result in errors.  

Upon expiration of the fade state, the 3SRLM returns to the non-fade state and the cycle 

continues.  The detailed sub-frame operation of the 3SRLM-PHY is shown in Fig. 18.  It 

should be noted that the theory behind this model and its structure is presented in 

Chapter V, along with a method of parameter estimation to match specific frame error 

statistics.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 17 Logical Operation of 3SRLM-PHY Module 
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Fig. 18 Sub-frame Operation of 3SRLM-PHY Module 
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Advance process by ‘A’  
Sub-frames: 

 
A=round((current_time  

– last_time) * fs) 

Determine number of 
sub-frames = N 

 
Round((frame_size)/296) 

-  Previous State 
-  Sub-frames left 

 

Inputs 
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D.  Summary 

 

 This chapter began by describing of the origins of the network simulation tool 

called ns2.  A functional description is included in this chapter along with a brief 

example script.  Four physical layer channel modules are presented in this chapter.  Each 

module contains a functional description of the process employed to determine the 

integrity of a transmitted frame.  The origins of the modules and parameter estimation 

for the MM-PHY, RLM-PHY and 3SRLM-PHY will be presented in Chapter V.   
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CHAPTER IV 

 

MARKOV MODEL CHANNEL APPROXIMATION 

Since most networking protocols perform observations at the ‘packet level’, there 

is considerable interest in focusing upon the block-error statistics of wireless channels.  

The intricate dependency of networking protocols upon the performance of the wireless 

channel motivates investigating the sensitivity of wireless network performance to 

higher-order block error statistics.  In recent years, significant advances have been made 

in forming simplified Markov Models that approximate some key block error statistics of 

Rayleigh fading channels.  These models are extremely efficient and require very little 

processing overhead to implement.  However, in some fading environments, the two-

state Markov Model channel approximation is inadequate and should be avoided. 

The two-state Markov model channel approximation for the block error statistics 

of a flat Rayleigh fading channel has been well documented in the literature [14], [40], 

[41], [42], [43].  Wang [40], [41] presents an argument for using a Markov model to 

simulate a Rayleigh envelope random process.  This argument was advanced through the 

publications of Zorzi, Rao, and Milstein [14], [42], [43].  Currently, there exists a set of 

work exploring the use of a computationally efficient channel model, which exhibits 

representative block error statistics of a single path Rayleigh fading channel.  

The two-state Markov approach to modeling the frame error process of a wireless 

physical layer seems to enjoy wide acceptance among the networking community.  This 

is evidenced by the large number of recent publications that have used a Markov model 
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channel approximation to study various network issues, e.g. [1], [2], [3], [4], [5], [9], 

[10], [11], [12], [13], [15], [44], [45], [46], [47], [48], [49], [50], [51], [52]. 

As summarized by Rao [53], network simulations are sensitive to the higher 

order statistics of error processes, such that the effects of fading at the physical layer 

have repercussions at progressively higher layers of the networking protocol stack.  Due 

to the rapid acceptance of this channel approximation, there is a need to identify the 

appropriate, and more importantly inappropriate, conditions under which the two-state 

Markov Model should be employed.   

First, this chapter covers the justifications for using a two-state Markov model to 

approximate the frame error process of a communication scheme operating over a flat 

Rayleigh fading channel.  Next, results are presented as to the proper implementation of 

the two-state Markov model including arguments for simulating a random process using 

sub-frames.  The statistics of the approximate channel are then compared to those 

gathered from the actual channel.  Finally, the chapter concludes by quantifying the 

impact of employing a two-state Markov model through the use of network simulations. 

 

A.  Markov Approximation of Flay Rayleigh Fading 

 

Much work has been conducted on the area of wireless network channel 

modeling.  Recently, flat fading channel approximations using two-state Markov models 

have commanded the majority of the attention in this area.  The term fading is used to 

describe a rapid fluctuation of a radio signal’s amplitude over a short time period.  
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Fading is the result of interference between two or more versions of a transmitted signal 

arriving at a receiver.  The time difference between arrivals plays an important role in 

channel modeling for wireless communications.  When the temporal dispersion is small 

compared to the transmitted symbol period, the channel is said to exhibit flat fading.  

Flat fading alters the received symbol but will not induce inter-symbol-interference.  

These fluctuations are often modeled as a Rayleigh or Rician distributed random 

processes.  Jakes’ [25] original work is one of the most heavily cited references on the 

generation of a Rayleigh fading process. 

The study of the finite-state Markov channel originates from the two-state 

(Markov) channel known as the Gilbert-Elliott channel [54].  In this channel model, the 

states correspond to specific channel conditions.  In general, the states can be viewed as 

binary symmetric channels with given crossover probabilities of ‘0’ and ‘0.5’.  

Therefore, the Gilbert-Elliott channel represents either a perfect or corruptive channel 

environment.   Owing to its simplicity, the Gilbert-Elliott channel was utilized by early 

network simulations without proof of its appropriateness. 

Wang [40] advanced the notion of a flat fading process being appropriately 

modeled as a Markov process through the use of mutual information between successive 

fading samples.  The flat fading process is often modeled as a multiplicative complex 

function, α(t), with unit energy and a covariance function, defined as  

( ) ( )( ) ( )( )[ ],* µαµταταα −−+= ttEC    (4.1) 
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where µ=E[α(t)].  The special case of µ=0, produces a Rayleigh distribution for the 

envelope of the fading statistic α(t).  In the literature, it is widely acceptable to model the 

random process α(t) with a band-limited, non-rational spectrum defined as [26]  
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This spectrum corresponds to the covariance function  

( ) ( ),20 τπταα DfJC =      (4.3) 

where J0(*) is a zero-order modified Bessel function of the first kind.  It can be noted, 

that the correlation properties of a random process, thus defined, will greatly depend 

upon the normalized Doppler frequency fDτ.  As the mobile experiences significant 

normalized Doppler shifts, the correlation between successive samples becomes less and 

the mobile is said to experience “fast” fading.  The alternative, “slow” fading, is a 

product of insignificant normalized Doppler shifts owing from a slowly varying channel 

that produces significant correlation in the fading process.  Wang [40] develops an 

approach to evaluating the relative value contained in past samples of a Rayleigh fading 

process by examining the mutual information between samples.  Specifically, Wang 

suggests the mutual information in sample Ri provided by the sample Ri-2 with full 

knowledge of Ri-1, or I(Ri;Ri-2|Ri-1),  is insignificant when compared to the mutual 

information of Ri and Ri-1, or I(Ri;Ri-1).  A metric is formed and defined as  
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where ζR is a measure of the value in knowing the previous sample with respect to the 

value of knowing the current sample in forming the future realization.  In fact, a small ζR 

indicates that knowledge of a single past sample (Ri-2) is insignificant when compared to 

knowledge of the current state (Ri-1) when forming the next realization (Ri).  The mutual 

information argument is the foundation for justifying the use of Markov models to 

approximate the performance of flat Rayleigh fading channels. 

In [41], Wang stresses the importance of Markov state-transition probabilities 

upon the simulated channel’s capacity and cautions that the use of Markov channel 

models with incorrect transition probabilities will cause significant errors in the channel 

capacity and thus cause erroneous results.  To better match realistic values to Markov 

model channels, a two-state model was evaluated and parameters defined in [42].  Zorzi, 

Rao and Milstein provide a method of choosing the transition probabilities for a simple 

‘first-order Markov Model’ to approximate the frame-error statistics of a flat Rayleigh 

fading channel.  Since network protocols operate on the success or failure of frames, not 

bits, it follows that frame error statistics are of more importance than bit error statistics 

when evaluating the performance of networking protocols.  To this extent, a new random 

process, β(t), is generated as a function of the Rayleigh fading process α(t), as  

( ) ( )( ).tt αϕβ =      (4.5) 

In the scheme presented in [42], the block β I is successfully received if |αI|2>1/F, where 

F is called the fading margin.  The random process β(t) can be argued to be 

approximately Markov through evaluations of mutual information contained in previous 
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samples.  The quantity ςβ was defined and evaluated in [42] as a measure of the Markov 

model approximation’s “goodness”. 
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The literature shows that ςβ is in fact <<1 for “slow” fading, thus suggesting the first-

order Markov approximation is adequate for representing the block error process of a flat 

Rayleigh fading channel.  One significant issue in this approach is the determination of 

the fading margin ‘F’, as it depends upon the communication scheme.  An approach, 

suggested in [43], disregards the fading margin value and forms the transition 

probabilities of a two-state Markov model from block error statistics generated through 

simulating a communication scheme.   

 

B.  Proper Modeling of a Two-State Markov Model 

 

This section provides some detail on the two-state Markov model channel 

approximation and how its transition matrix is defined.  Start by defining a memoryless, 

homogeneous, irreducible and recurrent non-null two-state Markov process defined by 

the transition probabilities (see Fig. 19) 
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where p is the probability of a successfully transmitting a frame given the previous 

frame was successfully transmitted, and 1-q is the probability of successfully 

transmitting a frame given the previous frame was in error.   

 

 

 

 

 

 

 

Fig. 19 Two-state Markov Model 

 

Minor evaluation of the above transition probabilities results in the steady-state error rate 

(ε) of this model, 

.
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1
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p
−−

−
=ε      (4.8) 

The quantities of ε and average burst error length can be computed from any 

arbitrary communication scheme by observing the block error statistics produced while 

operating over a flat Rayleigh fading channel.  Where ε is set to be the average frame 

error rate produced by the simulation and 1/(1-q) is set equal to the average burst error 

length.  With the knowledge of ε and 1/(1-q), the calculation of the remaining transition 

probability p is trivial, 
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and therefore fully defines the two-state Markov model channel approximation.  One 

should note, the frame statistics will be dependent upon frame size – and thus the 

transition probabilities will also depend upon frame size. 

 

1.  Independent vs. Correlated Fading Processes 

Flat fading will produce time-correlated losses of signal such that multiple 

successive samples will be affected.  Some network simulations assume that traffic is 

periodic and encounters nearly independent fading samples.  This greatly simplifies the 

modeling of fading by ignoring any dependence upon time; however the two-state 

Markov model generates a correlated random process and thus does not perform 

independent fading.  Care should be taken to avoid improperly modeling independent 

fading with a Markov model.    The magnitude of a flat Rayleigh fading process is 

presented in Fig. 20 to illustrate the temporal correlation of fading samples. 

As motivation for pursuing the use of modeling fading as a correlated random 

process instead of using a white process, results are presented from network simulations 

using both techniques.  A simulation was conducted with one node sending data to a 

second node employing an 802.11b communication scheme across two channels.  The 

first channel performs independent fading upon every transmitted frame.  The second 

channel performs a fading process whereby successive transmissions will tend to 

experience a similar fading environment.   
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Fig. 20 Example Flat Rayleigh Fading Process 

 

Fig. 21 and Fig. 22 quantify the effects of ignoring fading correlations upon 

throughput in a two-node network operating over a wireless channel.  As depicted in the 

Fig. 21, the independent fading assumption will tend to overestimate the throughput of a 

network simulation employing the user data gram (UDP) transport protocol.  

Furthermore, a simple fixed frame error rate (FER) was matched to the independent 

fading case and produced similar results.  A similar simulation was performed for the 

case of transport control protocol (TCP) and the results are presented in Fig. 22. 
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Fig. 21 UDP – Independent vs. Correlated Process Fading 
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Fig. 22 TCP – Independent vs. Correlated Process Fading 
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The impact of improperly modeling fading as an independent process is to overestimate 

the network throughput, motivating the use of fading processes within network 

simulations.  The following section will explore the proper method of implementing the 

two-state Markov model as a random process within network simulations. 

 

2.  Sub-Frame Analysis 

Each state of the two-state Markov model represents the channel results from the 

transmission of a single fixed-length frame operating at a constant signal-to-noise ratio 

(SNR) across a specific communication scheme.  The desired ‘representative’ Markov 

model will, at best, approximate the frame error process of fixed-length frames, where 

each state transition represents the elapse of a fixed amount of time.   Network 

simulations involve variable frame sizes and must account for the proper temporal 

progression of the representative frame error process.   

Another issue involving the fixed length error process is the progression of time 

between the transmissions of frames.  Network simulations should account for idle time 

between transmissions, such that successive frames transmitted with a significant time 

gap between them should experience roughly independent fading.  To account for the 

inequities of a fixed-length frame, we propose to utilize sub-frames.  Our approach 

models the performance of small ‘sub-frames’ to define the representative two-state 

Markov model.  Therefore, the transitions within our Markov model represent the 

progression of a very small amount of time.  Consequently, the performance of frames 
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generated by network simulations can be analyzed through observing the appropriate 

number of sub-frames.  Time gaps between frame transmissions are similarly accounted 

for by advancing the process an appropriate number of sub-frames.  The use of sub-

frames allows network simulations to appropriately utilize the random process generated 

by a representative two-state Markov model. 

 

C.  Statistical Analysis of the Two-State Markov Approximation 

 

 The two-state Markov channel model can be designed to match the frame error 

rate (FER) and average burst error length (ABEL) of a communication scheme.  Both 

statistics have a decisive impact upon network performance, however it is not obvious 

that matching FER and ABEL is sufficient for describing the performance of networking 

protocols across a flat Rayleigh fading channel.  In this section, we examine this issue of 

sufficiency through a comparison of frame error statistics generated first from a 

communication scheme operating over a flat Rayleigh fading channel and second from 

the representative two-state Markov model.   

The wireless local area networking (WLAN) protocol 802.11b was chosen for 

this comparison due to the intense interest within the networking community.  Although 

802.11b was chosen for our simulations the same approach readily applies for other 

communication schemes of interest.  The 802.11b physical layer communication 

scheme, as described by [43], is used to send fixed-length frames across a simulated flat 

Rayleigh fading channel.  Frame successes and failures from the simulation are recorded 
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and analyzed.  The FER and ABEL of the recorded data provide sufficient parameters, 

as discussed in section two, to produce the ‘representative’ two-state Markov channel 

approximation.   

The first step of this analysis involves generating a representative two-state 

Markov model for our chosen communication scheme of 802.11b.  As suggested in [42], 

fixed-length frames (matching the sub-frame length of 296 bits) containing random data 

are generated, modulated and subjected to a flat Rayleigh multiplicative fading process 

with additive white Gaussian noise.  The Rayleigh fading process was created through 

the well-accepted time-domain technique described by [25], where each sample 

represents the fading encountered throughout the entire duration of the fixed-length 

frame.  Received frames are demodulated using a minimum distance detector, and the 

results from the received frames are recorded as a frame error process.   

The approximate Markov model was designed by simulating the communication 

scheme employing a fixed frame size of 296 bits sent across a flat Rayleigh fading link 

operating at 11Mbps with various SNR.  The simulated fading processes were generated 

using Doppler frequencies of 100Hz and 10Hz.  The relative fading speeds represented 

by the above frequency shifts (for a device operating at 2.45GHz) are ~12.24 and 

1.23m/s.   

 Next, the frame error processes, from the above simulations, are analyzed for the 

frame error rate ε and the average block error length (1/r).  The transition probability p is 

then solved, and a two-state Markov model is formed to approximate the frame error.  

The representative two-state Markov model is simulated and its frame error process is 
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analyzed for higher order statistics.  The results are compared against those of the 

communication scheme and are presented below in parts A and B.  

 

1.  Results of FER and ABEL 

The analysis focuses upon the accuracy of the Markov model statistics for the 

Doppler frequencies of 100Hz and 10Hz with a signal to noise ratio of 5-20dB and a 

fixed-length sub-frame size of 296 bits.  As designed, the Markov model almost exactly 

replicates the FER and ABEL of the 801.11b communication scheme. 

While the Markov model channel matches some key frame error statistics, there remains 

doubt as to the sufficiency of matching FER and ABEL for evaluating networking 

protocols.  For example, the transport control protocol (TCP) will seek to adjust the rate 

of transmission by monitoring packet loss and roundtrip travel time (RTT).  Therefore, 

frame errors that are masked by the Medium Access Control (MAC) of the 802.11 

protocol stack would not cause packet errors observable by TCP.  This provides 

motivation for understanding the block error length statistics of any ‘approximate’ 

channel model.  

 

2.  Variance of Burst Error Length 

The length of a burst error will often determine to what extent networking 

protocols are affected.  A short duration channel burst error can often be overcome by 

retransmission at layer two of the OSI model.  Longer duration burst errors will often 

results in a dropped packet causing perceptible errors in the transport layer.  It is 
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therefore desirable to match the burst error length statistics for channel approximations.  

The model developed in section two is designed to exactly match the average burst error 

length and frame error rate for a given communication scheme, however it does not 

necessarily match the higher order statistics.  But, is the variance in burst error length an 

important parameter in determining performance of networking protocols? 

Consider the following hypothetical channel in which the first N-1 burst error 

lengths contain only a single frame error while the final burst error length contains N*9 

burst errors.  This hypothetical burst error channel will yield an average burst error 

length of ~10 frames.  Given that the MAC/DLL can overcome a single frame error, this 

hypothetical scheme would allow TCP to achieve and sustain a very high transmission 

rate until the final burst error.  The Markov model that matches the FER and ABEL of 

the hypothetical channel will contain an ABEL of ~10 frames.  If the variance in burst 

error length of the representative two-state Markov channel is modest, burst errors will 

tend to contain multiple frame errors.  Multiple frame errors will often trigger packet 

errors, thus reducing the achievable transmission rates of TCP.  In this hypothetical 

channel scenario the Markov channel will tend to underestimate TCP performance.  It is 

obvious that our hypothetical, and entirely unrealistic, channel would not be well 

approximated by the two-state Markov model; however, its relevance is simply to 

emphasize the need for accurately modeling the variance of burst error length.   

In certain realizations of 802.11b operating in a flat Rayleigh fading channel, the 

variance of burst error length is quite high.  When modeled by a representative two-state 

Markov process, we have discovered that the variance of burst error length is very 
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modest and thus results in a more evenly distributed burst error length.  In fact for low 

SNR, the VBEL due to a flat Rayleigh fading channel tends to exceed the VBEL for its 

representative two-state Markov model.  This effect is exaggerated for slow fading.  Fig. 

23 and Fig. 24 reveal the accuracy of the two-state Markov channel model in matching 

the VBEL of 802.11b operating in a flat Rayleigh fading channel for the Doppler 

frequencies of 100Hz and 10Hz. 

 

Fig. 23 Sub-Frame Error Statistics Comparison for fd=100Hz 

 

It is obvious from the graphs above that a two-state Markov model cannot 

produce a frame error process that tracks the variance in burst error length of the actual 

frame error process.  However, it is not obvious that a difference in VBEL will alter 
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network performance.  In the next section, the impact of improperly modeling the VBEL 

of the frame error statistics will be explored. 

 

Fig. 24 Sub-Frame Error Statistics Comparison for fd=10Hz 

 

D.  Network Simulations 

  

In an attempt to quantify the sensitivity of network simulation performance to 

variations in VBEL, we consider the performance of a wireless link transmitting data at 

various rates across a flat Rayleigh fading channel.  The network simulator ns2 was 

altered to simulate the physical layer at a symbol level for each packet transmission.  A 

new module was created to simulate the 802.11b baseband equivalent modulation, 

demodulation and transmission through a time sensitive flat Rayleigh fading process.  
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The scheduler clock instance relays simulation time to the module which then advances 

the fading process accordingly.  Through this effort, we obtained a very thorough, and 

computationally intense simulation of 802.11b performance over a flat Rayleigh fading 

channel.  Simulations were conducted for the Doppler frequency of 100Hz and SNR of 7 

and 15dB, relating to the cases where VBEL deviated and converged for sub-frame 

results of section four.  The simulations were conducted using the 802.11b MAC 

protocol and both TCP Reno and UDP transport protocols.  

Additionally, a module was generated to simulate the two-state Markov model 

channel approximation described in section three.  The Markov transition probabilities 

were set to match the FER and ABEL obtained in part B (of section four) for the 

normalized Doppler frequency and SNR stated above.  The results indicate that for the 

case of similar VBEL, the Markov model is a reasonable approximation.   

A simple two-node network is employed with one node sending application data 

packets of 512 bytes to the other through an 802.11b link.  The wireless link is modeled 

using both the flat Rayleigh fading module and the representative Markov model 

module.  The sending rate was altered between 100kbps to 5Mpbs, and each simulation 

was analyzed for throughput and the results are presented as throughput vs. offered load.  

Fig. 25 depicts performance differences for the case of SNR = 7dB and fd=100Hz, 

quantifying the impact of improperly modeling the VBEL. 

As shown, there is a noticeable performance difference indicating that the 

Markov model is an inadequate approximation for this particular scenario.  The 
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performance differences for the case of SNR = 15dB and fd=100Hz is presented in Fig. 

26; where the VBEL was similar in the sub-frame analysis. 

 

 

Fig. 25 Throughput Difference at SNR=7dB for Doppler fd=100Hz 

 

The results indicate that the appropriateness of using a two-state Markov model 

to simulate flat Rayleigh fading is directly linked to the model’s ability to adequately 

match the higher-order block error statistic of VBEL.  
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Fig. 26 Throughput Difference at SNR=15dB for Doppler fd=100Hz 

 

E.  Summary 

 

This chapter reviewed the process of generating a representative two-state 

Markov channel approximation for a flat Rayleigh fading channel.  The model was 

applied to the communication scheme of the popular 802.11b wireless LAN standard.  

We then analyzed the resulting block error statistics from both the communication 

scheme and the approximated channel model.  The sufficiency of FER and ABEL for 

defining a communication scheme operating in flat Rayleigh fading was challenged and 

a new statistic was suggested as offering insight into the appropriateness of the two-state 
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channel model.  The statistic, variance of block error length, was shown to be drastically 

different between the two schemes in the case of moderate SNR.  Furthermore, network 

simulations were conducted to quantify the effects of employing a two-state Markov 

model for the WLAN standard 802.11b. 

This chapter demonstrates that at low to moderate SNR, the Markov Model does 

not adequately portray the VBEL of a flat Rayleigh fading channel.  Furthermore, it 

quantified the importance of this key block error statistic through detailed wireless 

network simulations.  This chapter advances the understanding of the appropriate 

environments under which the two-state Markov Model is a suitable approximation of a 

flat Rayleigh fading channel and provides insight into a key block error statistic 

unacknowledged in previous works. 
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CHAPTER V 

 

INNOVATIVE LOW COMPLEXITY CHANNEL APPROXIMATIONS 

A.  Overview 

 

 In this chapter, new low complexity channel models are developed to 

approximate a flat Rayleigh fading channel for wireless packet data networks.  The new 

models are analyzed for their appropriateness in approximating the frame error statistics 

generated from a CCK modulated signal operating over a flat Rayleigh fading channel.  

Three new models are presented each containing multiple variations.   

The first model is an extension of the current two-state Markov model to ‘N’ 

states.  By including additional states with a very limited transition matrix, some higher 

order statistics can be matched through the use of an N-state Markov model.  It is 

discovered that the additional computational complexity of the N-state Markov model 

outweighs the improvements achieved in matching frame error statistics. 

The second low complexity model is a unique deviation from the traditional two-

state Markov model.  The ‘Run Length Model’ (RLM), as it’s called, alternates between 

a fade and non-fade state, but remains in each state for a variable length of time.  When 

the duration of a state expires, the model always transitions to the opposite state.  

Additional degrees of freedom are achieved in the RLM by assigning durations 

according to a random variable with predetermined statistics.  Variations are presented in 
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this chapter for assigning values to the RLM parameters.  Of the variations, the most 

accurate requires knowledge of the frame error statistics. 

The final low complexity model presented is a combination of the RLM and the 

two-state Markov model called the ‘Three State Run Length Model’ (3SRLM).  This 

model adds a transition state between the faded and non-faded states of the RLM.  The 

3SRLM contains a two-state Markov model for the transition state.  The addition of the 

third state, allows the 3SRLM to match both frame error statistics and good-run length 

statistics.  The statistical performance of this model is outstanding when compared to the 

previous models. 

This chapter will explain the operation, parameter estimation and frame error 

statistical performance of: the N-state Markov model approximation, the Run Length 

Model channel approximation and the 3SRLM channel approximation.   

 

B.  ‘N’-State Markov Model Channel Approximation 

 

 The N-State Markov model is a natural extension of the popular 2-state Markov 

model.  Through the addition of extra states, the new N-state model is more capable of 

emulating higher order frame error statistics.  In this model, each state represents a series 

of past frame realizations as well as the current frame realization.  The binary output of 

‘good’ or ‘bad’ frame realizations results in a very sparse state transition matrix for the 

N-state Markov model channel approximation.  Transition probabilities for this model 

are set by using the sample transition matrix of a representative frame error process.  The 
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N-state Markov model is presented in this section with example performance given for 

N=4, 16, 64 and 128. 

 

1.  ‘N’-State Markov Model Architecture 

In this model, each state represents the current frame realization as well as 

log2(N)-1 past frame realizations.  The frame realization is a binary random variable 

with ‘0’ representing a successful frame transmission and a ‘1’ representing a frame 

failure in the wireless link.  By increasing the number of states, this model introduces 

additional transition probabilities and should better model the higher order statistics 

encountered in a flat Rayleigh fading channel.  As a means of explanation, the 4-state 

Markov model is presented in this section. 

The 4-state Markov model’s state represents the current frame realization as well 

as a single past frame realization as 
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The term π i,j represents the probability of transitioning from state ‘i’ to state ‘j’.  It is 

obvious that some transitions are impossible, for example transitioning between states 

two and one in a single step.  Since each state contains a single new binary frame 

realization, there is only two possible transitions from any state.  Therefore the transition 

matrix will contain only 2N non-zero transition probabilities. 

 The N-state Markov model, as described, is completely defined by the transition 

matrix and thus requires the estimation of 2N parameters to define the model.  One 

approach to estimating these parameters is to form a probability mass distribution 

(PMD) for state transitions from a representative error process, that is an error process 

generated from sending frames across a flat Rayleigh fading channel. 

 Once all state transitions are known, the model operates by choosing an initial 

value (by state probability or from a static choice) and then transitioning between states 

according to the state transition matrix.  Each new state will contain the current value of 

a frame realization and thus indicate the success or failure of a frame. 

 

2.  ‘N’-State Markov Model Parameter Estimation 

As stated in the previous section, 2N transition probabilities are required to fully 

characterize the N-state Markov model, as presented in this chapter.  As with the two-

state Markov model, the choice of these transition probabilities is based upon a 

representative frame error process.  Simulating the baseband modulation, transmission 

and detection of frames across a channel with a flat Rayleigh process can generate such a 

frame error process.  This approach is time consuming and requires intimate knowledge 
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of the physical characteristics of modulation and detection, which is not necessarily 

prevalent in the networking community.   

Once a representative frame error process is acquired, the N-state model 

parameter estimation will identify all the ‘log2(N)’ frame states in the process.  Each 

sample frame after the (log2(N)-1)th will represent a single state.  Thus a frame error 

process of length ‘M’ will contain (M - log2(N) +1) states.  After the state process has 

been formed, the transition PMD can be formed and discrete transition probabilities 

assigned.  This process is represented pictorially in Fig. 27 for an example of the 4-state 

Markov model. 

 

Frame error process:  000111101010001110  (18 realizations) 

States:   -11344423232113442  (17 states) 
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Fig. 27 Example PMD Calculation for a Frame Error Process 

 

3.  ‘N’-State Markov Model Performance 

A frame error process, generated by CCK modulated frames traversing a flat 

Rayleigh fading wireless link, was used to determine the PMD of state transitions for the 
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N-state Markov model channels with N=2, 4, 16, 64 and 128.  Each N-state Markov 

model was then used to generate a frame error process.  The models’ resulting frame 

error processes were analyzed for frame error rate (FER), average burst error length 

(ABEL) and variance in burst error length (VBEL).  As shown by Fig. 28 – Fig. 31, the 

higher order statistic of VBEL was better matched by increasing the number of states. 
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Fig. 28 Frame Error Statistic Comparison for the 4-state Markov Model  
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Fig. 29 Frame Error Statistic Comparison for the 16-state Markov Model 
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Fig. 30 Frame Error Statistic Comparison for the 64-state Markov Model 
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Fig. 31 Frame Error Statistic Comparison for the 128-state Markov Model 

 

The case of the N=2-state Markov model produces frame transition probabilities 

of p=.9960 and q = .8823, exactly matching the values obtained when using (4.8) and  

(4.9) for ε =.2240 and 1/(1-q)=8.4995, relating to the values of frame error rate and 

average FEL of the approximated CCK performance.  Thus the N=2-state Markov model 

produces an estimate of the values derived in chapter 4 for the 2-state Markov model. 

The case of the 16-state Markov model, shown in Fig. 29, has better matching of 

VBEL at high SNR but is incapable of matching the desired VBEL at lower SNR. 

The 64-state Markov model shows drastic improvement over the 2-state Markov model 

by matching the VBEL for SNR>~10dB as shown in Fig. 30. The 128-state Markov 
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model matched the VBEL for SNR>~8dB, but required significant computational 

complexity and long run-times to generate.  This simulation, however, did not match the 

lower order statistics as accurately as the 64-state model as shown in Fig. 31. 

Increasing the number of states in the Markov model allows the low complexity 

N-state Markov model channel approximation to better match higher order statistic of 

VBEL than the traditional two-state Markov model.  While the VBEL is an indicator of 

matching higher order statistics, a more insightful comparison can be made through 

examining the probability mass distributions (PMD) of frame error duration generated 

by the N-state Markov model and those of CCK modulated frames transmitted over a 

flat Rayleigh channel.  As shown in Fig. 31, the N=128-state Markov model provides a 

close approximation of the frame error statistics of FER, ABEL and VBEL, however it 

remains a Markov model and will follow an exponential distribution for frame error 

durations greater than ‘N’.   
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Fig. 32 Comparison of Frame Error Duration PMD for CCK vs. N=128-state MM 
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Fig. 33 Comparison of Good Frame Run Duration PMD for CCK vs. N=128-state MM 
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The PMD shown in Fig. 32 clearly indicates the N=128 state Markov model distribution 

contains an excessively heavy tail.  The PMDs in Fig. 32 were formed with over 450,000 

frame error durations equating to ~3.8 million frames for a SNR=10dB.  Fig. 33 shows 

the comparison of good frame run duration or the amount of frames received in 

succession without error.  Both probability mass distributions were formed from over 

250,000 good frame runs.  Even at 128 states, the N-state Markov model channel 

approximation does not accurately represent the PMD of frame error duration or good 

frame run duration.  Other drawbacks of the N-state Markov model include: 

• Ever increasing memory/processor utilization with larger values of ‘N’, as the 

transition matrix grows by N2. 

• The method describes in this chapter does not provide a method for choosing an 

appropriate value of N. 

• After the Nth state, the model must contain an exponential distribution for frame 

error duration, which may or may not match the PMD of a generic frame error 

process. 

Due to these drawbacks and the uncertainty of choosing the correct value of ‘N’ for an 

arbitrary scheme, the N-state Markov model channel approximation is not considered a 

substantial replacement for the two-state Markov model’s inadequacies.  One very 

attractive characteristic of the N-state Markov model is its generic structure.  The 

network performance of the N=128 state Markov model channel approximation is 

included in Chapter 6. 
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C.  Run-Length Model (RLM) 

 

 Frames traversing a wireless link are received either with or without errors.  The 

popular two-state Markov model assumes that frame errors only occur when the channel 

is in the faded state.  This assumption does not hold true for low signal-to-noise ratios, 

where errors frequently occur in the un-faded state.  Another issue with the two-state 

Markov model is found in the lack of variability in the duration of fades.  In fact, the 

duration of fade lengths is an exponential distribution for the two-state Markov model.  

Rice [55] developed a method for approximating the distribution of fading time intervals 

for a Rayleigh process.  The conditional PDF that a Rayleigh process R(t) crosses a 

certain level ρ for the first time in the interval (t1+τ, t1+τ+dτ) with positive slope, given 

a crossing downward through ρ at time t=t1 is represented as f(τ ; ρ).  Rice’s 

approximation to this density was later articulated in [56] (for the case of ρ<<1) as  

( ) ( ) ( ) .
1

1
2

);( 10

2















 +−=

−

uI
u

uI
T

eu
f

R

u

ρ
π

ρτ    (5.4) 

Where TR(ρ) is the average time duration a Rayleigh process remains below a threshold 

ρ, and In(-) denotes the nth-order modified Bessel function of the first kind and 

u=2[TR(ρ)/τ].  Here, the average fade duration can be calculated [26] from the threshold 

ρ and Doppler frequency fd as  
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It is informative to compare the approximation (5.4) against a sample PMD of f(τ ; ρ).  

As shown in Fig. 34, the analytically derived approximation contains a significantly 

heaver tail than the sample PMD.  
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Fig. 34 PMD of f(τ ; ρ) vs. the Approximation (5.4) 

 

The disparity in fade-length distributions between the approximated PDF (5.4) 

and the sample PMD motivates the use of sample statistics in future models.  The 

drawbacks associated with the N-state Markov model channel approximation and the 

disparity in (5.4) motivate the creation of a new channel model that can more accurately 

predict the higher order statistics of the fading channel using sample distributions.  One 

such model is the run-length model. 
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1.  Run-Length Model Architecture 

The run-length model overcomes the previously stated deficiencies of the N-state 

Markov model by allowing frame errors to occur in the non-faded state, and by 

attempting to match some of the statistical parameters of the fade-length distribution for 

a Rayleigh fading process.  This model, Fig. 35, makes a fundamental departure from the 

Markov model by removing all variability from state transitions and instead varying the 

time duration spent in states.  An arbitrary threshold ρ is chosen such that below this 

magnitude, a Rayleigh process is said to be in a faded state and above this threshold it is 

said to be in a non-faded state.  With this definition, the Rayleigh fading process will 

transition between the two states with probability one, meaning at the conclusion of a 

non-fade state the Rayleigh process will enter into a fade state with probability one and 

vice versa.   

 

 

 

 

 

Fig. 35 RLM State Diagram and Transition Probabilities 

 

While in the non-fade state, the run-length model will allow independent frame 

errors to occur with a probability of fer.  The fade state will produce frame errors with a 

probability of one.  The duration of each state will have a probability density function to 

Non-faded State 

Faded State 

πnf,f=1 πf,nf=1 
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match some of the attributes of a Rayleigh process.  Although simple in theory, the run-

length model adds significant variability unachievable through the two-state Markov 

model.  The RLM, as shown in this chapter, can be directly tied to specific physical layer 

properties such as modulation, coding and receiver techniques. 

 

2.  Run-Length Model Parameter Estimation and Performance with  

Respect to Physical Layer Properties 

Parameter estimation is a challenge for the run-length model, as many different 

values are required to specify the operation of this model.  The first, and most obvious, 

parameter is the non-fade probability of frame error, fer.  Next, the duration of both the 

non-fade and fade states must be defined to approximate, in some sense, the duration of 

state lengths observed on an actual Rayleigh process.  This variation of the RLM sets 

parameters according to the modulation, coding, demodulation and frame size employed 

across the wireless channel.  One goal of parameter estimation for the run-length model 

is to define a method of choosing parameters given only the performance of the physical 

layer and coding scheme in AWGN, and the Doppler frequency of the flat Rayleigh 

fading channel.   

One early attempt at parameter estimation sets the fer and threshold ρ according 

to the physical layer bit-error rate (ber) and the frame length Lf in bits.  This approach 

offers a method to directly calculate the fer as 

( ) .11 fLberfer −−=     (5.6) 
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Once the fer is known, the threshold defining the faded and non-faded states ρ must be 

calculated.  This early approach set a confidence metric P(succ | f) to measure the 

probability of a faded frame being received correctly.  Calculating ρ from the confidence 

metric requires knowledge of the physical layer performance across an AWGN channel.  

Assuming this invertible relationship is known and defined as  

( ),SNRPe ζ=      (5.7) 

one can form the threshold ρ with the assumption that the Rayleigh process has a unit 

energy through: 

( )( ) ,|1 /1 fLfsuccPber −=    (5.8) 

( ),1 berSNR −= ζρ     (5.9) 

( ) ,1−= SNRSNRρρ     (5.10) 

where the term SNR is the non-faded signal-to-noise ratio of the system. 

By defining these two parameters, one can simulate a Rayleigh process and 

observe the probability mass distribution (PMD) for the duration of fade lengths and the 

duration of non-fade lengths.   This is accomplished through simulating a Rayleigh 

process, where the faded state occurs whenever the magnitude of the fading process 

drops below the threshold ρ.  Once the PMD of state durations is known, random 

variables must be constructed to approximate them.  Since the analytically derived 

distribution of fade lengths (5.4) contained excessively heavy tails (Fig. 34), an alterative 

approach was devised.  Well-known distributions were ‘fitted’ to a sample PMD (of fade 

lengths for a Rayleigh process) by matching the mean and variance of fade lengths.  The 
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gamma distribution fit well as shown in Fig. 36 and Fig. 37 for the cases of SNR of 

15dB and 10dB respectively. 

The density of run-lengths is approximated as a gamma distribution defined by 

(5.11) – (5.14).  In order to approximate the PMD of a Rayleigh process’ run-lengths, 

one should first define the faded state f and non-faded nf state’s mean and variance as: 

,duration  state-faded ofmean =fm     (5.11) 

,duration  state-faded-non ofmean =nfm    (5.12) 

,duration  state-faded of variance=fσ    (5.13) 

duration, state-faded-non of variance=nfσ    (5.14) 
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Fig. 36 PMD of f(τ ; ρ), Matched Gamma Distribution and  the Approximation (5.4) 

for the case of SNR=15dB 



94 

0 50 100 150 200 250 300
0

0.02

0.04

Sample PMD, 'matched' Gamma distribution and PDF Eq. @ SNR=10dB

PMD
Gamma dist
PDF Eq

10
1

10
2

10
-2

10
-3

10
-4

10
-5

Fade lengths in 296-bit Frames

PMD
Gamma dist
PDF Eq

 

Fig. 37 PMD of f(τ ; ρ), Matched Gamma Distribution and  the Approximation (5.4) 

for the case of SNR=10dB 

 

The gamma distribution parameters λ and α are completely defined with knowledge of 

the distribution’s mean and variance. 

 

a.  RLM Parameter Estimation Using Nominal SNR and Confidence Metric 

The parameter estimation method presented in this section operates by using a 

confidence metric and the CCK modulation format to define a threshold below which a 

Rayleigh fading process is considered to be in a fade.  The threshold is used to 

experimentally set the RLM parameters of fer, mf, mnf, σf and σnf.   



95 

The fist step in this method is to define a confidence metric according to the 

probability of successfully transmitting a frame given the model is in the faded state or 

P(succ|f).  This technique is illustrated by means of and example.  For the case of CCK 

modulation in the presence of flat Rayleigh fading, set the confidence metric to 

P(succ|f)=.001 for the case of SNR = [5..20dB] given the sub-frame size of 296 bits.  For 

each value of SNR, the following procedure is employed to achieve fer and ρ: 

( ) ,02276.001.1 296/1 =−=ber     (5.15) 
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( ) .4056.2 1−= SNRρ     (5.18) 

The value ρ is presented in the Fig. 38 for values of SNR = [5-20dB]. 
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Fig. 38 Threshold Value ρ vs. SNR 
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In this method of parameter estimation, fer is calculated directly from the 

modulation scheme operating over an AWGN channel at the nominal SNR.  For the case 

of CCK, the fer can be calculated directly from ber, approximated in (2.22), as  
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( ) .11 296berfer −−=      (5.20) 

The values of fer are presented in Fig. 39 for this example. 
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Fig. 39 Approximated Values of fer and ber for CCK in AWGN with 296bits/frame 

 

The next step in parameter estimation for this variant is to determine the mean 

and variance of both the faded and non-faded states.  Again the Rayleigh fading process 

is simulated and analyzed for the duration spent above (non-fade) and below (fade) the 
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threshold ρ.  The mean and variance of the durations spent in both the fade and non-fade 

states are computed and used to form the Gamma distribution parameters of λ and α as 

{ },,nffx
m

x

x
x ==

σ
λ     (5.21) 

{ }.,
2

nffx
m

x

x
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α     (5.22) 

The low complexity RLMv1, with parameters set as previously described, was 

used to generate a frame error process that is compared against the original CCK over 

flat Rayleigh fading frame error process in Fig. 40.  The two frame error processes are 

compared with respect to frame error rate (FER), average burst error length (ABEL) and 

variance of burst error length (VBEL).  The performance of a representative two-state 

Markov model’s frame error process is included for completeness.  As can be seen in 

Fig. 40, the observed frame error statistics (FES), ABEL and VBEL, of the RLMv1 are 

an extremely poor representation of the actual CCK FES.  The PMD of frame error 

durations and the PMD of good frame run durations for the RLMv1 are compared 

against those of the approximated CCK over Rayleigh channel in Fig. 41.  The 

comparison of PMD shown in Fig. 41 indicates that while the RLMv1 can track the 

slope of the frame error duration it cannot accurately represent the PMD of good frame 

run duration. 
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Fig. 40 Comparison of RLMv1, CCK and MM Frame Error Statistics 

0 50 100 150 200
10

-5

10
-4

10
-3

10
-2

10
-1

10
0

frame error duration

P
M

D

PMD of Frame Error Duration Comparison for SNR=10dB

CCK over Rayleigh
RLMv1

0 100 200 300 400 500
10

-5

10
-4

10
-3

10
-2

10
-1

10
0

good frame run duration

P
M

D

PMD of Good Run Duration Comparison for SNR=10dB

CCK over Rayleigh
RLMv1

 

Fig. 41 PMD Comparison of RLMv1 and CCK over Rayleigh for SNR=10dB 
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The inaccuracies of the RLMv1 parameter estimation can be contributed in part 

to the fer parameter.  In the case of CCK modulation over a flat Rayleigh fading channel, 

the frame error rate while the Rayleigh process was above ρ is dominated by the 

occurrences of low SNR at or directly above the threshold ρ.  The Rayleigh process will 

not be constant in the non-faded case and thus the model must account for the variability 

of the fading process when determining the fer parameter.  In the next version of 

parameter estimation for the RLM, fer is set through simulation of the physical layer in 

the non-faded state while operating across a flat Rayleigh fading channel.   

 

b.  RLM Parameter Estimation Using Confidence Metric and Simulated fer 

 This version of parameter estimation, RLMv2, operates exactly as before with 

the exception of the fer parameter.  In RLMv2, the parameter fer is set to the sample 

mean of the frame error rate for CCK operating across a flat Rayleigh fading channel, 

for the sub-set of samples that occur while the Rayleigh process is greater than the 

threshold ρ.  The resulting value is an approximation of the actual frame error rate for 

the non-fade state.  Applying the new fer parameters along with the ρ’s and gamma 

distributions from RLMv1, one can form a new run-length model.   

The low complexity RLMv2, with parameters set as previously described in 

version two, was used to generate a frame error process that is compared against the 

original CCK over flat Rayleigh fading frame error process in Fig. 42.  The two frame 

error processes are compared with respect to frame error rate (FER), average burst error 

length (ABEL) and variance of burst error length (VBEL).  The performance of a 
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representative two-state Markov model’s frame error process is included for comparison.  

In addition to the observed metrics of FER, ABEL and VBEL, the PMD of frame error 

duration and the PMD of good frame run duration is presented in Fig. 43 for the RLMv2 

and the approximated CCK over Rayleigh. 
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 Fig. 42 Comparison of RLMv2, CCK and MM Frame Error Statistics 
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 Fig. 43 PMD Comparison of RLMv2 and CCK over Rayleigh for SNR=10dB 

 

Simulation results (Fig. 42) show that by altering the parameter of fer, the run-

length model produces better estimations of model frame error rate (FER) at a cost of 

poorer performance in ABEL and VBEL.  The PMD results of Fig. 43 indicate the 

RLMv2 is able to better approximate the frame error durations and the good frame run 

durations.  These results indicate that although the 2-state Markov model is incapable of 

matching higher order frame error statistics, it might be preferable to the RLM.  This 

comparison is a bit misleading, because the Markov model requires knowledge of the 

frame error process statistics of FER and ABEL.  If we allow the RLM access to these 

parameters, the model can more accurately match the statistics of a frame error process. 
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3. RLM Parameter Estimation and Performance with  

Respect to Frame-Error Process Statistics 

The run-length model is analyzed for frame error rate (FER) and average burst 

error length (ABEL) in this section.  Knowledge of these relationships allows us to 

estimate the model parameters, resulting in greater accuracy in matching a frame error 

process’s statistics.  In this scenario, five unknown parameters describing the run-length 

model will be estimated with knowledge of the desired FER and ABEL.  Some run-

length parameters require the assumption that the frame error process was generated by a 

packet data network operating over a flat Rayleigh fading channel.  The analysis begins 

with the derivation of FEL and ABEL for the RLM. 

The RLM’s FEL is the overall average of frame errors and is comprised of the 

rate of errors in each state, scaled by the time spent in each state as 

( ) ( ) ( ) ( ) ( ).Pr|PrPr|PrPr fffenfnffefeFER +==   (5.23) 

The term fe is frame error, nf indicates the non-faded state and f indicates the faded state.  

The amount of time spent in both the faded and non-faded states can be determined from 

the duration random variables as  

( ) ,Pr
fnf

f

mm

m
f

+
=     (5.24) 

( ) .Pr
fnf

nf

mm

m
nf

+
=     (5.25) 

Given that frame errors occur in the nf state with probability fer, and in the f state with a 

probability of one, the FER can be restated as  
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fnf    (5.26) 

where the term R is the ratio of mnf to mf.   

 The ABEL can be restated as the average duration of a burst error.  In our 

analysis, all errors are considered ‘bursts’ and thus ABEL is a measure of the average 

duration of an ‘error’, where a single ‘error’ is defined as a group of consecutive, bad 

frames.  The ABEL can be solved as, 
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 (5.27) 

Appendix A contains the derivation of (5.27). 

 This section has developed equations for the ABEL (5.27) and FER (5.26) for the 

run-length model with respect to three of the five model parameters: mf, mnf and fer.  An 

additional relationship can be formed between some of the parameters with an 

assumption that the frame error process was generated through a flat Rayleigh fading 

process.  Some common statistics of a flat Rayleigh fading process include average fade 

duration TR(ρ) and average number of fades per second NR(ρ) [26].  The average time 

spent in the fade and non-fade states can be related using NR(ρ) and the time period of a 

single frame as 

( )
.

1
f

R
nf m

N
m −=

ρ
     (5.28) 

 where 
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  ( ) ( )2exp2 ρρπρ −= dR fN      (5.29) 

 defines NR(ρ) and fd is the Doppler shift of the fading process.   

 The following iterative method was successfully employed to solve this system 

of equations.  First, an arbitrary value of ρ is used to produce the average fade duration 

mf according to TR(ρ), where it is assumed that the Doppler frequency fd of the fading 

channel is known.  Next, the FER and ABEL equations are combined to form  

    [ ] ( )
( )

( )
( ) .0
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f  (5.30) 

Since ABEL and FER are provided and mf has been calculated from an arbitrary 

threshold, this results in a simple quadratic equation for fer.  Finally, the metric used in 

this iterative approach is  
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ferAFER
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mfermmetric
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ρ  (5.31) 

 or the difference between the values of mnf produced from the fer calculation and mnf 

produced from the threshold equation.  Many iterative approaches are possible, however 

a straightforward iteration of ρ about the operational SNR was performed.  Following 

this optimization routine, the RLM parameters of mf, mnf and fer are computed, leaving 

only the variances of the fade σf and non-fade σnf states to be computed. 

 The variances were set according to a sample variance of ‘X’, a function of a 

Rayleigh process.  For the case of σf, the function Xf is defined as  

,processRayleigh  ofduration ρ<=fX    (5.32) 
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for the time period beginning at a negative ρ-crossing and ending at a positive ρ-

crossing.  For the case of σnf, the function Xnf is defined as  

,processRayleigh  ofduration ρ>=nfX    (5.33) 

for the time period beginning at a positive ρ-crossing and ending at a negative ρ-

crossing.  And the RLM parameters are assigned according to  

( ) { }.,rfor         variancesample nffX rr ==σ    (5.34) 

This version of the RLM, with parameters set though matching frame error 

statistics, was used to generate a frame error process that is compared against the 

original CCK over flat Rayleigh fading frame error process in Fig. 44.  The two frame 

error processes are compared with respect to frame error rate (FER), average burst error 

length (ABEL) and variance of burst error length (VBEL).  The performance of a 

representative two-state Markov model’s frame error process is included for 

completeness.   

Fig. 44 presents a fair comparison of the RLM and the two-state Markov model 

(MM) as both models were created with the knowledge of the CCK’s frame error 

statistics of FER and ABEL.  As shown in Fig. 44, both the RLM and the two-state MM 

are capable of matching the given statistics of FER and ABEL, however only the RLM 

is able to represent the higher order statistic of Variance in Burst Error Length (VBEL).  

No justification has been presented to the use of VBEL as a metric for comparing 

channel approximations, however VBEL is a good indicator of a model’s ability to 

match the PMD of frame error durations.  In fact, it will be shown that not only is VBEL 

important, but also the variance in good run lengths (VGRL), or the variance in the 
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duration of successfully transmitted frames.  The frame error processes generated by the 

RLM were analyzed for the average good run length (AGRL) and the VGRL and the 

results are presented in Fig. 45. 
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Fig. 44 Comparison of RLM, CCK and MM Frame Error Statistics  

 

 The PMD of frame error duration and the PMD of good frame run duration of the 

RLM is presented in Fig. 46 for the case of SNR=10dB.  By matching the statistics of 

FER, ABEL and VBEL the RLM sacrifices the ability to match frame error durations of 

moderate length in order to better match the longer duration frame errors.   
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Fig. 45 Comparison of RLM, CCK and MM Good Run Length Statistics 
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Fig. 46 PMD Comparison of RLMv2 and CCK over Rayleigh for SNR=10dB 
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 By employing a static probability of frame error in the non-fade case, the RLM 

contains an exponential distribution for good frame run lengths.  Unfortunately, the good 

frame fun length PMD being approximated in Fig. 46 have a much heaver tail than the 

resulting RLM’s PMD.  The inability of the RLM to match the good frame run length 

statistics led to the development of a new model, one with sufficient variability to 

approximate both the PMD of good frame run duration and the PMD of frame error 

duration.  The new model should attempt to match at a minimum the frame statistics of 

FER, ABEL, VBEL, AGRL and VGRL.  One such model is presented in the next 

section. 

 

D.  Three-State Run-Length Model (3SRLM) 

 

 The three-state run-length model (3SRLM) is a natural extension of the RLM to 

include a transition state between the non-fade and fade states of the RLM.  Through the 

addition of a third state, the 3SRLM contains sufficient variability to attempt matching 

the frame performance statistics of FER, ABEL, VBEL and VGRL.  Many approaches 

were attempted to define the operation of the transition state with the two most 

successful being a fixed frame error rate, and a two-state Markov model.  It was found 

that the fixed frame error rate approach could be solved to exactly match the desired 

frame statistics but in some cases it required unacceptable values for the parameters of 

mf (5.11), mnf, (5.12) or mt, 

.duration  state-n transitioofmean =tm    (5.35) 
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By assigning the transition state to be a two-state Markov model, the 3SRLM was 

capable of matching all the desired frame statistics while using acceptable values for all 

model parameters.  The general architecture for the 3SRLM was presented in chapter 3, 

but is repeated here for the reader’s convenience.  Following the architecture is an 

explanation for how the parameters of the 3SRLM are set and the resulting frame 

statistics. 

 

1. Architecture of the 3SRLM 

 The three-state run-length model (3SRLM) is an extension of the RLM, with a 

new ‘transition’ state.   The transition state better models the fading process by allowing 

the representation of a degraded SNR that is not necessarily a deep fade.  For tractability, 

the transition state is modeled by a two-state Markov model.  The operation of the 

3SRLM-PHY is a simple combination of the MM-PHY and the RLM-PHY.  The logical 

operation of the 3SRLM-PHY is shown in Fig. 3.8.  The model begins in the ‘non-fade’ 

state and remains for a duration of sub-frames prescribed by a realization of the random 

variable NF.  All sub-frames transmitted during the ‘non-fade’ state are unaltered and no 

errors occur.  Upon expiration of the ‘non-fade’ state, the 3SRLM-PHY moves into the 

‘transition’ state and remains for a duration of sub-frames according to the random 

variable T.  The ‘transition’ state is composed of two ‘sub-states’ called ‘good t’ and 

‘bad t’, where the relationship between the sub-states is defined by a two-state Markov 

model.  The initial sub-state is chosen randomly according to a desired transition state 

probability of error (Tfer).  Each instance of a sub-frame will cause the two-state Markov 
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model to attempt a transition that might result in a sub-state transition between ‘good t’ 

and ‘bad t’.  The integrity of each sub-frame in the transition state is found exactly as in 

the MM-PHY with the ‘bad t’ sub-state resulting in a sub-frame error with probability 

one and the ‘good t’ sub-state resulting in no error with probability one.  Upon 

expiration of the transition state, the 3SRLM enters the ‘fade’ state and remains for a 

duration of sub-frames according to the random variable F.  All sub-frames transmitted 

during the ‘fade’ state result in errors.  Upon expiration of the fade state, the 3SRLM 

returns to the non-fade state and the cycle continues.  The ordered transitions between 

the three states are deterministic to reduce the complexity in matching frame statistics.  

The transition from the fade state bypasses the transition state to increase the duration of 

the transition state following the non-fade state.  This is desireable to justify assumptions 

made in parameter estimation, mainly in setting the expected frame error duration for the 

transition state. 

 

2.  3SRLM Parameter Estimation and Performance with Respect to Frame Error 

Statistics  

 In this section, the three-state run-length model is analyzed for frame error rate 

(FER), average burst error length (ABEL), average good run length (AGRL), variance of 

burst error length (VBEL) and variance of good run length (VGRL).  Knowledge of 

these relationships allows the model parameters to be determined given a representative 

frame error process to approximate.  After the explanation of the parameter estimation, 
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the 3SRLM is formed to approximate CCK operating over a flat Rayleigh fading channel 

and the resulting frame statistics are presented.  

 The 3SRLM’s FEL is the overall average of frame errors, which can be 

computed by summing the probability of an error in a state scaled by the time spent in 

each state as  

( ) ( ) ( ) ( ) ( ) ( ) ( ),PrPrPrPrPrPrPr fffettfenfnffefeFER ++==   (5.36) 

where t represents the transition state.  Note that for this discussion, the term ‘error’ 

refers to a group of frame errors or a burst error.  All terms except t are as defined in 

(5.23).  The probability of each state can be determined be examining the average time 

spent in each state as  

( ) { }.,,Pr ftnf
ftnf

r mmmr
mmm

m
r =

++
=   (5.37) 

Given that frame errors always occur in the f state, never occur in the nf state and occur 

with a probability of fer in the t state, the FER can be restated as  

( )
.

ftnf

tf

mmm

mferm
FER

++

+
=     (5.38) 

The ABEL of the 3SRLM can be approximated as the sum of the expected error 

lengths in a cycle divided by the expected number of errors in a cycle, or 

[ ]
[ ] ,
#

cycleper
BELE

BELE
ABEL ∑=     (5.39) 

where an error length is represented in the equations as BEL.  The fade state will only 

have a single error while the non-fade state will contain no errors.  If one makes the 
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definition of E[BEL|t]for the expected error length in the t state, then ABEL can be 

restated as  

( ) ( )
,

1

ENRL

tBELEENRLm
ABEL f −+

=     (5.40) 

where ENRL stands for the expected number of errors in a single cycle. 

As can be expected, the average number of errors in a cycle should equal the 

average number of good runs in a cycle.  This is evident as each good run is followed by 

an error and vice versa.  Following this logic and the assignment of E[GRL|t] to be the 

expected good run length in state t, the average good run length (AGRL) of the 3SRLM 

can be formed as  

( ) [ ]
.

1

ENRL

tGRLEENRLm
AGRL nf −+

=     (5.41) 

The term ENRL can be solved by making the observation that all errors, except for one, 

occur in the transition state as  

[ ] .1# += tBELEENRL     (5.42) 

The expected number of errors in t can be computed from the ratio of expected number 

of frame errors in t to the expected error length in t, as  
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==    (5.43) 

 

If the 3SRLM uses the same parameter names as shown in Fig. 3.5 for the two-state 

Markov model, it can be shown that the resulting frame error rate of the model is  
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The denominator of (5.43) is a Geometric random variable indicating the number of 

independent Bernoulli trials until a successful departure from the ‘bad t’ state.  Using 

this information (5.42) can be restated as  
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Now the mean of the transition state can be solved with respect to mf by reworking 

(5.38) into  
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and (5.41) into  
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then substituting (5.45) into (5.47) to produce  
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If one assumes that mf, p and q can be approximated, then mnf can be solved by (5.46), 

fer by (5.44) leaving only to solve for σf and σnf. 

 The variance of the non-fade and fade states can be found through analysis of the 

VBEL and VGRL of the 3SRLM.  VGRL can be stated as  

[ ]( )[ ] [ ] ,222 AGRLGRLEGRLEGRLEVGRL −=−=    (5.50) 
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where E[GRL] is the AGRL and GRL is simply good run length.  If one assumes the 

good run lengths due to transitions between states are negligible, then the 3SRLM 

distribution of GRLs is simply a weighted sum of the GRL distributions of the non-fade 

and transition states as 
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Since the expected value of GRL2 can be written as  
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one can substitute (5.51) for fGRL(g) and simplify to form  
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and further simplified into the form 

[ ] ( ) [ ] [ ]( ).__1
1 222 nfGRLEtGRLEENRL

ENRL
GRLE +−=   (5.54) 

The term E[GRL_nf2] can be formed similar to (5.50) and altered to form 

[ ] ( ) [ ] .__var_ 222 AGRLnfGRLEnfGRLnfGRLE nf +=+= σ  (5.55) 

Since GRL_nf is a gamma random variable, the variance is simply the ratio of αnf and 

λnf
2 as 

[ ] ._ 2
2

2
nf

nf

nf mnfGRLE +=
λ

α
    (5.56) 

For ease of computation and lack of a realistic metric, the random variable determining 

the duration of the transition state was removed and instead a constant duration of mt is 
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used for the duration of the transition state.  Since the transition state is a two-state 

Markov model, the value of GRL is a geometric random variable with a mean of  
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and variance of  
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Following the logic of (5.55), one can form  
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 for the expected value of GRL_t2.  Combining (5.54), (5.56) and (5.59) forms  
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that can be solved for αnf  using (5.50) as follows: 

( ) ( ) .11
1

11
1

1

2

2
2

−












−












+








−







 −−−=

nf
nf m

ENRL
p

pENRL
AGRLVGRLα  (5.61) 

Due to the symmetry of the two-state Markov model definition and the use of a gamma 

function for the fade state, the derivation of αf follows the same logic as αnf, resulting in  
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The remaining term λ of a gamma distribution X,  
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is solved by manipulating the mean  
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and variance  

[ ] ,var
2
x

xX
λ
α

=       (5.65) 

to arrive at the following solution: 
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At this point, the 3SRLM parameters of mt, mnf, fer, αnf, αf, λnf and λf have all 

been defined with respect to mf, p and q.  The average duration spent below a threshold 

for a Rayleigh process is well known and is presented in (5.5).  This equation is used to 

approximate the value of mf, using the threshold ρ as defined in (5.18).  With the value 

of mf approximated, the only values remaining are p and q.  It turns out that multiple 

values of p and q will result in acceptable values for 3SRLM parameters.  Due to the 

previous assumption that state transitions can be ignored when forming the expected 

value of run lengths, it is desirable to make mt as long as possible.  A three-dimensional 

graph of mt, p and q is presented in Fig. 47 for the case of SNR=5dB, Fig. 48 for the case 

of SNR=10dB and in Fig. 49 for the case of SNR=15dB.  In each case there exists values 

of p and q for which the value of mt is negative or close to zero.  It was discovered 

through experimentation that the for the case of p = 0.8 and 0.3 < q < 0.8 the value of mt 
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was acceptable across the range of SNR={5 – 12dB}.  For SNR > 12dB, the value of mt 

becomes smaller than E[GRL|t] and the equations governing parameter estimation 

change dramatically. 

 

Fig. 47 Values of mt vs. p and q for SNR=5dB 
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Fig. 48 Values of mt vs. p and q for SNR=10dB 

 

 

Fig. 49 Values of mt vs. p and q for SNR=15dB 
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For the special case of mt < max{E[GRL|t], E[BEL|t]}, parameter estimation must be 

altered.  Since the expected value of the run length (frame errors or good runs) is longer 

than the expected value of the transition period for this case, it reasonable to assume that 

all the frames in the transition state (on average) will either be good or in error.  Under 

this assumption, the transition region is meaningless as the good frames are simply a 

continuation of the non-fade state and a series of errors are a continuation of the fade 

state.  It is therefore reasonable under this special case to assume mt=0.  This assumption 

leads to a two state model with all good run statistics equal to the non-fade state statistics 

and all the frame error statistics equal to the fade state statistics.  So, for the special case 

of mt < max{E[GRL|t], E[BEL|t]}, the 3SRLM estimates parameters as: 

,_ AGRLm scnf =     (5.67) 

ABELm scf =_ ,    (5.68) 

0_ =sctm ,     (5.69) 

VGRL
AGRL

scnf

2

_ =α ,    (5.70) 

VGRL
AGRL

scnf =_λ ,    (5.71) 

VBEL
ABEL

scf

2

_ =α ,    (5.72) 

VBEL
ABEL

scf =_λ .    (5.73) 
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Employing a special case for parameter estimation has very little impact upon the end 

users as parameter estimation will be preformed infrequently and published for network 

researchers.   

By allowing variability in the values p and q, the 3SRLM has the possibility of 

matching future frame statistics (at low SNR) that are found to be important.  For the 

simulations presented in this work, p = 0.8 and q = 0.6.   

The 3SRLM was used to generate a frame error process that is compared against 

the original CCK over flat Rayleigh fading frame error process in Fig. 50 and Fig. 51.  

The two frame error processes are compared with respect to FER, ABEL and VBEL in 

Fig. 50 and FER, AGRL and VGRL in Fig. 51.  The performance of a representative 

two-state Markov model’s frame statistics is included for completeness in Fig. 50.  One 

can observe the exact matching of ABEL, VBEL, AGRL and VGRL when the 3SRLM 

is in the special case.  Both Fig. 50 and Fig. 51 present the 3SRLM frame statistics when 

a perfect gamma random number generator is used.  
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Fig. 50 Comparison of 3SRLM, CCK and MM Frame Error Statistics 
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Fig. 51 Comparison of 3SRLM, CCK and MM Good Run Statistics 
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For the case of high SNR, the terms αnf and αf become very small and the gamma 

distribution becomes quite large near the origin.  Using the rejection method for random 

number generation, it becomes difficult to form adequate cover sequences that have a 

defined pdf for the case of a gamma distribution with α <1.  By taking some liberties in 

the assignment of the cover sequence, one can form an approximate random number 

generator that performs well for most values of α <1.  One such random number 

generator was employed in the 3SRLM to achieve the frame statistics shown in Fig. 52 

and Fig. 53.   
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Fig. 52 Comparison of 3SRLM, CCK and MM Frame Error Statistics for Sub-optimal 

Gamma Random Number Generator 
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Fig. 53 Comparison of 3SRLM, CCK and MM Good Run Statistics for Sub-optimal 

Gamma Random Number Generator 

 

The focus of this research is to produce low complexity channel models that 

more accurately reflect the network performance of a simulated flat Rayleigh fading 

channel.  In line with this goal the sub-optimal gamma random number generator is used 

in the 3SRLM-PHY module presented in chapter 2 and also in forming the PMD 

presented in Fig. 54.   
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Fig. 54 PMD Comparison of 3SRLM and CCK over Rayleigh for SNR=10dB 

 

As shown in Fig. 52 and Fig. 53, the 3SRLM, is capable of matching not only the 

frame error statistics of FER, ABEL and VBEL, but is also capable of matching the good 

run statistics of AGRL and VGRL.  When a sub-optimal gamma random number 

generator is used, the 3SRLM is able to operate with minimal computational complexity 

while only sacrificing a negligible amount of accuracy.  The 3SRLM achieves a good 

approximation for the observed frame statistics,and in doing so it also achieves a fair 

approximation of both the PMD of frame error durations and the PMD of good frame 

run durations, as shown in Fig. 54.  This result suggests that matching the frame 

statistics of FER, ABEL, VBEL, AGRL and VGRL can produce a good approximation 
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of the PMD’s for CCK modulated frames transmitted across a flay Rayleigh fading 

channel. 

 

E.  Summary 

 

 This chapter presented alternatives to the two-state Markov model for modeling a 

flat Rayleigh fading channel in network simulations.  An ‘N’-state Markov model was 

presented and frame error results were obtained for the cases of N= 2, 4, 16, 64 and 128.  

Poor ABEL and VBEL results were obtained for N < 64, furthermore the required 

number of states (N) for matching a given frame error process was ambiguous at best.  

Next, the run-length model (RLM) was introduced with three methods for estimating 

model parameters.  The first two methods attempted to assign parameters according the 

physical layer performance of a modulation scheme and blind to the desired frame error 

statistics.  Results from the first two methods performed very poorly with respect to 

FER, ABEL and VBEL but were able to approximate the tail performance of the PMD 

of frame error duration.  The third method for estimating RLM parameters was based 

upon matching the frame error statistics of FER, ABEL and VBEL.  This model 

performed very well with respect to producing the observed frame error statistics, 

however the model was unable to match the good frame run duration statistic VGRL.  

Finally, the 3SRLM was presented and parameter estimation derived for matching the 

frame statistics of FER, ABEL, VBEL, AGRL and VGRL.  Performance of the 3SRLM 

was superb with the resulting model producing similar frame statistics to the CCK 
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operating over a flat Rayleigh fading channel.  Thus far, this chapter has not quantified 

the effects of matching the frame statistics.  It will be shown in chapter 6 that by 

matching frame statistics a low complexity channel model increases a simulations ability 

to emulate the network performance obtained when simulating a modulation scheme 

operating over actual flat Rayleigh fading channel.  
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CHAPTER VI 

 

NETWORK PERFORMANCE 

 While matching frame error statistics is impressive, it has not been shown to be a 

sufficient metric for determining the worth of a channel approximation.  This chapter 

again examines the sufficiency of low complexity channel approximation, but in contrast 

to section 5, the metric of comparison is network performance instead of frame error 

statistics.  In this chapter, the physical layer channel modules presented in Chapter III 

are formed through parameter estimations, as shown in Chapter V, placed into the 

network simulator ns2 and examined for the network performance metric of throughput.  

It was shown in Chapter IV that the popular two-state Markov model (MM) channel 

approximation was unable to accurately represent the throughput of the TAMU-PHY 

model.  This chapter will present the performance of the run-length model (RLM) and 

the three-state run-length model (3SRLM) and compare them against the performance of 

the two-state MM.  It is shown using over 300 simulations, that the RLM is able to 

achieve substantial improvements over the MM, but the 3SRLM is capable of faithfully 

approximating the network performance of a flat Rayleigh fading channel.   

 

A.  Network Setup 

 

 Network simulations were conducted for the specific purpose of analyzing the 

performance of low complexity channel approximations.  The impact of accurately 
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modeling the flat fading channel should be very interesting, and produce fruitful 

discussions however this document focuses specifically upon the performance of 

channel approximations.  Therefore, a simple two-node network was created with one 

node sending application data packets to the other.  The nodes are separated by a single 

symmetric flat fading channel represented by the modules TAMU-PHY, MM-PHY, 

RLM-PHY and 3SRLM-PHY.  An additional module was included for the N=128 state 

Markov model and called ‘N=128MM’.  This module is a simple revision of the MM-

PHY to include N2 states and otherwise operates exactly as stated in the MM-PHY 

description.  The inclusion of the ‘N=128MM’ module is not intended for analysis 

purposes, as this approximation technique was deemed unsuitable, and is only included 

for completeness. 

 Each simulation was conducted for a fixed signal-to-noise ratio (SNR) allowing 

for meaningful comparisons between modules.  A symmetric channel was chosen to 

reduce the amount of variability in the simulations.  If unique channels were employed 

for both the ‘forward’ and ‘reverse’ links, the correlation between the two channel 

realizations would become important for relatively short duration simulations.  The 

transport layer datagram size of 512 bytes was chosen to fit completely within a single 

packet.  By doing so across a single link, the measurements of goodput and throughput 

become synonymous.   

The channel approximations were formed for the Doppler frequency of 100Hz 

and SNR {5dB-15dB}.  The ns2 simulations were conducted using the 802.11b MAC 

protocol, as modified in Chapter II to accept custom physical layer channels.  Both TCP 
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Reno and UDP transport protocols are utilized.  All ns2 network simulations employed 

the distributed coordination function (DCF) at the MAC layer and incorporated a queue 

length of 50 packets.  Those simulations using TCP Reno were initiated with a window 

length of 100.  It is worth noting that the choice of packet length and window size do 

impact network performance, however they have limited impact on link throughput and 

the values chosen for this work are extremely conservative. 

 

B.  Parameter Estimation 

 

 As explained in Chapter III, the TAMU-PHY module performs symbol level 

modulation and demodulation across a simulated flat Rayleigh fading channel.  This 

module contains significant computational complexity and is not feasible for use in large 

network simulations.  The physical layer modules of MM-PHY, RLM-PHY and 

3SRLM-PHY are formed to approximate the performance obtained in TAMU-PHY with 

only a fraction of the computational complexity.  The results of network throughput are 

presented in this section. 

 The MM-PHY contains only two parameters; p and q that are calculated from the 

frame error statistics of ε and r in (4.8) and (4.9).  The procedure defined in Chapter IV 

was used to create the values in Table II to form the two-state MM channel 

approximation for SNR={5-15dB}. 
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Table II. Two-State Markov Model Parameters  

 

MM Parameters 
SNR ε avg BEL p q 

5 0.5381 11.775 0.9011 0.9151
7 0.3898 9.8563 0.9352 0.8985
8 0.3256 9.527 0.9493 0.8950
9 0.2797 8.9337 0.9565 0.8881

10 0.224 8.4995 0.9660 0.8823
11 0.1809 8.1269 0.9728 0.8770
12 0.1515 7.8329 0.9772 0.8723
13 0.1232 8.3289 0.9831 0.8799
14 0.0978 7.7794 0.9861 0.8715
15 0.076 8.0765 0.9898 0.8762

     
Sub-frame 296 bits    
fd 100 Hz    

 

 The RLM contains two states each with a duration random variable modeled as a 

gamma distribution.  The non-fade state of the RLM also contains a frame error rate 

defined by fer.  Chapter V presents multiple methods for parameter estimation of the 

RLM, the third method defined in equations (5.23) through (5.35) was used for the 

network simulations.  RLM parameters are presented in Table III.  The gamma 

distribution terms of α and λ are solved through (5.21) and (5.22). 

 The 3SRLM contains a third state called a ‘transition’ state that is defined by a 

static duration of mt.  The parameter estimation was presented in Chapter V following 

the RLM explanation.  Table IV fully defines the 3SRLM for approximating the 

performance of a flat Rayleigh fading channel. 
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Table III. Run-Length Model Parameters 

 
RLM Parameters 

SNR m_nf m_f fer var_nf var_f 
5 178.012 171.62 0.0927 12040 17010 
7 222.54 120.25 0.0600 19220 4490 
8 248.56 102.9 0.0465 31680 2480 
9 2.72.71 90.9 0.0397 39360 1329 
10 310.13 77.27 0.0306 54490 881 
11 349.65 66.87 0.0242 71760 584 
12 385.64 59.68 0.0201 93430 265 
13 427.97 53.04 0.0145 115920 162 
14 484.93 46.19 0.0118 158500 118 
15 550.35 40.28 0.0083 190300 51 

      
Sub-frame 296 bits     
fd 100 Hz     

 
 

Table IV. Three State Run-Length Model Parameters 

 

3SRLM Parameters 

SNR m_nf m_f m_t var_nf var_f p q 
5 52.84 89.37 62.77 9398 14420 0.80 0.60 
7 75.12 51.95 42.96 12967 6905 0.80 0.60 
8 88.23 42.21 34.93 17098 4351 0.80 0.60 
9 84.04 30.74 25.50 17066 3039 0.80 0.60 
10 98.98 25.56 21.35 25250 2105 0.80 0.60 
11 108.54 20.82 16.44 33685 1647 0.80 0.60 
12 104.01 16.08 11.61 31137 941 0.80 0.60 
13 100.03 12.70 5.64 45044 783 0.80 0.60 
14 71.65 7.78 0.00 37268 367 0.80 0.60 
15 98.18 8.08 0.00 60954 358 0.80 0.60 

        
Sub-frame 296 bits       
fd 100 Hz       
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C.  Network Performance 

 

 Simulations were conducted for an offered load of 1100kbps, 3300kbps, 

6600kbps and 9900kbps representing a data link load of 10%, 30%, 60% and 90% 

respectively of the 11Mbps link.  Each network simulation was conducted for a 

simulation time of 10 minutes, representing a total of ~22.3 million simulated sub-

frames in the channel models.  A trace file was formed for each simulation and later 

analyzed for throughput.  In addition to the trace file, the physical layer modules 

recorded the frame integrity results and frame size each time the mac-802_11.cc file 

called a *-PHY module.  The following figures show the percent-throughput of each link 

measured as a ratio of the data delivered (in bytes) across the link to the data offered to 

the link (in bytes). 

 For the case of 10% load in Fig. 55, the 3SRLM almost exactly matches the 

performance of the TAMU-PHY module which it is built to approximate.  At high SNR 

all three channel approximations are very close in performance, however at low SNR 

both the RLM and the MM do not provide an adequate approximation to the flat 

Rayleigh fading channel, as simulated in TAMU-PHY.  Fig. 56, Fig. 57 and Fig. 58 

present similar results. 
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Fig. 55 Percent-throughput Comparison for Offered Load = 10% 
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Fig. 56 Percent-throughput Comparison for Offered Load = 30% 
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Fig. 57 Percent-throughput Comparison for Offered Load = 60% 
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Fig. 58 Percent-throughput Comparison for Offered Load = 90% 
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 The use of percent-throughput as a metric can be deceptive as the MAC and 

transport layers may attempt to send data when a ‘good’ channel is perceived.    The 

actual throughput for each module is presented in Fig. 59 for the case of 30% offered 

load, and again in Fig. 60 in a log scale. 
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Fig. 59 Absolute-throughput Comparison for Offered Load = 30% 

 

Yet another way to represent the performance of the channel approximations is 

through a percent-error calculation against the TAMU-PHY.  Fig. 61 clearly represents 

the percent-error of the channel approximations’ percent-throughput. 
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Fig. 60 Log Absolute-throughput Comparison for Offered Load = 30% 
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Fig. 61 Percent-error for Offered Load = 30% 
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 It is evident that the 3SRLM is a vastly superior channel approximation for flat 

Rayleigh fading channels as it is designed to approximate higher order frame statistics as 

well as FER and ABEL.  The two-state Markov model is shown to contain as much as 

40% error at an SRN of 10dB, an up to 80% error at 5dB SNR.  The 3SRLM’s gain in 

performance over the MM comes at the cost of greater complexity in parameter 

estimation and operation.  The resulting 3SRLM-PHY takes ~3 times longer to run than 

the MM-PHY.  As a data point, the MM-PHY takes 68 seconds to execute a 600 second 

simulation with an offered load of 90% using UDP on a dual 1800MP+ processor 

computer with 2GB of DDR RAM.  The RLM takes 67 seconds to run the same 

simulation, while the 3SRLM takes 186 seconds.  The TAMU-PHY module requires 

~68,000 seconds to perform the same simulation.  If one assumes the majority of the 

simulation time is due to channel approximations, then the delay comparison can be 

extended to networks with more than two nodes.  Since every node is required to attempt 

detection of every transmitted frame in an 802.11b network, the channel delay will be 

N*(N-1)-1 times greater than the two node case for networks with N nodes.  Fig. 62 

represents the approximate channel delay of the MM-PHY, 3SRLM-PHY and TAMU-

PHY, with respect to the MM-PHY, for simulations with up to 100 nodes. 
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Fig. 62 Run Time Comparison of Channel Modules 

 

In way of an example, if one simulated a 100 node network using the MM-PHY channel 

module, as previously described, it would take ~7.8 days using the workstation 

mentioned earlier.  The 3SRLM-PHY would require ~21.3 days and the TAMU-PHY 

module would require ~21.3 years.  The 3SRLM provides very accurate results at a 

slight cost in computational complexity.  More over, the 3SRLM allows simulations to 

incorporate the effects of flat Rayleigh fading channels with multiple nodes, where a 

direct implementation would require unreasonably long run times. 
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D.  Summary 

 

 This chapter identified a network setup capable of comparing the physical layer 

channel approximations in a network simulator.  Furthermore, the parameter estimations 

used in the physical layer modules of MM-PHY, RLM-PHY and 3SRLM-PHY were 

presented.  Network simulation results are presented for each PHY module developed in 

Chapter III.  The throughput performance results clearly signify the 3SRLM as a 

superior channel approximation to the widely accepted Markov model for approximating 

the performance of flat Rayleigh fading channels.   Additionally, the 3SRLM is able to 

remain within 20% of the actual throughput at low SNR where the MM can achieve 

higher than 80% error.  These results also indicate a strong correlation between 

approximating network performance and matching the PMD of frame error duration and 

the PMD of good frame run durations of a representative frame error process.   

The RLM exactly matched the flat Rayleigh fading channel’s frame statistics of 

FER, ABEL, VBEL and AGRL but was unable to match the variance in good run length 

(VGRL).  It was shown in Chapter V that the RLM produces a PMD of good fame run 

durations with an exponential distribution that was unable to match the approximated, 

heavy tail PMD.  This is due to the parameter estimation requirement of exactly 

matching the FER, ABEL, VBEL and AGRL.  The RLM’s throughput performance was 

better than the MM, but not sufficient to acceptably approximate the flat fading 

channel’s network performance.  To overcome the restrictions of the RLM, additional 

degrees of freedom were added to form the 3SRLM. 
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The 3SRLM produces a PMD of frame error duration and PMD of good frame 

run duration that very closely approximates the PMD of the CCK operating across a flat 

Rayleigh channel.  This is achieved through the model structure and the parameter 

estimation.   By including two states (fade, non-fade) with a controlled random 

distribution, the 3SRLM is able to match frame-duration PMDs with tails heaver than 

the transition state’s exponential distribution.  In addition to its extremely flexible frame-

duration structure, the 3SRLM can be formed to almost exactly match the flat Rayleigh 

fading channel’s frame statistics of FER, ABEL, VBEL, AGRL and VGRL.  Thus, the 

3SRLM is capable of approximating the network performance exceptionally well.  The 

additional complexity of the 3SRLM-PHY was shown produce run times of only three 

times longer than the MM-PHY.  In summary, the results presented in this chapter 

validate the approach of designing channel approximation to match high-order frame 

statistics, and validate the 3SRLM as an appropriate, low complexity, flat Rayleigh 

fading channel approximation. 
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CHAPTER VII 

 

CONCLUSION 

 The work contained in this dissertation addressed the design and analysis of low 

complexity channel approximations for network simulations.  First, the popular two-state 

Markov model channel approximation was explained and shown to inadequately 

approximate the frame statistics and network performance of the TAMU-PHY flat 

Rayleigh fading channel model.  Next, novel low complexity channel models were 

described and analyzed for statistical and network performance.  Finally, it was shown 

through statistical and network analysis that the performance of a channel approximation 

is directly related to its ability to mimic the probability mass distribution (PMD) of 

frame error duration and good frame run duration.   

 Detailed background information was provided on the fading environment.  Real-

world channel measurements were taken and results provided.  This information was 

used to justify the need for analyzing the flat fading channel for high-speed wireless 

links.   

 The network simulator ns2 was introduced along with a detailed description for 

each channel module used in acquiring network simulation results.  Implementation 

issues such as heterogeneous frame sizes and temporal correlations were described along 

with their solutions.  

 A well accepted two-state Markov model channel approximation was rigorously 

analyzed for statistical accuracy and network performance and found to provide 
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inappropriately conservative throughput results for low to moderate SNR.  It was 

hypothesized that matching the statistical parameters of VBEL and VGRL along with 

FER, ABEL and AGRL would achieve accurate network performance results; however 

the first novel channel model (N=128 state Markov model) proved this to be false. 

 The Markov model was extended to include multiple states through the first new 

channel approximation: the N-state Markov Model.  This model was created to match 

the frame statistics of FER, ABEL, AGRL, VBEL and VGRL.  While the model 

successfully approximated all of the desired frame statistics, it failed to match the PMD 

of frame error duration and good frame run duration.  The most obvious departure 

between the desired and actual PMDs was the tail region, with the N-state Markov 

model containing overly heavy tails.  The network performance of the N-state Markov 

model was overly-optimistic, containing nearly 90% throughput across all SNR.  It was 

desired to find a model that could more accurately approximate the tails of a PMD. 

 The run-length model (RLM) was introduced and analyzed for three different 

versions.  The first two, RLMv1 and RLMv2, derived the parameter estimation through 

physical layer performance equations without the use of frame error statistics.  In both 

cases, the RLM contained a frame error duration PMD that better approximated the 

desired PMD than the N-state Markov model.  The RLMv1 and RLMv2’s inability to 

match the basic frame statistics of FER, ABEL and VBEL overshadowed the closer tail 

PMD performance.  A third approach was presented and simply called RLM, where 

frame error statistics are used to estimate the model parameters.  This approach resulted 

in an exact matching of the frame statistics of FER, ABEL, AGRL, and VBEL but was 
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unable to accurately model the good frame run duration statistic of VGRL.  More 

importantly, the RLM did not accurately match the distributions of good frame run 

durations.  This model was shown to improve upon the accuracy of two-state Markov 

model and still provide a conservative estimate of the network performance.   

 The three-state run-length model (3SRLM) was the final novel, low complexity 

channel model presented in this work.  Parameter estimation for the 3SRLM was derived 

through knowledge of the desired frame statistics of FER, ABEL, AGRL, VBEL, and 

VGRL.  It was shown through the N-state Markov model that matching these frame 

statistics is insufficient to achieve the desired PMD for frame error duration and good 

frame run duration, however the 3SRLM contained a structure that allowed purely 

random good frame run and frame error states.  The 3SRLM’s structure allowed 

sufficient variability in the tails to achieve the desired probability mass distributions 

through the matching of the aforementioned frame statistics.  Network simulations were 

performed upon the 3SRLM and showed a very accurate approximation of throughput. 

 In conclusion, this work provided motivation for the development and use of flat 

fading channel approximations.  Furthermore, it analyzed the most popular existing 

channel approximation and found it lacking.  New models were created and, through 

their analysis, it was determined that by matching the PMD of frame error duration and 

the PMD of good frame run duration, a channel approximation achieves a more accurate 

network performance in low to moderate SNR.  One of the models, the 3SRLM, is 

shown to achieve a good approximation of both the desired probability mass 

distributions with only knowledge of the key frame statistics of FER, ABEL, AGRL, 
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VBEL and VGRL.  The cost of this new model is described in terms of relative 

computational complexity through run-time observations and is shown to be only three 

times more complex than the two-state Markov model.   
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APPENDIX A 

 

DERIVATION OF AVERAGE BURST ERROR LENGTH (ABEL) FOR RLM 

 

This appendix contains the derivation of the ABEL (5.27) for the Run Length Model.   

 The ABEL can be restated as the average duration of a burst error.  In our 

analysis, all errors are considered ‘bursts’ and thus ABEL is a measure of the average 

duration of an ‘error’, where a single ‘error’ is defined as a group of consecutive, bad 

frames.  One can define ABEL as the expected duration of an error given an error 

occurs, through: 

[ ],| eEEABEL L=     (A.1) 

[ ] [ ],|Pr|∑=
i

iiL essEEABEL    (A.2) 

[ ] [ ] [ ] [ ].|Pr||Pr| effEEenfnfEEABEL LL +=   (A.3) 

Each of the terms in (A.3) can be found with respect to the RLM model 

parameters.  The first term is the expected value of error duration in the non-faded state 

E[EL|nf].  Each frame in the non-faded state has an independent probability of failure of 

fer, making the value of error duration a version of a Geometric random variable.  So, 

this term is actually the number of independent Bernoulli trials until the first success. 

[ ]
ferp

nfEE L −
==

1
11

|    (A.4) 

The second term is the expected value of the error duration in the faded state E[EL|f].  

This is simply the mean of the faded state duration. 
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[ ] fL mfEE =|     (A.5) 

The next term is a bit more complex and involves finding the probability of being in the 

non-faded state given that an error has occurred P[nf|e].  Using Bayes theorem, one can 

form, 

[ ] [ ] [ ]
[ ] .
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Pr|Pr

|Pr
e

nfnfe
enf attatt=    (A.6) 

where the probability of an error in the non-faded case can be considered as the rate of 

errors in the non-faded case.  Note, this is not the same as the rate of frame errors in the 

non-faded case, as an ‘error’ may contain multiple frame errors.  The term nfatt refers to 

the number of times an error can be initiated when in the non-faded case.  So, Pr(nfatt) 

will take into account that an error may contain more than a single frame error and thus 

will be fundamentally different than Pr(nf).   

The probability of an error given an attempt was made in the non-faded state 

P[e|nfatt] can be expressed as a ratio of the expected number of errors in the non-faded 

case relative to the expected total attempts in the non-faded case, 
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and simplified to, 
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[ ] .1 ferenoE nf −=−     (A.10)  

The only remaining unknown term in the probability of being in the non-faded 

state given an error Pr[nf|error], is the probability of an error occurring 
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As shown in (A.11), this term can be easily found with the knowledge of the probability 

of a non-faded attempt, 
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The probability of a non-faded attempt will be the ratio of the expected attempts in the 

non-faded case to the expected total attempts.   
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The expected total attempts in the non-faded case will be equal to the sum of the 

expected successful attempts and the expected error attempts. 

[ ] [ ] [ ]attattatt eEgoodEcyclenfE +=_1|    (A.14) 

It is known that the successful attempts will result in a single good frame, while the error 

attempts will result in a series of ‘E[error_durr|nf]’ frame errors.  Since the expected 

total frames in the non-faded case is the known model parameter mnf, one can form the 

expected value of the error lengths given the non-fade state through: 

[ ] [ ] [ ],|_1|_1| nfEEcycleeEcyclegoodEm Lattattnf +=   (A.15) 

[ ] ,)1( nfatt mfergoodE −=     (A.16) 
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One can form  

[ ] ,)1(_1| 2
nfatt mfercyclenfE −=    (A.18) 

for the expected value of the number of non-faded attempts in one cycle.  Therefore, 

(A.13) can be simplified to 
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Since each case of the ‘faded’ state will result in a single error and the probability of a 

faded attempt is just 1-Pr[nfatt] one can form the probability of an error as 
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 The term Pr[error] can be used to solve for the probability of a non-faded state 

give an error occurred, as 
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The term Pr[nf|e]  is one of the four original terms in(A.3).  Since the probability of the 

faded state given a burst error is simply 1-Pr[nf|e], the ABEL can be solved as  
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