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Abstract: Wayside acoustic detection is an effective and esocal technology for fault
diagnosis of train bearings. However, the technplogs two main problems: Doppler Effect
distortion, and high-level noise interference martarly harmonic interference. To solve both
problems, a novel wayside acoustic detection schesnmeg an enhanced spline-kernelled
chirplet transform (ESCT) method is proposed is fper. Combining the spline-kernelled
chirplet transform, built-in criterions, and a \aie digital filter, the ESCT method is
proposed for use in the extraction of the main wanicn components and corresponding
instantaneous frequencies (IFs). This way, theduadisignal, free of harmonic interference,
can be obtained by excluding harmonic componentthénraw acoustic signal using the
ESCT method. The excluded harmonic components earséd to obtain motion parameters
of the test train using a new estimation methodegampling time vector can be constructed
based on the estimated motion parameters. DopgfectEn the residual signal can be
reduced by using the time-domain interpolation mgdang (TIR) method. Finally, spectral
kurtosis (SK) is applied to extract train bearirglf features from the Doppler-free signal.
By observing the Hilbert envelope spectrum of tttered signal, train bearing faults can be
detected. Comparing this approach with other schertiee proposed solution requires
comparatively little prior information and is egsdpplied to existing detection systems. The
simulation and field experiments were conductedthis paper and results verified the

effectiveness of the proposed method.

Keywords. Railway, bearing, wayside acoustic detection, Depfgiffect, enhanced spline-
kernelled chirplet transform (ESCT)
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1 Introduction

Train bearings, as one of the key components @&ia, theed to support the whole weight
of the train and also to operate at high speeds Mlakes them susceptible to developing
faults. In order to avoid economic loss associatét increased maintenance requirements
and non-availability of trains, condition monitagior train bearings is beneficial. Wayside
acoustic detection is an effective and economieethriology for train bearing analysis as a
single monitoring station can be used to evaluatétipte trains with no requirement for
access to the track or rolling stock to install g#guipment. However, there are two main
problems with wayside acoustic detection: signatadtion associated with the Doppler
effect, and the presence of high levels of noisetiqularly harmonic interference [1-3].
Acoustic signals collected from test trains areaiied by Doppler Effect because of the
relative motion between trains and microphones. Doppler Effect results in serious
frequency-domain distortion to the collected signdh addition, collected signals often
include high levels of background noise such asiclemoise, environmental noise, or
aerodynamic noise, etc. Furthermore, they are simzeptible to harmonic interference
generated by other moving or rotating machine camepts in the train.

To reduce the Doppler Effect on the wayside acowsstjnal, researchers have proposed
many methods [4-7]. The time-domain interpolatiesampling (TIR) method is one kind of
most used methods to reduce Doppler Effect. Acogrdlo different ways for obtaining the
resampling vector, the TIR method can be dividdd iwo main categories: instantaneous
frequency (IF) based and motion parameter basedan®t The core of the IF-based method
is to extract IFs of acoustic signals generatedhleytarget bearing. The extracted IF can be
used to calculate the resampling time vector. Sesearch works about the IF-based method
have been published [4, 8] and good results wereodstrated. However, the collected
wayside acoustic signals include high level backgdnoise. It is hard to extract IF of the
sound signal generated by the target bearing. &umibre, the IFs of characteristic fault
frequencies are difficult to identify, which limiiss application [7]. Central to the motion
parameter based method is the estimation of mdkioyugh the use of a Doppler distorted
correlation model. Doppler Effect reduction methbddsed on motion parameters have been
successfully applied in wayside acoustic detecf®tl]. However, this kind of methods is
difficult to meet requirements of real applicatibacause the model construction is a time-
consuming process [12].

Recently, time-frequency (TF) methods such as gimod Fourier transform (STFT) [13,



14], pseudo time-frequency analysis (PTFA) [15]d dime-frequency data fusion (TFDF)
[16] etc., have been applied to extract IFs fronyside acoustic signals. These methods
perform well in some cases, but are generally iotstt by the Heisenberg uncertainty
principle or unexpected cross-term [17, 18], thefyes from TF resolution issues, and hence
can have poor IF extraction performance for noedimand non-stationary signals. Some
advanced post-processing methods have been propmsegrove TF resolution; these can
be classified into two kinds: non-parameterised pathmeterised TF methods. The non-
parameterised TF methods, such as the reassignmetitod [19], synchrosqueezing
transform [20] and synchroextracting transform [2hfve the ability to process the TF
coefficients using conventional time-frequency ssisl, however these methods are sensitive
to noise. Therefore, the non-parameterized TF nustlaoe not appropriate for use in wayside
acoustic detection systems for train bearing fadltee parameterised TF methods, such as
the polynomial chirplet transform [22], generalisedrblet transform [23] and spline-
kernelled chirplet transform (SCT) [24], are degdrio improve the energy concentration of
the TF result by demodulating the time-varying sigihe parameterised TF methods can
adapt to different kinds of TF patterns, lineaohimear or periodic / non-periodic, by using
an appropriate generalised kernel function. The $@¥hod is suited to the analysis of
mono-component signals with complex IFs as it lpe@sdegree piecewise polynomials. Due
to the Doppler Effect, the IF of the acoustic sigfta the target bearing has significant
distortion at the point where the sound sourcegsatie microphone. The SCT method can
be adapted to identify these distorted IF in theuatic signals. However, wayside acoustic
signals associated with train bearings normallyehmwltiple harmonic components which
interfere with each other. Further to this, botk #tart and end of an IF are likely to be
significantly affected by noise. The SCT methoaréfore, is limited in that it is unable to
extract the IFs associated with the multiple hanmaomponents found in train bearing
signals; and while the region of the IF useful footion parameter estimation is not as
impacted by noise as the start and end sectidoasuccessful identification is dependent on
these regions which are more affected.

To overcome the problems described above, a newnsehfor wayside acoustic
detection based on harmonic component extractigoraposed in this paper. The scheme
combines SCT, built-in criterion and a variableiwigfilter (VDF), to produce an enhanced
spline-kernelled chirplet transform (ESCT) meth®ldis method is suitable for extracting IFs
of harmonic components while also obtaining a resicgignal that does not include them.

The motion parameters of the train being inspected be obtained by using an estimation



method proposed in [25]. The residual signal immthesampled using a resampling time
vector derived from these motion parameters to aedine Doppler Effect. Finally, the
spectral kurtosis (SK) was applied to the residigthal and the filtered signal including fault
information can be obtained. Through observingHhkert envelope spectrum of the filtered
signal, bearing faults can be detected. To dematesthe advantage of the proposed method,
the multi-scale chirplet path pursuit (MSCPP) médthehich is widely applied to the
extraction of IF curves [26, 27] is compared wilk ESCT method.

This paper is organised as follows: A novel sch@moposed in this work is introduced
in section 2. The simulation and field experimeats conducted and results are shown in

section 3 and 4. The final section the conclusmfrtbe paper.

2 A wayside acoustic detection scheme based on an enhanced spline-
kernelled chirplet transform

Wayside acoustic recordings of train axle bearicm#ain strong harmonic interference
and background noise which can contribute to bothdimgnosis and missed-diagnosis.
Additionally, Doppler Effect distortion is an inttable problem in extracting fault feature
information from the collected signals. To addrésesse issues, a novel scheme based on an
enhanced spline-kernelled chirplet transform meikquroposed and introduced for use with
wayside acoustic fault detection for train bearingise proposed method consists of three
main procedures whish are described in the remaiofiéhis paper: 1) extracting IFs and
filtering corresponding harmonic components; 2)nesting motion parameters based on the
obtained IFs and reducing the Doppler Effect inrbgdual signal; 3) extracting fault feature
signals commonly associated with impulsive comptsieand detecting faults. A flow chart

illustrating the proposed scheme is shown in Fig. 1

otion parameté .

IF curves —» | pare —»| Motion parameterg
estimation

Wayside acoustic signa Averange

Residual signal > TIR

Fault detection fibert env_elop Fault feature signak—®<— Doppler-free signa
analysis

Fig. 1 Flow chart of the proposed scheme




2.1 Motion parameter estimation

A schematic diagram of Doppler Effect generationtlod sound source in railway
vehicles is described in Fig. 2V.is the speed of the train (the speed is considased
constant because the time for a train passing tbephone is short); is the speed of sound;
s is the longitudinal distance between the soundrcgowand the microphone. is the
perpendicular distance between the sound sourcettendnicrophoned is the distance
between the sound source and the microphone. Vafugs andd are changed with time,
is the time point whes is equal to 0, that is, when the sound source tiseaclosest point of
approach (CPA). If a sound source generates thaesticcsignal at time, the microphone
will collect the signal section at tinte

To reduce Doppler Effect in wayside acoustic sigtied core of the TIR method [28] is

constructing the resampling time vectipr,as demonstrated in Eq. (1).

/ I”2+(S-Vt)2 (1)

C
According to Eq. (1), the resampling time vecthr, can be estimated if the motion

t,=t+

parametersr( s, v, ¢) are identified. Fig. 3 is the basic layout of twayside acoustic
detection system used in this work. There are &ssoremometer, a pair of light-gates, data
recording equipment and only one microphone. Tdtg-lgates are used to identify the target
bearing and record the CPA time of the target bgati;. ¢ andr can be measured directly.
Hencet, can be constructed after estimating motion pararadt, s).

s Sound source Lightgates

E Target point
! ‘_

Microphone Sonic
Microphone Computer ~ anemometer
Fig. 2 Schematic diagram of a wayside acousfiy. 3 Basic layout of the wayside acoustic
detection system detection system used in this work

Many researchers focus on the motion parameténasbn for moving objects. An
estimation method, proposed by Timlelt et al., nsalse of extracted IF curves [25]. This

method is a closed-form solution which is less clemphan conventional methods, and thus



more suitable for hardware implementation. Thew@dginre of an IF curve from an acoustic
signal such as those recorded in this work, anlidirtg the Doppler Effect, is given in Eg.
(2).
. V2r2(c?-vA)f(te)
f0= 21 2 (2)
NECED IR
Eq. (2) shows that(t) is less than zero, and hence the IF curve wheorthd by the

Doppler Effect has a monotonically decreasing trelagl (3) states thétis the estimated
value of the time when a sound source (which maynecessarily be the target bearing)

passes the microphone. An estimate for the spetttabsound sourcé, is given in Eq. (4)

t.=Arg maxf (t)| 3)

N, Pl @] T ED-FO1
N e ([ @] I G102

It is usual for multiple harmonic components toséxn an acoustic signal recorded

0= (4)

during the passage of a train. These are genebgtelifferent sound sources which would
include, but not be limited to, the target bearifigne different harmonic components,
fiz1.2...n(t), each have their own IF curves. Considering tleeseponents as per Eqg. (3) and
Eq. (4), leads to a range of slightly differentirsttions of train spee@-; ,...,. An average

is then used to reduce the non-systematic errdhenestimated speed values. Hence, an
accurate estimate of train spe@g,can be obtained. Accordingly, the initial distaretween
the start point of the detection region and therophone 3, is estimated as shown in Eq. (5).

50a(ter-to) (5)

wheret, is identified by the light-gates arigis the initial time when the target bearing

enters the detection zone. The details for detenmirt, are introduced in Section 4. Hence,

t, can be obtained by substituting the estimatedanqiarametergy,8) into Eq. (1). Doppler
Effect in wayside acoustic signals can be redugeaising the TIR method.

2.2 Multiple harmonic component extraction basedE&CT
2.2.1 Spline-kernelled chirplet transform
According to [24], the Spline-kernelled Chirpletansform (SCT) performs well when

extracting nonlinearly time-varying IF curves framgnals. The SCT method essentially



includes three procedures: 1) frequency-rotatedatipg; 2) frequency-shifted operating and

3) the short time Fourier transform. The SCT sfgmal x()eL*(R) is defined as per Eq. (6).

SCT(r,w,Q,0)= f Z(M o, (t-t) exp(-jot) dt  s.t.te(t; tiq) (6)

wheret stands a certain time_(?OSuppose the time durafidinecanalysis signat, is belong to
an interval §,b], i.e.a=t;<---<t;;1=b. t; is the broken point of timaz1,---, |. w,(t) is the
Gaussian window function, as shown in Eq. (A(t) is the analytical signal of(t)
subjected to the Hilbert transforth, i.e. At)=x(t)+H[x(t)], hence™@) is constructed as

shown in Eq. (8). In Eq. (8)hR(t,Q) and¢°(t,7,Q) are frequency-rotated and frequency-
shifted operators, which are given by Eq. (9) aqd(EO), respectively.

1 1/t
y= mexp<-§(;) ) (7)
Z(0=2(t)p"(t.Q)¢*(t1.Q) 8)
¢R(t,Q)=exp(-j kz q—k" (t'ti)k+7i) 9)
=1
¢S(t,r,Q)=exp(j .Z q‘k(r-ti)k'lt) (10)
=1

wheren is the order of spline. The frequency-rotated apen is used to rotate the analysis

signal by adding the IF (diR(t,Q), i.e.QR(t):-ZE:qu(t-ti)k_l, in the time-frequency domain.
The frequency-shifted operator is used to furthit she signal by adding the frequency of
$°(t1.Q) atr, i.e. Q5= dr-t) .

Actually, the spline kernel in the frequency-rotated frequency-shift operators is
constructed from a set of piecewise polynomial fioms with boundary constraints defined
at jointed breaks. A spline of ordeican be defined in piecewise polynomial form [28itk

| pieces), as shown in Eqg. (11). In Eq. (9) and Elﬂi)),(Q(i,k)zq‘k refers to the local
polynomial coefficient matrix of the spline kernahd y; satisfies Eq. (12) for the initial case

where j; =0.

S(t):Z::qu(t-ti)k'l s.t. te(ti, tiyq) i€[1)]] (11)

n gt )
yi_yi+1: Z kT (ti 'ti+1) (12)
k=1



By using an iterative optimization of the splinedtion [24], a complex IF curve can be
estimated using the SCT method by searching forggnedges on a time-frequency map.
Comparing this with other kinds of general parameg¢el time-frequency transform (GPTF)
method, SCT is more suited to the estimation ofifheurve of the Doppler-shift signal due
to its rapidly varying nature. To demonstrate tlisnono-component signal with Doppler
Effect is simulated as per the acoustic theory mesd in [30]. The parameters for the
simulated signal are demonstrated in Tab. 1. Theltreg extracted IF curves, using STFT,
SCT, a polynomial chirplet transform, and a gensedl warblet transform are shown in Fig.
4 (a), (b), (c) and (d), respectively. The figundicates that the GPTF methods (the latter 3)
all concentrate the energy on the frequency axiheftime-frequency domain plot, but the
SCT method has a more substantial effect duringrtbiee rapidly changing region of the IF.
Fig. 4 (e) shows the original IF curve used to gateethe simulated signal and the estimated
IF curves based on the three GPTF methods. Althaligbf IF curves estimated by the
GPTF methods have minor differences from the oaigithe IF curve estimated by the SCT
method minimises this variation. This is significam the further estimation of the motion

parameters.

Tab. 1 Parameters for the simulated signal
S r C v A fo
4m 0.2m 340m/s 35m/s 1 300 Hz
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Fig. 4. (a) STFT result, (b) SCT result, (c) Polynal Chirplet Transform result, (d) Generalised
Warblet Transform result, (e) IF curves

2.2.2 Built-in criterions of the ESCT method
Although the SCT method is a powerful tool for estting IF curves, it is limited in a

number of ways which affect its suitability for pt&al, real-world, use [31]. Literature [31]

introduces an improved method to overcome one e$eHimitations through dividing the

original signal into a number of time segmentsaia interval. This method has been shown
to be successfully applied to fault diagnosis imdviurbines. Unfortunately, however, the
method is unable to extract harmonic componentsithae been distorted by the Doppler

Effect in wayside acoustic recordings of train loggs for a number of reasons:

* The key section of the harmonic component of thgside acoustic signal is short. As
described in [31], the SCT method cannot identifg births and the deaths of short
harmonic components;

* Methods based on time-domain fitting are unsuitdble analysing wayside acoustic
signals with high levels of noise or significanterference from other components.

To solve these problems, a novel Enhanced Splineeked Chirplet Transform (ESCT)
is proposed in this paper. The energy contributioefficientd, is proposed to identify birth



and death points of the IF curves in the time-feetpy map in Eq. (18). The value tfis
directly decided by the energy of thah point in the IF component. The lesser the enatg
i -th point is, the greate#, is. For one IF, the vector of the energy contitiutoefficient is

expressed a=(6,,0,,--0y). 0 in Eq. (19) is the normalised vectoréof

E (TFR(IFz1 200 j4))

(13)
E(TFR(IF1z,..))
- 0-0,,
0= min
emax _emin (14)

wherelFj-1 »...y is the IF vector, TFR(®) is the amplitude of resusing the SCT method,

E(e) is the energy of a vecto®, ., and@ . are the maximum and minimum valuesfin

max min
respectively.

Hence, based on the behaviour of the signal aseinfled by the Doppler Effect, the
built-in criterions shown in Eq. (15) and Eq. (B8 proposed to identify the birth and death
of the IF curve in the time-frequency domain.

Criterion 1:

TRFE(F;;)=6M(|TRF(F;)|) (15)

Criterion 2:

IF;;<0 (16)
wherei is the number of IF curve ands the number of point at theh IF curve,IF | is the

first-order derivative of the IF curveF  ,

|m| and M@) are the absolute and mean
operations, respectively.

For each IF curve, the TFR sections with minor galare easily distorted by noise and
other IF components. Hence, the first criteriorused to exclude the sections of IF curves
with minor amplitude values in the TFR. The secontérion is constructed according to Eq.
(2) because the IF curves caused by the DopplecEdire monotonically decreasing.

To demonstrate the effectiveness of the built-ikedons, a simulated signal with an
SNR (signal-to-noise ratio) of -10 dB is constralcéecording to the basic theory of Doppler
Effect described in [30]. Parameters of the sinmdagignal are shown in Tab. 1. The TFR of
the simulated signal obtained by using SCT withafized parameters is shown in Fig. 5 (a),
where the black line represents the energy ridge. & (a) shows that the sections of the IF

with smaller amplitude (lower energy) are more gigantly affected by noise. In Fig. 5 (b),



the black solid line is the amplitude of the energge in the TFR and the red dashed line is
the threshold based on the energy contributionficteit as described in Eq. 15. Fig. 5 (b)
shows that smaller thresholds correspond to laggergy ridge amplitudes. Combining both
built-in criterions, the significant portion of thEe can be identified, which is indicated by the
dark line in the Fig. 5 (c). It can be seen frdra figure that the significant portion of the IF
is monotonically decreasing. Fig. 5 (d) is thee thsult of the SCT method applied to the
significant portion of the IF component. The figunglicates the importance of the built-in

criterion and the benefit of first extracting thgrsficant portion of the IF curve, particularly

from signals with high levels of noise. It should boted that the unit of amplitude of the
acoustic signal, shown in Fig.5 (b) and in othgufes throughout the paper, is kpa.

T g
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g 2
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i3 g0 o
0.05 0.1 0.15 0.2 Z 0.05 0.1 0.15 0.2
Time(s) Time(s)
a N
< 400 @) = T 400 ®)
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g 200 = 200
i 0.05 0.1 0.15 0.2 005 0.1 0.15
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© @

Fig. 5 (a) SCT-based TFR with initialized parametend the energy ridge shown (black line), (b)
The IF's amplitude (black) and corresponding thoédh(red dash), (c) SCT-based TFR with
initialized parameters and the energy ridge shdvaxck line) for the significant IF portion only, )(d

the result of the ESCT method

2.2.3 Multiple harmonic component extraction udgimg ESCT method
A strategy introduced in [32] is used in this paperextract IF curves of multiple
harmonic components from raw signals. The methedreglly involves extracting IF curves
one-by-one with the curves with the highest TRFrgyeextracted first. Then, a variable
digital filter (VDF) is then constructed to exclutlee corresponding harmonic components
one-by-one from the raw signal [33]. The significaortions of the IFs are used to identify
the centre frequencies for the VDFs. The basicquoe of VDF is described in Eq. (17)-
(20).
Y (@)=X(0)H (@) (17)
Y (@)=exp(-ix(N+1)) Y () (18)



Y3(@)=Y2(0)H () (19)

Y (w)=exp(-io(N+1))Y 3(w) (20)
where X¢) is the frequency response of the original sigHa{w) is the VDF at a certain
time, and Yw) is the frequency response of the filtered sig@alChebyshevi filter is
selected as the base filter used in this paperuseciéss amplitude response function is steep
in the transition band and decreases monotonolibly.bandwidth of the VDF is selected
to be 15 Hz based on an analysis of a range oftpeddter configurations.

Unlike the conventional SCT method, the ESCT mettaxad be used to extract multiple
IFs and corresponding signal components. In additibe ESCT can identify births and
deaths of IFs in order to avoid interference agg$nom noise. The flow chart shown in Fig. 6
describes the ESCT method. In the method the INecig first extracted using the SCT
method. Two built-in criterions are then applieddlatain the significant portion of the IF
curve. Next, a VDF with a centre frequency basedhensignificant portion of the IF is used
to exclude the corresponding harmonic componente Dwu significant crossover and
interference between different harmonic componehts,truncated IF section identified by
the first criterion may not satisfy the secondestdn and as such would be regarded as an
interference component. This interference componerdalso excluded using a VDF the
centre frequency of which is based on the trunchiesction identified by the first criterion.
This process is repeated until the threshold isfgad, i.e. the length of the extracted IF in
the time axis is less than 1/4 of the detectionoplefThe residual signals generated, and the
significant portions of the IF curves identifiede doth considered to be outputs of the ESCT

method, as shown in Fig. 1.

I

i 1. Residual signal
No | 2. Significant portions
Yes | of the IF curves
[

Acoustic signa

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Fig. 6 Flow chart of the ESCT method

In order to demonstrate the extraction of multipdemonic components using the ESCT
method, a simulated signal including 3 harmonic gonents, each featuring the Doppler
Effect, (i.e.x;, X2 andxs) and a random noise component is constructed diogpto the basic
theory of Doppler Effect [30]. The parameters @& tlarmonic components are shown in Tab.
2. Fig. 7 (a) and (b) are the time domain wavefand TFR of the simulated signal
respectively. The first part of the ESCT metho@dpplied to extract the IF curves shown as
solid black lines in Fig. 7 (c). The ESCT filtermaponent then eliminates the harmonic



components corresponding to these IF curves. Fidgd)7shows representations of the
harmonic components (which include the Doppler &jfeliminated by the ESCT method’s
filter elements. For comparison, the same simulagigghal is analysed using the
Synchrosqueezing transform, Reassignment, and sy@xtnacting transform methods. The
results shown in Fig. 8 are equivalent to the pwirthe ESCT process represented by Fig. 7
(c). In Fig. 8 the time-frequency energy concemdrats improved, and however the energy

ridges have significant distortion which makesHertprocessing non-viable.

Tab. 2 Parameters of the harmonic components

S r c \Y; A fo

X1 1m 0.2m 340 m/s 25 m/s 2 200 Hz

X2 3m 0.2m 340 m/s 25 m/s 15 150 Hz

X3 55m 0.2m 340 m/s 25 m/s 1 145 Hz
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Fig. 7. (a) Time domain waveform of the simulatéghal, (b) TFR of the simulated signal, (c) IF
curves obtained using the ESCT method, (d) Reptasen of components eliminated by the ESCT
method
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Fig. 8. Alternative processing applied to simulatdnal: (a) Synchrosqueezing transform; (b)
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3 Simulation experiments



A simulation test signal as described as in [13]Jasstructed to verify the effectiveness
of the proposed method in the section. The simdlaignal, x{), includes 5 harmonic
componentsh-;...5) with Doppler Effect, a signal with fault informan st), and a random
noise element t)(in Eq. (21). The SNR of §(is -5 dB, the bearing fault feature frequerfgy,
is set to 120 Hz, and the motion parameters ofctdrmponents in the simulated signal are
given in Tab. 3. The sampling frequency is 8192afd the sampling time is 0.25s. The

train speedy, and speed of sound, are considered to be 35 m/s and 340 m/s, resp8cti

5
X©=s(D+ > h(©+nQ (21)
i=1

Tab. 3 Motion parameters of components in the st test signal

hy h, hs h, hs [
S 2 2 4 4 4 4
r 0.5 0.8 0.5 0.5 1.2 0.5
A 15 1 15 1.8 1 0.5
tc 0.057 0.057 0.114 0.114 0.114 0.114
fo 250 Hz 150 Hz 100 Hz 45 Hz 75 Hz 1500 Hz

The time-domain waveform, Hilbert envelope spectruamd time-frequency
representations of the simulation signal are showfig. 9 (a), (b) and (c), respectively. It
can be seen from Fig. 9 (b) that no obvious pegist atf. or its harmonics because the fault
feature is masked by noise. Additionally, a sigrifit peak exists at 3 Hz in Fig. 9 (b) due to
signal amplitude attenuation [6]. Fig. 9 (c) shdiwat there are strong harmonic interferences
in the simulation test signal. The upper part @f. Bi (c) shows a zoomed in view of the low-
frequency region indicated by the yellow dashed boxhe lower part of the figure. The
ESCT method is applied to the simulated signalximaet the 5 IF curves of the harmonic
components as shown in Fig. 10. In the figure,dae lines are the extracted parts of IF
curves and the red dashed lines are the corresppipdirts of the simulated IF curves. The
figure shows a good correlation between these elesraespite the presence of the Doppler

Effect in the signal components.



E)
Re
%/ 0.3
I
=, -0.3
g
< 0.1 © 0.2
Time (s
(a)

fg 0.15 < 2000
& T
g 01 5
2 S 1000
"6.0.05 &
g g
< &

0 0

0 500 1000 0.050.10.150.2
Frequency (Hz) Time (s)
(® (©)

Fig. 9 simulation test signal (a) time-domain wavef, (b) the Hilbert envelope spectrum, (c) TFR

300

Frequency (Hz)
> o
o o
| I
-5 4
Vi
[/
I
=

0.1 0.2
Time (s)

Fig. 10 IFs of the harmonic components of the sataa signal

To test the de-noise ability of the proposed metlsodulated signals with different SNR
values are constructed. The estimated motion pdeasnare shown in Tab. 4. In the tahte,
is the variance of the estimated speed valueshtdifferent harmonic component/;). ¢
is the error ratio between the accurate estimatieaof speedy,, and the true value of the
train speedy, (s=|v-?za|/v). o ande indicate the stability and accuracy of the resblitained
using the ESCT method. Tab. 4 shows that eitheroommth of the values af or ¢ increase

with increasing SNR.

Tab. 4 Estimated motion parameters obtained foulsition test signals with different SNR values
v () v (hy) v (hs) v (ha) v (hs) o Vy €
m/s m/s m/s m/s m/s m/s %
SNR=-5 34.57 33.67 32.24 37.18 36.10 3.8 34.75 0.7

SNR=-6 34.48 38.45 33.83 36.99 39.54 6.1 36.66 4.7




SNR=-7 34.26 29.37 32.35 34.92 35.14 5.8 33.2 5.2
SNR=-8 33.76 30.96 32.42 37.45 36.67 7.6 34.25 2.1
SNR=-9 34.38 32.75 33.45 31.64 33.63 11 33.17 5.2
SNR=-10 34.08 28.72 33.20 35.94 35.75 8.9 33.34 4.7

Using the ESCT method, residual signals (with hammonterferences removed) are
obtained for each of the simulation test signalth wlifferent SNR values. Hencsg can be
calculated according to Eq. (5). Substituting motparameters iy, $) into Eq. (1), the
resampling time vectors are obtained and applietjube TIR method to reduce the Doppler
Effect in the residual signals. The filtered signa@re then obtained from the resulting
Doppler Effect-free signals using the SK methode Hilbert envelope spectra of the filtered
signals are shown in Fig. 11. The sub-figures skimav there are obvious peaksfaor its
harmonics which indicate the existence of a beafauit. Hence, the effectiveness for the

proposed method is demonstrated for differing nkasels.
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Fig. 11 Hilbert envelope spectra of the filterednsils obtained from simulation test signals with
different SNR values

4 Field experiments

In the following section, two field experiments arged to demonstrate the effectiveness
of the proposed scheme in a real railway envirorintar safety reasons, rather than running
a faulty train, a loudspeaker was fitted to thedlaxle of a test train and used to broadcast
acoustic signals recorded in the laboratory. Tthisrefore, simulated a vehicle with a bearing

fault passing the recording equipment, as showkignl2 (a) [34]. The rotational speed was



270 RPM approximately when recording acoustic dgyma the laboratory. To align the
recordings with the speed of the test rig in the the test train’s speed was set to 13.1 m/s
approximately. The experiments were repeated witlo tsets of recordings, thus
demonstrating the detection of both outer race rafidr faults. The faulty bearings from
which the recordings were taken are shown in F@.(h) and (c), respectively. The
parameters of the test bearing are shown in TaBcé&ording to Eqg. (22) and Eg. (23), the
roller passing frequency outer rdgg_and the roller fault frequendy are approximately
43Hz and 35Hz. The sampling frequency used was BiZ9nd hence the sampling time was
0.25s.

n/. RD (22)
frprG™ 2 (l'ﬁ COSB) fi
_PD/_ (RD 2 (23)
feerp ( (ppo0%) )

Tab. 5 Test bearing parameters

Tvpe Number of rollers Roller diameter Pitch diameter Contact angle
yp n RD PD B

TAROL 130/230-U-TVP 22 24 mm 187 mm 6.9

In case 1, the speaker installed on tfeb®aring broadcasted the sound with outer race
fault information. Fig. 13 (a) is the collected astc signal recorded during the test. In the
figure, the black line corresponds to the signdlected from the light-gate. A section of the
collected signal is selected as the “analysis $idoathe 3¢ bearing as shown in Fig. 13 (b).
The analysis signal corresponds to the time when3thbearing passes the microphone,
t.=5.617s. The detection period includes 2048 samplets, which are divided into two
parts, L1 and L2, based on the triggering of tghthgate signal. L1 is the 800 sample section
before the bearing passing the light gate, whigerdgmaining 1248 samples that occur after
the light gate are known as L2. The time intenadl&1l and L2,t;; andt;,, are hence 0.098
s and 0.152 s, respectively. (as used in Eq. (5)) is equal to 5.519 s,ty=.-t ;. The
Hilbert envelope spectrum of the signal being asedyis shown in Fig. 13 (c). There are no
obvious peaks dkpro Or its harmonics, which results in miss-diagnogig. 13 (d) is the
TFR of the analysis signal. The figure shows thattiple harmonic components exist in the

low frequency zone of the TFR of the analysis digna
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3" bearing

Fig. 12 (a) Test train, (b) Test bearing with outare fault, (c) Test bearing with roller fault
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Fig. 13 Case 1 with the outer race fault: (a) threetdomain waveform of the collected signal, (8 th
time domain waveform of the 3rd bearing’s analysimal, (c) the Hilbert envelope spectrum of (b),
(d) TFR of (b)

The ESCT method is applied to the analysis sigeeti@n of the field test recording. Fig.
14 shows 4 IF curves of the main harmonic companeértte estimations of train speéd,
their variancesg, and the error rate 6f, ¢, are obtained based on those IF curves using the
ESCT method. An enhanced version of the multi-schlgplet path pursuit (MSCPP) method
is also applied in order to provide a comparisopeaformance, as presented in Tab. 6. The

MSCPP method is an alternative to the SCT appraaleith for this application must also be



enhanced using built-in criterions and variableitdidfilters [35]. The table shows that the
values ofs ande for the ESCT method are smaller than that for the esdgthMSCPP method.

It demonstrates that the ESCT method can be usembt@in more stable results with
comparably minor errors.

Tab. 6 Estimated values of motion parameters f@btaring with outer race fault

¥ (hy) v (hy) ¥ (hy) ¥ (hs) o A € S

m/s m/s m/s m/s m/s % m
ESCT 11.57 14.04 13.64 1359 1.24 13.21 0.84 133
(EYMSCPP 1598  14.47 / 9.56 11.27 13.34 1.8 134

A series of VDFs are constructed and applied todtginal signal to filter harmonic
components using the ESCT method. The centre freigpe of those VDFs are the
significant portions of IF curves. Thus, a residofalhe original signal is obtained and passed
to the TIR method in order to finally obtain the @pter-free signal. The filtered signal is
then obtained using the SK method with the ultimatult presented in Fig. 15. The time
domain waveform, TFR and Hilbert envelope spectadithe filtered signal are shown in Fig.

15 (a), (b) and (c), respectively. Fig. 15 (c) shaMovious peaks &tpro 2 frproand 3frpro
which indicates the existence of an outer racd.faul
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Fig. 14 IFs of harmonic components for field testthe bearing with outer race fault
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To further verify the effectiveness of the proposeethod, case 2 was conducted and the
speaker broadcasted sound with roller fault infdiomain the & bearing. The collected
acoustic signal in case 2 is shown as Fig. 16g).16 (b) shows that the analysis signal that
was recorded as thd?earing passed the microphones5.39 s. The Hilbert envelope
spectrum and TFR of the analysis signal are showng. 16 (c) and (d). It can be seen from
Fig. 16 (c) and (d) that there is significant hameanterference and high-level noise present
in the analysis signal to the extent that the fedture is totally masked. The analysis signal
is subjected to the proposed scheme and the isskibwn in Fig. 17. Fig. 17 (a), (b) and (c)
are the time domain waveform, TFR and Hilbert eopel spectrum of the filtered signal
respectively. There are obvious peakdrat and Zrrrin Fig. 17 (c), which indicates the
presence of a roller fault in the test bearing. @bgmated motion parameters identified using
the ESCT and enhanced MSCPP methods are demodstiaiab. 7. The table shows that
the estimated values obtained using the ESCT mdtasdmaller values efande than that

those obtained using the enhanced MSCPP methodhwhbeneficial.

Tab. 7 Estimated values of motion parameters f@rdfer fault bearing
v () v (hy) v (hy) o Va € §
m/s m/s m/s m/s % m
ESCT 12.73 1323 1347 0.14 13.14 0.3 1.32

(E)MSCPP  10.78 12.88 10.70 152 1145 126 115
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Fig. 17 SK result for the 3rd bearing in case 2:tifae domain waveform of the filtered signal, (b)
TFR of the filtered signal, (c) Hilbert envelopessprum of the filtered signal

The proposed method was implemented for fA@earing in both cases. The SK results
are shown in Fig. 18 and Fig. 19 for case 1 and 2asespectively. Fig. 18 (c) is the Hilbert
envelope spectrum of the filtered signal for tfebgaring in case 1. There are no obvious

peaks af, ., and its harmonics. The similar situation occuireéfig. 19 (c) which does not

have obvious peaks gt.. and its harmonics. Hence, there is no fault inftion of outer



race fault and roller fault in the analysis signafsthe 4" bearing in case 1 and case 2,
respectively. Comparing with SK results for ti&t&aring shown in Fig. 15 and Fig. 17, Fig.
18 and Fig. 19 further prove that the proposed otettan be used to detect bearing faults

effectively.
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Fig. 18. SK result for the 4rd bearing in casea):time domain waveform of the filtered signal, (b)
TFR of the filtered signal, (c) Hilbert envelopeesfrum of the filtered signal
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Conclusion
In this paper, a novel scheme based on an enhapiiee-kernelled chirplet transform

(ESCT) method is proposed and used in wayside #caletection systems for train bearings.
In the scheme, the ESCT method is proposed toifgeartd extract the significant portions



of IF curves. The obtained IF curves are then userbnstruct VDFs and estimate motion

parameters of the test train simultaneously. Thé-¥DPan be used to obtain residual signals
through excluding harmonic components from the a@austic signal. The resampling time

vector can be obtained to reduce Doppler Effecthan residual signal by using estimated

motion parameters. The Doppler-free signal is §nslibject to the SK method and hence the
fault feature can be extracted. The simulation field experiments were conducted to test
the proposed method. From experiments’ resultshé@wv conclusions can be obtained.

* The results of the experiments demonstrate thetefemess of the proposed scheme
in wayside acoustic detection for train bearingse ESCT method, at the core of the
proposed scheme, has been shown to be more effatian equivalent enhanced
MSCPP based approaches used previously.

* It has been shown that two criterions can be coatdd to effectively identify the
births and deaths of the significant portions o Using the ESCT method based on
the energy contribution and Doppler Effect chanasties of IFs.

* The performance of the Doppler Effect reductionhuodtis highly dependent on the
accuracy of IF curve extraction. The noise leveltle collected signal has a
significant influence on estimating IFs. Thus, aesmg methods should be the
subject of further research.

* One pair of light-gates is still used to identifyettarget bearing and the detection
zone. Ultimately, systems with only the acoustiossees would be preferable. Hence

an acoustic trigger for the system may also bestitgect of future research.
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A novel schemeis proposed for wayside acoustic detection of train bearings,

An ESCT method is proposed to extract multiple components and their IFs;

Two build-in criterionsin ESCT are proposed to identify births and deaths of IFs;
Motion parameters are estimated by using information of interference components,

Simulation and field experiments verify the effectiveness of the proposed method.
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