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Abstract 
 

This thesis addresses the evaluation of complex interventions using routinely collected data, 

specifically the internal validity of observational studies and the generalisability of Randomised 

Controlled Trials (RCTs). Following a literature review, this thesis has four main objectives: to 

estimate the effect of telephone health coaching on hospital utilisation in an observational study; to 
assess optimal choices of control area in observational studies; to estimate the effect of telehealth 

within a large RCT; and to develop methods to assess aspects of the generalisability of RCTs 

empirically.  

The first paper compares health-coached patients with matched controls. Controls were selected 

from areas of England that were first matched to the characteristics of the intervention area. Health 
coaching did not reduce hospital admissions in this study. A second paper uses simulations to assess 

the relative bias and statistical precision in the treatment effects estimated under alternative 

approaches to selecting control areas. Lower bias is reported when using local controls than when 

selecting controls from matched areas, except when there is little unexplained area-level variation in 

outcomes, when the opposite is true.  

The third paper reports that, in the RCT, telehealth patients had fewer hospital admissions than 

controls, but admissions increased unexpectedly among controls after recruitment, leading to 

concerns about generalisability. Placebo tests find that control patients in the RCT experienced more 

admissions than matched non-participants receiving usual care. To address the concern that the 
control group did not receive ‘usual care’, sensitivity analyses are presented that contrast outcomes 

between the telehealth patients in the RCT and matched non-participants. In this comparison, 

telehealth is associated with a trend towards more admissions than usual care. 

The thesis concludes that careful control matching and placebo tests can address important aspects 

of the validity of observational studies and RCTs, but that further development of evaluation 

methods is warranted. 
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Chapter 1 Introduction 
 

1.1 Complex interventions 
A growing number of people are living with long-term health conditions such as diabetes, heart 

failure or chronic obstructive pulmonary disease (Wanless et al. 2006). This poses considerable 
challenges to health systems globally, as people with long-term health conditions can receive care that 

is fragmentary as well as costly (Wagner 1998). Health care reform would ideally curb the anticipated 

increases in cost pressures associated with this growing group of people, while improving their health 

outcomes and experiences of care (Berwick, Nolan, and Whittington 2008). A specific goal of 
policymakers is often to prevent admissions to hospitals and care homes (NHS England 2014), as 

these admissions are expensive as well as undesirable from the perspective of the patient (Guo et al. 

2015). 

Many interventions have been tested to improve care for people with long-term conditions (Purdy 

2010). Telehealth involves the remote exchange of medical information (such as blood pressure) 
between patient and health care professional (Bower et al. 2011), for example to facilitate faster 

clinician response to deteriorations to health (Chaudhry, Mattera, and Krumholz 2011). Another 

example is telephone health coaching, which aims to promote healthy behaviours, improve outcomes 

and reduce hospital admissions by providing support and encouragement to patients during 
telephone calls (Hutchison and Breckon 2011). Virtual Wards seek to achieve similar improvements 

in outcomes through the integration of health and social care for patients who are at risk of adverse 

events. Virtual Wards use a shared medical record, multidisciplinary team meetings, and automated 

alert systems that inform community-based health care workers when patients in their care attend 

emergency departments (Lewis 2006).  

These interventions share a common attribute, namely their complexity, but this can be difficult to 
define. The Medical Research Council's guidance on evaluating complex interventions broadly 

defines these as having several interacting elements (Craig et al. 2008). Other authors have attempted 

to distinguish between 'simple', 'complicated' or 'complex' systems (Glouberman and Zimmerman 

2002; Hargreaves 2014). In this framework, simple systems are characterised by fixed patterns of 
behaviour, combined with linear cause-and-effect relationships between system parts. An example 

from everyday life is following a recipe while preparing an evening meal. Complicated systems are 

characterised as containing several simple systems, which are not reducible to these systems. For 

example, leaders might plan and coordinate the activities of multiple teams when sending a rocket to 
the moon. In contrast, complex systems are characterised by massively entangled webs of 

relationships that are adaptive as actors learn, coevolve and respond to changes in their environments 

(e.g., raising a child). Although often used, Glouberman and Zimmerman's framework has been 
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criticised because it can lead to an under-recognition of the importance of complexity in evaluation, 

particularly as even apparently simple interventions in health care are highly social processes (Mowles 

2014).1

Regardless of how complexity is defined (Snowden and Boone 2007), the following attributes of 
telehealth mean that it is likely to be regarded as a complex intervention. First, the objectives of a 

telehealth programme are often set at a macro level within a local health care economy (e.g., by a 

commissioner of health services

  

2

The complexity of telehealth means that, even if there is broad agreement about the goals of the 

particular intervention, people might not agree on how telehealth should achieve these goals - i.e., on 

the logic model (Parry et al. 2013). Thus, some authors have argued that the value of telehealth is to 

enable faster clinician responses to deteriorations in health, for example, to enable prompt titration of 
diuretic drugs at the first sign of decompensation in heart failure (Chaudhry, Mattera, and Krumholz 

2011). However, other telehealth services have focussed on fostering self-management (Klug et al. 

2011) or providing peer-support (Fursse et al. 2008). 

) but implementation is done at the micro level (e.g., by individual 

clinics) (Nelson, Batalden, and Godfrey 2007). This means that the details of a telehealth programme 
are influenced by perceptions about the usefulness of telehealth at both the micro and macro levels, 

by priorities and resource constraints at both levels, and by the formal and informal relationships 

between levels. Second, factors external to the local health care economy may influence priorities and 

resources in ways that affect the development of telehealth services. Examples are Government 
initiatives to spread telehealth in England (Department of Health 2011) and new financial incentives 

on health care providers for its use (NHS Commissioning Board 2013). Third, successful 

implementation of telehealth requires coordinated changes in behaviour from several groups of 

people, including patients. Regardless of how well specified technological-based interventions are, 
their effects depend fundamentally on how health care professionals, patients, and family members 

interact with the technology (i.e., on the 'sociotechnical system'), which is largely unpredictable 

(Cherns 1976; Wherton et al. 2012). Finally, telehealth programmes aim for multiple outcomes, for 

example, reduced hospital admissions, improved disease control, improved patient activation, and 

improved quality of life (McLean et al. 2013).  

  

                                                 
1 This was not Glouberman and Zimmerman's intention, as their monograph aimed to elu cidate why it is 
important to recognise complexity in discussing health care reform.  
2 An organisation with responsibility for arranging or procuring care for a population of individuals. 
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1.2 The methodological challenges posed by complexity 
A central aim of evaluations of complex interventions is to estimate treatment effects, 3

1.2.1 Randomised controlled trials and generalisability 

 whether in the 

context of a Randomised Controlled Trial (RCT) or in an observational study. The nature of complex 

interventions can pose many challenges to evaluators in either setting (Craig et al. 2008), particularly 

in relation to the generalisability of RCTs and the internal validity of observational studies.  

In RCTs, treatment allocations are made at random, for example assigning some patients to the 

treatment and others to the control. RCTs have long been favoured in clinical research due to their 

ability to produce treatment groups that are balanced on both observed and unobserved 

characteristics at baseline (Bradford Hill 1937). This property gives well-designed and well-conducted 
RCTs their high ‘internal validity’. In order words, provided that the randomisation is properly 

executed and the sample size is sufficiently large, differences between the outcomes of people 

assigned to the treatment versus control can be reliably attributed to the interventions under 

investigation rather than to baseline differences between these groups (Deeks et al. 2003).  

Despite the benefits that randomisation brings, the findings from an RCT might not be generalisable 
beyond the given study context (Rothwell 2005). Problems with generalisability can occur even in 

RCTs of relatively simple interventions, such as pesticides (Splawa-Neyman, Dabrowska, and Speed 

1990). One problem is that the farms selected for such a trial might not be representative of those 

that would use the pesticide routinely. If farms in the trial and routine practice settings differ in terms 
of characteristics that modify the treatment effect, then the treatment effect estimated from the RCT 

data will not apply directly to routine practice. For example, if the trial mostly consists of large farms, 

then its findings might not apply to groups of small farms. Another problem is that, irrespective of 

the characteristics of the farms, the treatments may differ between RCT and routine practice settings. 
For example, the pesticide might be applied in a more regimented way within the context of the RCT 

than during routine practice. These concerns have been raised in discussions about the distinctions 

between efficacy versus effectiveness, in other words to the difference between treatment effects under 

ideal, laboratory conditions and those under routine practice (Cochrane 1972; Haynes 1999). The 
interests of policy makers tend to be aligned more closely with questions about effectiveness than 

efficacy (Bower et al. 2011).  

If RCTs can be challenging even for simple interventions such as pesticides, then concerns about 

their generalisability become only more acute as the interventions become more complex (Flather, 

Delahunty, and Collinson 2006). This is partly because the interventions themselves may not be as 

easily replicable (Dixon-Woods et al. 2013). RCT protocols might also constrain the design and 
implementation of the intervention, limiting the ability of local teams to meet their overarching aims 

                                                 
3 'Treatment' is used interchangeably with 'intervention' in this thesis.  
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or to react to changes in the external environment (Hendy et al. 2012). The mere existence of an RCT 

might affect the behaviour of the people implementing the interventions, since participation may 

come with actual or perceived political pressure, and represent opportunities or threats to personal 
and organisational reputations (Greenhalgh 2012; Ettelt, Mays, and Allen 2014). Patients might also 

act differently when they are aware that they are being studied (Franke and Kaul 1978; McCarney et 

al. 2007; Marcus et al. 2012). A final challenge arises because patients with long-term health 

conditions often cannot be blinded to treatment allocations in RCTs of complex interventions. This 
is because the control treatments (e.g., usual care) are typically already known to these patients and the 

new interventions typically require changes in their behaviour (Roland and Torgerson 1998). The 

same argument applies to health care professionals. As a result, both groups might react to 

knowledge of the treatment allocations in ways atypical of routine clinical practice (Rosnow and 
Rosenthal 1997). In particular, the literature on RCTs has hypothesised that some patients might be 

motivated to join RCTs in the hopes of receiving promising new interventions, and moreover the 

decision to join an RCT might coincide with decisions to change self-care behaviours. As a result, 

some patients might react negatively when they realise they have been allocated to usual care, a 
phenomenon termed 'resentful demoralisation' (Cook and Campbell 1979).4

These concerns illustrate that, when evaluating complex interventions, the treatments tested in the 

RCT might be different to those in routine practice, as might the characteristics of the individuals 

recruited and the wider context (Bate et al. 2014). As a result, trials might not provide accurate 
estimates of relative treatment effects that apply to routine practice. Efforts to address problems 

about the generalisability of RCTs appear to have been focussed on the design stage of these trials 

(Schwartz and Lellouch 1967; Zelen 1990; Olschewski and Scheurlen 1985; Brewin and Bradley 

1989), and methods to assess the achieved level of generalisability empirically have not been 
sufficiently well developed (Cole and Stuart 2010). An important contribution of this thesis will be to 

illustrate the design and analysis of an RCT of telehealth and to exemplify an approach to assessing 

its generalisability using routinely collected data. 

 Changes in self-care 

behaviours have been detected in these instances (McCambridge et al. 2014).  

1.2.2 The internal validity of observational studies 
Complexity is also a challenge when conducting observational studies. Unlike RCTs, in which 
researchers determine the method of treatment allocation, in observational studies the allocations are 

made externally to the research team, for example based on the preferences of health care 

professionals and patients during the course of routine clinical practice. Observational studies have 

the potential to include a broad range of patients, settings and treatment options, representative of 
those seen in routine clinical practice. However, the internal validity of observational studies can be 

                                                 
4 Related issues have been discussed in the l iterature about job training programmes. These can function as a 
form of job search for many of their participants, and labour market  dynamics can drive the participation 
process (Heckman and Smith 1999).   
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threatened when the groups of patients receiving the intervention and control treatments differ at 

baseline in terms of a characteristic that is also associated with outcome (a 'confounder') (Cochran 

and Rubin 1973; von Elm et al. 2007). 

Theoretically, dealing with confounding is straightforward if the researcher knows the treatment 
assignment mechanism that determined which patients received which treatment, and moreover has 

access to the data required to model this mechanism adequately (Rosenbaum and Rubin 1983), or in 

other restrictive situations (Newhouse and McClellan 1998).5

Unlike RCTs, efforts to improve the validity of observational studies have tended to focus on 

analytical methods, such as how regression models should be specified, rather than on issues of 

design, such as how the data sets should be assembled prior to an analytical method being applied 
(Rubin 2008, 2007, 2010). This thesis will illustrate the design and analysis of an observational study 

of telephone health coaching using routinely collected data. It will also address a design issue that has 

received scant attention, namely the effect of the choice of control population on the bias and 

precision of the resulting treatment effects.  

 Unfortunately, in almost any practical 

situation, the nonrandomised nature of the study means that the treatment assignment mechanism is 
a priori unknown. Understanding the treatment assignment mechanism is particularly challenging 

when the interventions of interest are complex, as in these cases the treatment assignment 

mechanism is a product of a dynamic and unpredictable system. It might also reflect decisions made 

at several levels. For example, the eligibility criteria for the treatment of interest might be set at the 
macro level, but treatment decisions depend additionally on the preferences of individual patients and 

clinical teams (Freund et al. 2011).  

1.3 Applied case studies 
The methodological contributions of this thesis are motivated and informed by two large case 

studies: an observational study of telephone health coaching and an RCT of telehealth. In both 

studies, the primary outcome of interest relates to hospital admissions, since reducing these is an 

important goal of policymakers. 

Previous evaluative studies of telephone health coaching have been of doubtful generalisability 

(Hutchison and Breckon 2011). Although one large RCT (Wennberg et al. 2010) reported that the 

intervention was associated with reductions in hospital use, there has been some debate about 

whether this effect was attributable to the health coaching element of the intervention or to another 

                                                 
5 Some of the methods discussed in this thesis, su ch as prognostic score matching (Section 2.2.4), require 
knowledge of the relationship between the relevant baseline variables and the outcome, rather than the 
relationship between the relevant baseline variables and treatment assignment, but the same broad argument 
applies. 
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element that related to shared decision making for preference-sensitive conditions (Motheral 2011).6

Evaluations of telehealth have historically been of poor quality (Barlow et al. 2007b; Bergmo 2009). 

The Department of Health proposed the Whole Systems Demonstrator (WSD) study in 2006 in 

order to address the concerns about the robustness of the existing evidence base for telehealth 

(Department of Health 2006). At the time, WSD was the largest trial of telehealth conducted, with 
over 3,000 participants recruited from community settings in three areas in England. It embodies 

many of the challenges to generalisability faced when evaluating complex interventions within RCTs, 

including those associated with non-blinded trials and context-dependent treatments.  

 

Because there has been continued uncertainty about how to design a successful telephone health 

coaching service (Hill, Richardson, and Skouteris 2014), this thesis includes a large observational 
study of a well-established service, namely Birmingham OwnHealth. A significant challenge to the 

conduct of the study was the need to obtain retrospective data on the health care needs and 

utilisation of over 3,000 health-coached patients. Also, a control group was needed to allow for the 

tendency of patients with a history of hospital admissions to show reductions in these admissions 

over time ('regression to the mean') (Roland et al. 2005). 

1.4 Routinely collected data 
Both case studies exemplify approaches to the analysis of routinely collected data - the large amounts 

of electronic information that are generated as part of the routine operation of health care systems 

(Black, Barker, and Payne 2004).7

A general concern about the use of routine data in research is that the nature of the data is not under 

the investigators' control (Roos et al. 1993; Wallihan, Stump, and Callahan 1999). Moreover, the 

investigators have no control over what information is sought from patients (Hripcsak and Albers 
2013; Wennberg et al. 2014). There are also important considerations about individuals’ rights, 

 The potential of these data to describe the evolution of health need 
and outcomes for populations has long been recognised (Acheson and Evans 1964), but the more 

recent digitalisation of health care records has increased the quantities of data available for research 

(Pope et al. 2014; Stuart et al. 2013; Steventon 2013). The single-payer nature of the National Health 

Service in the United Kingdom means that data sets can be assembled at the population level across 
providers and across time. Exploiting these data in evaluations of comparative effectiveness has been 

identified as a national priority in England (NHS England 2014), with new research centres and 

infrastructures being established for this purpose (Woollard 2014).  

                                                 
6 Preference-sensitive conditions are those conditions for which at least two valid alternative treatment 
strategies are available. Since the risks and benefits of the options differ, the choice of treatment involves trade-
offs, which in theory should depend on informed patients’ preferences  (Wennberg,  Fisher, and Skinner 2002). 
An example is  with regards to treatment options for arthritis of the hip. 
7 Routinely collected data include: administrative data sets, su ch as might be used to generate reimbursement to 
providers of care (Roos et al.  1993); clinical data that  are generated at the point of care, su ch as the electronic 
medical record (Sheikh et  al. 2011);  clinical audit databases  (Yudkin and Redman 1990);  and patient-generated 
data (Nelson et al. 2015).  
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consent and ownership, and for these reasons access to routine data for the purposes of research is 

protected by certain controls (Bradley et al. 2010). Recent work has used pseudonymisation to link 

data sets from across primary, secondary and social care without the need for researchers to access 
patient identifiable information (Bardsley et al. 2011).8

This thesis contributes to the methodological toolkit for the analysis of routine data, by developing 

methods that exploit their breadth (i.e., number of patients) and length (i.e., number of years covered) 

in order to increase aspects of the validity of RCTs and observational studies. A particular challenge 
when using routinely collected data in observational studies relates to the ability to model the 

treatment allocation mechanism (Rosenbaum and Rubin 1983), since, even if this mechanism is well 

understood, data might still be missing on some confounders. Approaches to addressing this 

unobserved confounding include: using clinically-generated data, rather than administrative data 
(Austin et al. 2005); applying difference-in-difference methods (Stuart et al. 2014); and conducting 

sensitivity analyses for unobserved confounding (Rosenbaum 2002). However, few studies have 

sought to exploit the fact that routine data often span multiple health care centres and geographic 

areas (Padkin, Rowan, and Black 2001). Thus, several nonrandomised control groups are often 
available with which to make comparisons. For example, if an intervention is being tested within a 

certain general practice, then controls might be taken from within the same general practice as 

intervention patients, from other, similar general practices, or nationally. As we will see, the choice 

has implications for unobserved confounding. These have rarely been assessed (Stuart and Rubin 
2008), even though studies have used the full range of approaches to selecting control groups 

(McConnell et al. 2008; Nelson 2012; Roland et al. 2012). 

 Pseudonymisation is used throughout this 

thesis. The telephone health coaching study used a method developed in previous work (Steventon et 

al. 2012b) to link a cohort of patients receiving this out-of-hospital intervention to the Hospital 

Episode Statistics (HES), a national administrative database containing details of all NHS-funded 
hospital visits in England. The WSD trial also relied on routine data sets for its primary analyses, 

because of the difficulty and expense of obtaining self-reported data from all 3,000 participants 

(Newman et al. 2014). My work on this trial required extracting and linking person-level data from 

four commissioners of hospital care, over 250 general practices, three local authorities, and several 
community health services. Over one billion rows of data were extracted in total, making it a novel 

and extensive example of data linkage within an RCT setting.  

Routinely collected data contain rich information on patients who do not participate in the RCTs, yet 

may receive the treatments of interest in the course of routine practice. Therefore, various authors 

have proposed using routine data sets to assess the generalisability of RCTs by means of comparisons 
                                                 
8 Pseudonymisation is a method of de-identifying data sets, which involves the removal of patient identifiable 
fields (su ch as name or address) and the encryption of a unique patient identifier (such as the NHS number in 
England). Data sets are linked using the encrypted version of the unique identifier. Pseudonymisation is 
cu rrently accepted by the English National Health Service as  a valid approach to data linkage provided that  
sufficient other controls are in  place (Department of Health 2014).  
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between the outcomes of people who were recruited into an RCT and those who received the same 

treatment in routine practice (Lewsey et al. 2000; Padkin, Rowan, and Black 2001).9

1.5 Aims and contributions of this thesis 

 The potential of 

routinely collected data to assess generalisability is particularly apparent for certain trial designs. For 
example, point-of-care trials aim to recruit patients within a regular clinical consultation by using the 

electronic medical record to alert doctors to the presence of an eligible patient, to record randomly-

generated treatment allocations, and to obtain information about outcomes (van Staa et al. 2014; 

Fiore et al. 2011). Despite the potential for using routinely collected data to assess generalisability, 

few analytical methods have been developed for this purpose (Cole and Stuart 2010). 

The overall aim of this thesis is to improve the estimation of treatment effects when evaluating 
complex interventions for people with long-term health conditions using routinely collected data. 

The thesis makes both applied and methodological contributions. First, I show how the design, 

analysis and interpretation of an important observational study of telephone health coaching can be 

done using routinely collected data, using a matching method and sensitivity analyses for unobserved 
confounding. Second, I focus on a specific aspect of the design of observational studies that has not 

been sufficiently addressed in the existing literature (Stuart and Rubin 2008), namely the effect of 

strategies for choosing the control population on the bias and precision of the resulting estimates of 

treatment effect. This emerged as an important consideration from the telephone health coaching 

study, and it will be relevant to many analyses of routinely collected data. 

The third and fourth contributions relate to RCTs. I begin by demonstrating how routine data can be 

obtained and linked at the population level within the context of a multi-centre RCT. Then, I 

demonstrate an approach that uses linked, routinely collected data to estimate the effect of telehealth 

within this RCT. I extend analytical approaches to assessing the generalisability of RCTs (Cole and 
Stuart 2010; Hartman et al. 2015) with new sensitivity analyses that can be conducted when the 

comparisons fail to confirm the generalisability of the original study. Finally, a policy paper draws 

together the implications for policymakers and proposes a way to use routinely collected data in 

formative evaluations of complex interventions (Scriven 1966), with a specific focus on the logic 
model. The use of formative evaluation designs was not an objective of this thesis, but the findings of 

the case studies motivate their use in future work. 

  

                                                 
9 Some authors have preferred prospective, bespoke approaches to data collection for nonrandomised patients 
(Olschewski, Schumacher, and Davis  1992), but this can be costly to implement in practice.  
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The specific methodological and applied objectives of this thesis are: 

Methods review 

1. To critically review methods appropriate to addressing the internal validity of observational 

studies of complex interventions and the external validity of RCTs of these interventions 

(Chapter 2).  

Observational studies 

2. To estimate the effect of Birmingham OwnHealth on the utilisation of hospitals, by 

employing an observational study design (Chapter 3). 
3. To assess the implications of the choice of control population in observational studies for 

the bias and efficiency of the resulting estimates of relative treatment effect (Chapter 4).  

Randomised controlled trials 

4. To estimate the effect of telehealth on hospital utilisation and mortality, within a large RCT 

(Chapter 5). 

5. To develop an analytical method to assess the generalisability of RCTs, together with a 

sensitivity analysis to explore the consequences of potential causes of non-generalisability 

(Chapter 6). 

Recommendations  

6. To make recommendations for policy development and evaluation methods (Chapter 7). 

1.6 Contribution of the candidate to the thesis 
Besides the methodological review (Objective 1), all objectives have been met through research 

papers. With the exception of the paper in Chapter 7, these have either been published, or are 
forthcoming, in peer-reviewed journals. The following paragraphs summarise my contribution to 

each paper. I would especially like to acknowledge Professor Richard Grieve for his invaluable and 

supportive supervision throughout. All authors read and approved the draft papers before they were 

submitted to journals.  

Objective 1: Critically review methods appropriate to addressing the internal validity of 
observational studies of complex interventions and the external validity of RCTs of these 

interventions  

I conducted this literature review under the guidance of Professor Richard Grieve. 

  



26 

Objective 2: Estimate the effect of Birmingham OwnHealth in an observational study 

This paper has been published in the BMJ (Steventon et al. 2013b). Chapter 3 contains the published 

version of the text.10

My contribution included the overall design of the study, including the approach to matching, 

estimation and sensitivity analysis. I liaised with Birmingham East and North Primary Care Trust to 
arrange for the transfer of identifiable data to the NHS Information Centre for health and social care 

for data linkage. I conducted the analyses and produced the first draft of the manuscript, before 

incorporating comments from other co-authors and from peer reviewers.  

 This work was conducted between April 2011 and June 2013. 

Objective 3: Assess the implications of the choice of control population in observational 

studies for the bias and efficiency of the resulting estimates of relative treatment effect 

This paper has been published in Health Services Research & Outcomes Methodology (Steventon, Grieve, 

and Sekhon 2015). Chapter 4 contains the version that was accepted for publication. This work was 

conducted between January 2011 and December 2014. 

The paper originated from the candidate, following discussions with Dr Martin Bardsley and 

Professor John Billings about the optimal choice of control population in observational studies. I 

contributed to the specification of the research question and proposed the study design for the case 

study analysis, which Professor Richard Grieve helped refine. All authors contributed to the design of 
the simulation study. I conducted all analyses, including the simulations, and produced the first draft 

of the manuscript, before incorporating comments from the co-authors and peer reviewers.  

Objective 4: Estimate the effect of telehealth on hospital utilisation in a large RCT 

This paper has been published in the BMJ (Steventon et al. 2012a). Chapter 5 contains the published 

version. This work was conducted between November 2008 and June 2012. Data collection went 

from November 2008 to December 2010, and the analyses were conducted from December 2010 

onwards. 

A team led by principal investigator Professor Stanton Newman designed the Whole Systems 
Demonstrator trial, which is registered with the International Standard Randomised Controlled Trial 

Number Register (ISRCTN43002091). I contributed to the final protocol for the trial (Bower et al. 

2011) and led the data collection and analysis for 'Theme One' of the evaluation, which concerned 

impacts of telehealth on health care utilisation and mortality. Dr Martin Bardsley, Dr Jennifer Dixon, 
Dr Helen Doll and Professor John Billings were the other members of the Theme One evaluation 

team and we met to discuss the project on a regular basis. My specific roles included arranging for 

                                                 
10 All of the papers have been reformatted to meet the stylistic requirements of this document. Some minor 
amendments have been made to the texts (for example, to convert American spelling into English spelling). 
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trial participants to be linked to national Hospital Episode Statistics (HES) data, and supervising a 

subcontractor (Bupa Health Dialog), who provided the trial sites with technical assistance for the 

extraction of data from general practices and the Secondary Uses Service (SUS).11

Objective 5: Develop an analytical method to assess the generalisability of RCTs, together 
with a sensitivity analysis to explore the consequences of potential causes of non-

generalisability 

 Bupa Health 
Dialog structured the SUS and GP data, and calculated predictive risk scores, which I then verified. I 

collaborated with the trial statistician (Dr Helen Doll) and representatives from the other themes in 

designing the details of the analytical approach, including the specification of the regression models 

and the presentation of the data. I conducted all analyses and produced the first draft of the 

manuscript, before incorporating comments from other co-authors and peer reviewers. 

This paper was accepted by Medical Decision Making in February 2015 and is forthcoming. Chapter 6 

contains a copy of the manuscript after the incorporation of the most recent set of peer-reviewer 

comments. This work was conducted between January 2011 and January 2015. 

The original funding proposal for the WSD evaluation (prepared by Professor Stanton Newman, Dr 
Jennifer Dixon, Professor John Billings and others) specified risk-adjusted comparisons between the 

hospitalisation outcomes of RCT intervention patients and those of patients living in other areas of 

England. I worked with Professor Richard Grieve to design a study that used placebo tests to 

examine aspects of generalisability more directly, and together we developed the sensitivity analysis 
that is included in the paper. I structured the data sets, conducted the matching and statistical 

analyses and produced the first draft of the manuscript, before incorporating comments from the co-

authors and peer reviewers. 

Objective 6: Make recommendations for policy development and evaluation methods 

This paper has not yet been submitted for publication. It was prepared during 2013 and the complete 

author list is: Adam Steventon, Martin Bardsley, Brian McKinstry, Richard Grieve, Nicholas Mays, 
Nicholas Barber, and Harlan M. Krumholz. This paper was the suggestion of co-author Nicholas 

Mays. I conducted most of the background research and prepared the first draft of the manuscript. 

Co-authors then contributed thoughts and reflections, which I reflected in the manuscript. 

  

                                                 
11 SUS is an alternative source of hospital data.  It was preferred to HES for some of the analyses  for technical 
reasons relating to the data linkage methods. The two data sets were found to be very similar.  
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1.7 Other relevant work 
During the time frame of this thesis, I have also contributed to a number of other observational 

studies (Steventon et al. 2012b; Roland et al. 2012; Chitnis et al. 2013) and analyses of RCTs 

(Steventon et al. 2013a, 2014; Bardsley, Steventon, and Doll 2013; Henderson et al. 2014, 2013; 

Cartwright et al. 2013; Bower et al. 2011). These papers are not reproduced here but are referenced 

throughout the thesis. 

1.8 Structure of the remainder of this document 
Chapter 2 reviews methods appropriate to addressing the internal and external validity of RCTs and 
observational studies of complex interventions. Chapters 3-7 present the research papers, which are 

each preceded by a short preamble that puts them into the context of the thesis. Chapter 8 concludes.
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Chapter 2 Critical review of the methodological 

literature 
 

Establishing internal validity and generalisability is critical for any study that aims to inform 

policymaking by estimating treatment effects. This chapter puts both concerns into the single 
framework provided by Rubin's potential outcomes theory, before reviewing the main methods that 

can be used to address them within observational studies and RCTs.  

The main threats to validity in observational studies tend to relate to internal validity, while RCTs 

tend to be more susceptible to problems with generalisability. Because both issues represent different 

facets of the same problem, namely how to deal with selection bias due to an unknown assignment 
mechanism, we apply the lessons from RCTs to observational studies, and the lessons from 

observational studies to RCTs. Thus, I identify gaps in the methodological literature for both types of 

study, some of which will be addressed by this thesis. 

2.1 Concepts and definitions 

2.1.1 Internal and external validity 
Rubin conceptualised each individual as having two or more potential outcomes (Rubin 2008), 

depending on which treatment they receive at a certain point in time. We focus on the situation in 

which there are two treatments, known as the 'intervention' (A) and the 'control' (B).12

The fact that only one of these potential outcomes is observed for each individual at each point in 
time is known as the 'fundamental problem of causal inference' (Holland 1986). Progress can be 

made because studies are typically concerned with average treatment effects over groups of 

individuals, rather than for particular individuals. For example, in estimating treatment effects from 

an RCT, the observed outcomes of the treatment group are contrasted to those of the control group, 
and the control group's outcomes are effectively used to 'impute' the potential outcomes of the 

intervention group under the control treatment. 

 The treatment 

effect for a particular individual can be defined as the difference between these potential outcomes: 

𝑇𝐸𝑖 =  𝑌𝑖(𝐴)−𝑌𝑖(𝐵) 

 

                                                 
12 We refer to patients who received the intervention as  'intervention patients' or 't reated patients'. Likewise, 
patients who received the control are referred to as 'control patients', 'untreated patients', or simply 'controls'.  
The phrases 't reatment effect' and 'intervention effect ' are also used synonymously.  
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A common estimand is the Sample Average Treatment Effect (SATE) (Imai, King, and Stuart 2008): 

𝑆𝐴𝑇𝐸(𝐴,𝐵) =  1
𝑛�𝑇𝐸𝑖

𝑖
 

Here, the summation is over all patients in the sample of individuals included in the study, and 𝑛 is 

the sample size. Another estimand is the Sample Average Treatment effect for the Treated (SATT), which is 

defined as: 

𝑆𝐴𝑇𝑇(𝐴,𝐵) =  1
𝑛1

� 𝑇𝐸𝑖
𝑖,𝑍𝑖=1

 

Unlike the formula for SATE, this summation only includes people who received the intervention. 
The Sample Average Treatment effect for Control patients (SATC) can be defined similarly as the summation 

over controls. 

Although studies often report sample treatment effects such as SATE, SATT or SATC, often of 

more relevance to policymakers are population effects, where the population refers to the people 

who would be affected by the decision that the study findings are intended to inform.13

Imai and colleagues decomposed the difference between PATE (the assumed target quantity of 

interest) and D (the estimator) (Imai, King, and Stuart 2008) as follows: 

𝑃𝐴𝑇𝐸−𝐷 =  ∆𝑇 +  ∆𝑆 

 The Population 
Average Treatment Effect (PATE) is defined in a similar way to SATE, but treatment effects are summed 

over all individuals in the population rather than over individuals in the sample.  

Where ∆𝑇= 𝑆𝐴𝑇𝐸−𝐷 and ∆𝑆= 𝑃𝐴𝑇𝐸− 𝑆𝐴𝑇𝐸. The first term relates to bias from internal validity, or 

whether the estimated sample treatment effect reflects the quantity it purports to estimate. The 
second term relates to bias from generalisability (or external validity), or whether the treatment effect 

targeted by the study is the same as the effect for the population of interest. The bias from external 

validity is zero when the sample is a random survey of the entire population, or when the individual 

treatment effects are the same across the entire population (i.e., there is no treatment effect 
heterogeneity). It will in general be nonzero when these criteria do not hold, or when the treatments 

delivered within the study setting have different effects on outcomes to those in routine practice.  

  

                                                 
13 Although studies may be intended to inform decisions relating to several populations, for simplicity I will  
assume a single population.  
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2.1.2 Experiments and observational studies 
Experiments are defined as studies in which the investigator has control over the treatment allocations 

(Deeks et al. 2003). In contrast, in an observational study, treatment allocations are made independently 
of the investigator (e.g., based on patient preference). A common example of an experiment is the 

Randomised Controlled Trial (RCT), in which treatment allocations are made randomly. An example 

of an observational study occurs when investigators track the outcomes of a cohort of patients who 

received the treatment of interest within the course of routine clinical practice. 

2.1.3 Assignment mechanisms  
Rubin argued that, in order to overcome the fundamental problem of causal inference, it is necessary 

to formulate an assignment mechanism (Rubin 2008). This describes the reasons for the missing potential 

outcomes: 

𝑃(𝑊|𝑋,𝑌(0),𝑌(1)) 

Here, 𝑊 is the treatment assignment, and 𝑋 is a vector of baseline covariates.  

The assignment mechanism is important in both experiments and observational studies. However, in 

an experiment, it is known by design for patients who are included in the study (Little and Rubin 
2000). For example, it is equal to 0.5 in an RCT with two treatment groups and a 1:1 allocation ratio. 

For observational studies, the assignment mechanism is usually unknown and must be estimated 

from the data (Rubin 2008). The uncertainty inherent in accounting for this unknown assignment 

mechanism is what threatens the internal validity of observational studies. 

Despite their weaknesses in relation to internal validity, observational studies often have greater 
control than RCTs over the selection of patients into the study. This is because observational studies 

can often sample directly from the population that is receiving the treatment in routine practice, while 

RCTs have to recruit health care organisations, health care professionals, and patients prospectively, 

and not all will agree to participate.14 The uncertainty inherent in the sample assignment mechanism 
is partly what accounts for the threats to generalisability in RCTs. 15

The next few sections review approaches to address the internal validity of observational studies. We 

then turn to approaches to address the generalisability of RCTs. 

 Figure 1 describes the overall 

situation and the trade-offs that result from sacrificing investigator control over sample selection for 

greater control over treatment assignments.  

                                                 
14 For a review of some reasons why the characteristics  of patients recruited into an RCT may differ from those 
of patients receiving the treatment in routine practice, see Rothwell (2005).  A qualitative study explored some 
of these issues in the context of the Whole Systems Demonstrator trial, which  forms the case study RCT for 
this thesis (Sanders et al. 2012).  
15 Generalisability can also be threatened when the treatment (or the context in which it is delivered) is different 
in the RCT than in  routine practice.  
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Figure 1: Trade-offs between internal and external validity.  

 

This figure puts observational studies and RCTs on a spectrum, as some study designs fall between the two (such as a quasi-

experimental study in which treatment allocations are based on the order in which participants are recruited). The figure is 

only illustrative, and it is possible to have, for example, an RCT with low internal and external validity, or an observational 

study with high internal and external validity. 

2.2 Approaches to address internal validity in observational studies 
Many methods to estimate treatment effects from observational data require an assumption that is 

variously called no unobserved confounding, selection on observables, or strong ignorability.16

Although some analytical methods exist that do not require this assumption, they can often not be 

applied in health services research. For example, instrumental variable analysis requires the existence 

of a variable that is highly correlated with treatment but does not independently affect the outcome 
(Newhouse and McClellan 1998). Examples of valid instruments in health services research are rare 

(Stukel et al. 2007). Similarly, regression discontinuity methods can only be applied in unusual 

instances where there is a variable and a level of that variable such that the probability of receiving 

the intervention is discontinuous (Imbens and Lemieux 2008).  

 Specifically, 

conditional on the observed baseline covariates, 𝑋, the potential outcomes must be independent of 

treatment assignment: 

𝑃�𝑊�𝑋,𝑌(0), 𝑌(1)� =  𝑃(𝑊|𝑋) 

  

                                                 
16 This is closely related to the assumption called 'no essential heterogeneity', which  specifies  that selection into 
treatment should not be a function of the gain from treatment, conditional on observed covariates (Heckman, 
Urzua, and Vytlacil 2006), and so the placebo tests that I go on to describe would also be applicable for 
assessing this assumption. A confounder is a variable that is associated with both the outcome and treatment 
assignment (Drake 1993).  
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As the 'no unobserved confounding' assumption is likely to be needed when conducting 

observational studies in the current context, I now focus on reviewing methods that use this 

assumption to estimate treatment effects, namely: 

1. Regression adjustment; 
2. Propensity score matching; 

3. Mahalanobis distance matching on the propensity score; 

4. Prognostic matching; 

5. Genetic matching; and 

6. Combined matching and regression approaches. 

The assumption that there is no unobserved confounding cannot be empirically tested. Therefore, in 

Section 2.3, we will turn to some methods to limit the susceptibility of the analytical strategy to 

violations of this important assumption. 

2.2.1 Regression adjustment 
A common analytical approach to estimating treatment effects is to fit parametric models ('regression 

models') to the data (Harrell, Lee, and Mark 1996). This approach assumes knowledge of the 
functional form of the relationship between baseline covariates, intervention status and outcome, 

which must be expressed in the form of a regression equation. Estimates will depend on the 

functional form assumed, especially when there is poor overlap between the distributions of baseline 

covariates in the treated and untreated groups (King and Zeng 2006). Unfortunately, the functional 
form is usually not known a priori. Best practice is therefore to conduct sensitivity analysis assuming 

different combinations of predictors, interaction terms and link functions. One of the benefits of the 

matching methods that I now describe is that the dependence of the treatment effect estimates on 

model specification is typically lower if regression models are applied to matched data than to the 

original sample (Ho et al. 2007).  

2.2.2 Propensity score matching 
Rosenbaum & Rubin (1983) elucidated the importance of balancing scores in causal inference. Balancing 

scores are variables such that, conditional on these variables, intervention status is independent of the 

baseline covariates. Rosenbaum and Rubin's central theorem was that, at any level of a balancing 
score, a comparison of the outcomes of treated and untreated patients will yield an unbiased estimate 

of the treatment effect at that level of the balancing score. Therefore, if one can obtain, for every 

treated patient, an untreated patient that is sufficiently closely matched on the balancing score,17,18

                                                 
17 For a description of some matching algorithms that can be used, see Austin (2008a). 
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then the difference between the mean outcomes of the matched groups will yield an unbiased 

estimate of the sample treatment effect.19

The propensity score is one example of a balancing score, and it is defined as a individual’s probability of 

receiving the intervention conditional on observed baseline covariates (Rosenbaum and Rubin 1983). 

In observational studies, the propensity score is usually unknown, and so must be estimated from the 

data, often using logistic regression.

 For this approach to work there must be overlap or positivity - 

in other words, there must be no level of the balancing score at which the intervention is received 

with certainty, or not received with certainty.  

20

Box 1

 Rosenbaum & Rubin (1983) showed that, in finite samples, 
using consistent estimates of the propensity score produces asymptotically unbiased estimators (i.e. 

bias tends to zero as the sample size increases). However, incorrectly specified propensity score 

models can lead to bias (Drake 1993). Since there will always be a risk that propensity scores are 

misspecified, it is important to check balance on matched samples and refine the specification of the 

propensity score model if needed (Austin 2009a) - see .  

2.2.3 Mahalanobis distance matching on the propensity score 
Although the theoretical results of Rosenbaum and Rubin (1983) showed that matching on a 

correctly-specified propensity score will produce balanced groups in expectation, this may not be the 

case in the context of a particular study, either because the propensity score model is misspecified or 
because of chance. Therefore, it is often advisable to match not only on the propensity score but also 

on prognostically important baseline variables by using a multivariable distance measure such as the 

Mahalanobis distance (Mahalanobis 1936). Rosenbaum and Rubin (1985) found that matching on the 

Mahalanobis distance produced more closely balanced groups than matching on the propensity score 
alone. 

 

                                                                                                                                                  
18 Matching is  not the only way to use a balancing score.  For example, it is also possible to stratify the 
population into broad bands based on the propensity score, to weight by the inverse of the probability of 
treatment assignment, or to do covariate adjustment using the propensity score. In one set of simulations, 
matching on the propensity score produced better balance on observed confounders than stratification (Austin, 
Grootendorst, and Anderson 2007). A subsequent study found that matching on the propensity score and 
inverse probability of treatment weighting both eliminated a greater degree of the systematic differences 
between treated and untreated subjects than stratification and covariate adjustment (Austin 2009b). More recent 
work has found that inverse probability of treatment weighting can lead to unstable estimates due to extreme 
weights (Radice et al.  2012).  
19 If the matching is  condu cted in this way, then the treatment effect estimated will  be SATT. It is also possible 
to use matching methods to estimate SATE or SATC (Stuart 2010).  
20 Several other methods have been developed for fitting propensity scores,  including machine-learning 
approaches such as  classification and regression trees (Lee, Lessler, and Stuart 2010).   
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Box 1: Assessing balance in matched control studies 

Balance has been defined as the similarity between the multivariate empirical distributions of the 
covariates in the intervention and matched control groups (Imai, King, and Stuart 2008).21 There is 

neither an accepted method for assessing balance nor a common view about what constitutes 

adequate balance (Hill 2008), but there appears to be consensus that it is inappropriate to compare 

the distribution of baseline covariates using statistical tests (Ho et al. 2007). Two reasons are given. 
The first is the observation that balance is a property of the sample and not of a hypothetical 

population. Second, probabilities given by significance tests are influenced by sample size. This 

means that a statistical test could conclude that there is a 'non-significant' imbalance simply because 

of a lack of power to detect differences. There are dissenting views about the value of statistical tests, 
however (Hansen 2008a). One simulation study showed that a strategy that selects propensity score 

models based on an assessment of balance using the t-test can result in lower bias than strategies 

using other metrics such as the standardised difference or the Kolmogorov-Smirnov test statistic 

(Belitser et al. 2011).  

 

2.2.4 Prognostic score matching 
The prognostic score is an alternative balancing score (Hansen 2008b). For binary outcomes, one 

prognostic score is the probability of experiencing the outcome, in the absence of treatment,22

Hansen showed that, at any value of the prognostic score, the difference between the outcomes of 

treated and untreated patients is an unbiased estimate of the average treatment effect at that value of 
the prognostic score, provided that (Hansen 2008b): 

 

conditional on the set of observed baseline variables. More generally, the prognostic score is defined 
as a function of the observed baseline variables such that, when conditioning on the prognostic score, 

outcomes in the absence of the treatment are independent of those baseline variables: 

𝑃(𝑌(0)|𝑋,𝑝(𝑋)) =  𝑃(𝑊|𝑝(𝑋)) 

1) There is no unobserved confounding;  

2) There is no level of the prognostic score at which treatment is received with certainty; and 

3) There is no effect modification, i.e. no baseline variable that modifies the treatment effect.  

                                                 
21 Note that  the theorems underlying propensity score matching do not require pairwise similarity of matches, 
but only that the baseline covariates of intervention and matched control patients come from the same 
multivariate distribution. 
22 If there are more treated than untreated subjects, it may be appropriate to reverse the definition of ‘treatment’ 
and model outcomes under treatment rather than outcomes under the absence of treatment.  
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The 'no effect modification' assumption arises because outcomes in the absence of treatment are only 

known for untreated individuals. Therefore, one must fit a model of the outcome to untreated 

individuals and extrapolate this model to treated individuals.23

Just like the propensity score, the prognostic score must be estimated from the data (often using a 
logistic regression model). Checking balance is important because estimated treatment effects will be 

biased if the model is misspecified. 

  

2.2.5 Genetic matching 
Genetic matching generalises Mahalanobis distance matching by using a more flexible multivariable 

distance measure (Diamond and Sekhon 2013): 

𝑑(𝑋𝑖 ,𝑋𝑗)  =  �(𝑋𝑖 −𝑋𝑗)(𝑆−1/2)′𝑊𝑆−1/2(𝑋𝑖 −𝑋𝑗)�1/2
 

Here, 𝑊 is a semi-definite weight matrix, the non-diagonal elements of which are taken to be zero. 

𝑆−1/2 is the Cholesky decomposition of 𝑆, the covariance matrix of 𝑋. The baseline covariates 

included in 𝑋 are those that are instrumental to obtain adequate balance,24

The genetic matching algorithm aims to optimise balance by selecting the most appropriate weight 

matrix. The particular measure of balance might be, for example, the minimum p-value from t-tests 

on the baseline variables or from Kolmogorov-Smirnov tests on these variables (this minimum p-

value should then be maximised). Genetic matching has been shown to dominate propensity score 
matching in terms of precision in simple simulations with independent normally distributed baseline 

variables (Sekhon and Grieve 2012). Furthermore, a comparison between genetic matching and 

propensity score matching in the context of an observational study of a cardiac monitoring device 

showed that genetic matching resulted in better balance on empirical quantile-quantile plots of 
baseline variables, and also replicated the results of an RCT (Sekhon and Grieve 2012). Genetic 

matching also produced lower bias and greater precision than propensity score matching in 

simulations in which the treatment assignment mechanism differed between subgroups (Kreif et al. 

2012). 

 and these may include the 

estimated propensity score or prognostic score.  

2.2.6 Combined matching and regression approaches 
Since matching is not an estimator in itself, some other analytical technique is needed to estimate the 

treatment effect once the matching has been completed (Ho et al. 2007). One simple estimator, 

                                                 
23 If there is  effect modification, one way to proceed is to capture the conditioning variable in the conditioning 
statement. 
24 By default, X is the same as  the set of variables  over which balance is  assessed, but this may not always be the 
case.  For example, the propensity score might be included in X but omitted from the final assessment of 
balance. Although matching on the propensity score may aid balance on important prognostic variables, 
balance on the propensity score might not be an aim in its own right.  
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described above, is the difference in the mean outcomes of the two groups. However, given concerns 

about misspecification of the propensity score model, recent developments in the literature have 

addressed methods that combine matching with regression. In general, missing-data methods have 
the 'doubly-robust' property if they remain consistent when either a model for the missingness 

mechanism (e.g., propensity score) or a model for the distribution of the complete data is misspecified 

(as long as both are not misspecified) (Bang and Robins 2005). Examples include weighted 

regression, targeted maximum likelihood estimation, or bias-corrected matching (Kreif et al. 2014) 
One relatively simple doubly-robust approach is to fit regression models to propensity-score matched 

data sets.25

2.3 Design considerations in observational studies 

 This approach was found to reduce bias in comparison to weighted regression approaches 

(Kreif et al. 2013).  

In general, strategies to deal with threats to validity can be divided into those that occur at the design 

stage and those that occur at the analysis stage, where ‘design’ includes all contemplating, collecting, 

organising and analysing of data that takes place prior to seeing any outcome data, and analysis 
includes any part of the study that requires outcome data (Rubin 2007). Design is considered as being 

more critical than analysis in observational studies, because the 'selection on observables' assumption 

is usually a prerequisite of the analytical methods and so must be addressed by design (Rubin 2008). 

All of the methods reviewed above presupposed the existence of a data set, and so did not address 

aspects of design that occurred before this data set was defined. This Section reviews the literature on 
two important design issues: the definition of the baseline variables and the population from which 

the matched control patients are selected.  

2.3.1 Variable selection 
The omission of a confounder from the propensity score model will lead to bias (Drake 1993), but 

less obvious historically was the effect of omitting a variable that is related to treatment, but not 

outcome. One case study and two sets of simulations have now shown that excluding these variables 
does not worsen bias in the estimated treatment effect, but can improve precision (Austin, 

Grootendorst, and Anderson 2007; Brookhart et al. 2006). Because achieving balance on prognostic 

variables is crucial, methods have been proposed to increase the priority given to the most prognostic 

variables in matching algorithms (Ramsahai, Grieve, and Sekhon 2011).  

Austin and others considered the relative advantages of using administrative and clinical data for 
matching (Austin et al. 2005). They exploited observational data for people discharged alive from 

hospital after acute myocardial infarction between 1991 and 2001 and found that propensity score 

matching on administrative data was not sufficient to balance characteristics recorded in clinical data. 
                                                 
25 Some weak conditions are required for this method to have the doubly-robust property,  e.g., to ensure that 
poor overlap does not mean that  some cases are not matched, even though the correct parametric model is 
specified (Ho et  al. 2007).  
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While the availability of large administrative data sets may make propensity score methods seem 

attractive, efforts must be placed on collecting the most appropriate data sets, which may include 

clinical data (Stuart et al. 2013). In many instances, however, the set of variables is constrained by the 
available data, and efforts must either focus on assessing the impact of residual unobserved 

confounding (for example, using simulations) or on careful selection of the population of control 

patients. 

2.3.2 Source of control patients 
One design issue that has received scant attention relates to the choice of higher-level unit from 
which to select the control group. This issue arises because often an intervention is piloted within a 

sample of units (e.g., hospitals, geographic areas or schools). Within these units, a subset of 

individuals will receive the intervention and others will receive the control. However, data are often 

available for other potential control units. Thus, there are several possible strategies for selecting 

matched control patients:  

1. From within the intervention area ('local controls');  

2. From all areas (e.g., national sample);  

3. From a convenience sample of areas; or 

4. From areas selected purposively.  

Several approaches have been used in the applied literature. For example, an evaluation of strategies 

for eliminating substance misuse for selected Medicaid enrolees in Oregon selected control patients 
from within the Oregon area (McConnell et al. 2008), while some Medicare Disease Management and 

Care Coordination Demonstrations were evaluated by matching patients to similar patients from 

other providers (Nelson 2012), and several pilots of coordinated care (Roland et al. 2012) have been 

evaluated against control patients selected nationally.  

The choice of control population clearly has the potential to affect the extent of confounding 
through area-level variables, because these variables would be balanced by design when using local 

controls but not when using other sources of controls. Less obvious are the effects on confounding 

through individual-level variables. To explore the issues, suppose that, within the intervention area, a 

particular characteristic (e.g., female gender) is associated with treatment receipt. Thus, the local 
untreated group will contain relatively few women. By contrast, in those areas not offering the 

intervention, there may be a relatively high proportion of women. Hence, if controls are selected 

from area(s) other than the intervention area, it might be possible to improve balance on gender 

relative to local controls. The same argument applies to unobserved variables, for which balance may 
be improved or made worse by selecting controls from outside of the intervention area. Therefore, 

the choice of control area can be seen as a trade-off between the risks of confounding at the 

individual versus area levels.  
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Defining control populations has long been recognised as a central issue for case-control studies 

(Miettinen 1985).26

LaLonde’s study was followed by a number of other studies that compared RCT and observational 

study estimates for similar interventions (these are known as ‘within study comparisons’).

 For cohort studies, methodological attention to this issue has been haphazard. 

Some concern arose indirectly from LaLonde’s work in the 1980s (LaLonde 1986). LaLonde was 
concerned about the internal validity of observational studies, and he re-analysed data collected for an 

RCT of a job training programme, namely the National Supported Work Demonstration that 

operated in 10 U.S. States. In his work, he compared the outcomes of the RCT intervention group 

with people from two national surveys, using difference-in-difference and Heckman selection models 
(Heckman 1979). The effect sizes thus obtained differed from the experimental benchmark obtained 

from the RCT data alone, leading him to conclude that policymakers should be wary of results from 

observational studies. As LaLonde selected observational controls from two national surveys, 

presumably the majority of his controls came from U.S. States other than the 10 that participated in 

the intervention.  

27 One 

review of these found that randomised benchmarks are more likely to be recovered if controls are 

selected from within the intervention area (Cook, Shadish, and Wong 2008). Another review, which 
focussed exclusively on job training and employment interventions, concluded that, in multivariable 

analysis, discrepancies from RCT benchmarks were increased when observational controls were 

selected from matched geographic areas rather than from within the intervention area, but not by as 

much as when selected nationally or from areas apparently selected as part of a convenience sample 
(Glazerman, Levy, and Myers 2003). On the basis of these within-study comparisons, it seems 

reasonable to suppose that a control area strategy that selects controls from the same area as the 

intervention results in treatment effect estimates that are closer to the RCT benchmark. 

Unfortunately, reviews of within-study comparisons are unlikely to be tell us much about which 
control area strategies provide the least biased, most efficient estimates of treatment effect (Deeks et 

al. 2003).28

Some problems with within-study comparisons are that the number of constituent studies has been 

limited and dominated by labour market interventions. More fundamentally, although RCTs are often 

   

                                                 
26 In case-control studies, groups are defined based on their outcomes rather than, as  in the current context, 
their exposure to the treatment of interest (Rothman, Greenland, and Lash 2008).  
27 Cook and colleagues defined within-study comparisons as ‘studies that take the effect  size from an 
experiment and contrast it with the effect size from an observational study sharing the same treatment group’ 
(Cook, Shadish, and Wong 2008). These have not all relied on analytical methods such as regression adjustment 
to adjust for differences in the characteristics of patients across RCT and observational settings. For example, 
in the trial by Shadish and colleagues, undergraduate students were randomly assigned to an RCT of vocabulary 
training versus mathematics training, or to a prospective observational study of the same two trainings (Shadish, 
Clark, and Steiner 2008).  
28 The same arguments apply to ‘meta-epidemiological’ (or ‘between study’) approaches that  aim to identify 
published studies of similar interventions and compare treatment effects according to aspects of the methods 
used (Deeks et al. 2003).  
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considered to be the gold standard in comparative effectiveness research, in some cases there are 

legitimate reasons why observational studies should give different treatment effects to RCTs, for 

example because of Hawthorne effects (McCarney et al. 2007). The constituent studies may differ in 
many more ways than the source of control population, and these differences (such as the treatments, 

populations of interest, or estimation procedures) often cannot be fully controlled for in meta-

epidemiological work (Shadish, Clark, and Steiner 2008). These observations may explain why 

findings from within-study comparisons have not been entirely consistent. Dehejia and Wahba 
(2002), for example, re-analysed LaLonde’s data with propensity score matching and were able to 

replicate the experimental benchmark, even though controls were selected from national panel data. 

A few studies have sought to examine issues about control area selection directly. Although he did 

not address questions about which of several control areas should be used, Rosenbaum (1987) 

explored how multiple control groups could be used to test for unobserved confounding due to 
individual-level variables. He argued that, if outcomes for individuals in the two control areas are 

different after adjustment for observed variables, then there must be unobserved confounding. His 

approach did not explicitly reflect area-level confounding. Multiple control groups are sometimes 

used in the medical literature, for example by comparing treated patients to both historic and 
concurrent controls (Harrison et al. 2010), but they seem to be rare in comparison to studies that use 

a single group (Austin 2008a).  

Stuart and Rubin (2008) considered a situation in which: 

• Data were available from two higher-level units (the one that offered the intervention and 

one other);  

• There was limited overlap between the baseline characteristics of intervention and control 

patients within the intervention unit; and  

• There was no unobserved confounding. 

For this situation, Stuart and Rubin derived approximate equations for the number of matched 
controls that should be sourced from within the intervention unit rather than from the other unit, so 

as to minimise bias.29

                                                 
29 They assumed that all  intervention patients should be matched. 

 Further, they proposed an approach whereby the intervention effect thus 

estimated could be corrected for the bias that is introduced through confounding from area-level 

variables. They did not consider the scenario in which there was unobserved confounding at the 
individual level. Unfortunately this is a crucial factor for observational studies, which might have 

differential effects on bias according to the choice of control population. In summary, issues about 

control area selection have not been sufficiently addressed. 
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2.4 The generalisability of RCTs 
The main advantage of a well-executed RCT is that it can balance observed and unobserved variables 

between treatment arms. However, inferences from RCTs might not apply to the target populations 

of policy relevance. Efforts have been made at the design stage to maximise the generalisability of 

RCTs, such as through the use of pragmatic trial designs (Schwartz and Lellouch 1967; Roland and 
Torgerson 1998). Unlike explanatory trials that compare highly-specified interventions in controlled 

situations on tightly defined cohorts of patients, pragmatic trials use broad eligibility criteria to enrol 

patients, test flexible interventions as practiced by typical (not expert) practitioners, and make 

comparisons with usual care (DeMets 2012). Despite their advantages, pragmatic trials can still have 
problems with generalisability. For example, they sometimes select sites purposively rather than 

randomly (Olsen et al. 2013). Furthermore, pragmatic trials might not reflect the patterns of service 

delivery that exist in routine settings (Basu 2012), for example because the trial protocol might 

constrain the development of the services (Hendy et al. 2012).  

Comparatively little attention has been placed on quantitative, analytical-stage strategies to assess and 
extend the generalisability of RCTs. For example, the Consolidated Standards of Reporting Trials 

(CONSORT) statement, which was first published in 1996, requires only a “table showing baseline 

demographic and clinical characteristics for each group” (Schulz, Altman, and Moher 2010). Stuart 

and colleagues examined issues about generalisability more directly, and extended CONSORT-style 

guidelines (Stuart et al. 2011) in two ways. Specifically: 

• They proposed using the propensity score as a measure of the similarity of RCT participants 

and people in the general population (their propensity score related to the probability of 

being in the trial, and they proposed comparing the average scores of the two groups); and 

• They used the propensity score to reweight outcomes for the RCT control group to reflect 

the characteristics of the general population.  

In their case study of a school-wide behaviour improvement programme, the reweighted outcomes of 
the trial control schools tracked those of the wider population of local schools. A similar method was 

applied to reweight the treatment effect of a pharmacological intervention for Human 

Immunodeficiency Virus (HIV) estimated using RCT data to the population of people infected with 

HIV in the United States (Cole and Stuart 2010).  

Hartman and colleagues were also concerned with methods to reweight trial estimates to the general 

population (Hartman et al. 2015). Their approach involved reweighting the estimates of SATT 
produced from the RCT according to the characteristics of people receiving the intervention in 

routine practice to obtain an estimate of PATT.30

                                                 
30 This differs from work of Cole and Stuart, who estimated PATE. 

 An important intermediate step was to reweight the 

trial intervention group outcomes to the characteristics of people receiving the intervention in routine 
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practice, and to test for similarity in the adjusted outcomes of these groups using placebo tests. These 

placebo tests aimed to test the validity of some of the assumptions made when estimating PATT. 

Because the two groups were assumed to receive the same treatments, Hartman and colleagues 
argued that marked differences could only plausibly result from bias due to the reweighting method. 

Unlike standard tests, which aim to establish whether there is sufficient evidence of difference, these 

placebo tests assess the evidence for similarity (Jones 2007; Hartman, Grieve, and Sekhon 2010). 

Hartman and colleagues adopted as their null hypothesis that the RCT and population treated groups 
had meaningfully different outcomes, with the alternative hypothesis being that their outcomes were 

sufficiently similar. This put the onus on the investigators to demonstrate that, after reweighting the 

RCT data, the outcomes for the intervention arm of the RCT were sufficiently similar to those of 

people receiving the corresponding treatment in the target population. Hartman and colleagues 
applied placebo tests to a study of a surgical intervention, namely pulmonary artery catheterisation 

(Hartman et al. 2015). 

2.5 Discussion 
Issues about the internal validity of observational studies and the generalisability of RCTs are closely 

related, since both are fundamentally a problem of selection bias. For RCTs, the assignment 

mechanism concerns recruitment into the sample, rather than selection into the intervention in 

routine practice, as in observational studies. However, in both cases, the assignment mechanism is 
usually unknown and so must be estimated from the data.31

The discussion that follows is motivated by the observation that most of the methodological work to 

address the internal validity of observational studies has relied on innovations at the analysis stage,

 The framework introduced at the 

beginning of this Chapter makes clear that both selection mechanisms must be addressed in order to 

produce unbiased inferences of population average treatment effects (Imai, King, and Stuart 2008). 

32

2.5.1 Gaps in the literature regarding the internal validity of observational studies  

 
while most of the methodological work to address the generalisability of RCTs has focussed on the 

design stage. Thus, there is scope to improve the design of observational studies by applying methods 

developed for RCTs, and likewise to improve the analysis of RCTs by applying methods developed 

for observational studies.  

It is clear that many analytical methods have been developed to deal with internal validity in 
observational studies, and these are being vigorously compared and evaluated (Kreif et al. 2012; 

Stürmer et al. 2006; Stukel et al. 2007). In contrast, much less attention has been placed on choosing 

the geographic area (or, more generally, higher-level unit) from which controls are selected. These 

                                                 
31 Except for in the comparatively rare instances when individuals from the general population can be 
randomised into the trial - ethical considerations usually do not permit this. 
32 Strictly, according to the framework proposed by Rubin (2007), methods such as propensity score matching 
are design-stage methods, as they do not use the outcome data.  However,  the observation remains that many 
advances in observational methods presuppose the existence of a data set.   



43 

issues are complex as they involve trade-offs between confounding at the individual versus area 

levels, and they are likely to become more relevant as large, routine data sets become more available 

for research (Pope et al. 2014).  

None of the studies described in Section 2.3.2 assessed which strategy for control area selection 
minimises bias and mean-squared error and under which circumstances. The most comprehensive 

study (Stuart and Rubin 2008) assumed no unobserved confounding at the individual level, which is 

unrealistic (Rubin 2010). To address this gap in the literature, this thesis includes a case study and a 

set of simulations to compare four strategies to control area selection: local controls, controls from a 

matched area, controls from a sample of areas, and national controls (Chapter 4).  

2.5.2 Gaps in the literature about the external validity of RCTs 
An emerging body of work is exploring how observational methods can be used to assess and extend 

the generalisability of RCTs (Stuart et al. 2011; Cole and Stuart 2010; Hartman et al. 2015; Hartman, 

Grieve, and Sekhon 2010). These methods are significant steps forward on previous approaches that 
relied on interpreting the 'representativeness' of patients from tables of baseline characteristics 

(Schulz, Altman, and Moher 2010) or on making other comparisons between outcomes from 

randomised and nonrandomised settings (Cook, Shadish, and Wong 2008).  

It is informative to note parallels between this work and within-study comparisons such as LaLonde 

(1986).33

1. Use objective measures of what constitutes 'similarity' in outcomes;  

 Although LaLonde and others were chiefly concerned with the internal validity of 

observational studies, their analyses can instead be seen as assessments of the generalisability of the 
RCTs. Indeed, their focus on internal validity is problematic because the treatment assignment 

mechanism that they examined related to selection into an RCT rather than, as in most observational 

studies, treatment selection in routine practice. Because selection into an RCT is fundamentally a 

problem of generalisability, many of the lessons that emerged from within-study comparisons are 
relevant to this newer work about generalisability. For example, sets of quality criteria for within-

study comparisons have generally highlighted the need to (Cook, Shadish, and Wong 2008): 

2. Conduct nonrandomised adjustments according to best practice in this area; 

3. Ensure that the groups receive the same treatments; and 

4. Standardise measurement across groups. 

                                                 
33 It is also noteworthy that many of the methods developed by Stuart  and others  are similar to those that  have 
been applied to answer questions about the effect of RCT protocols on those recruited. For example, Gross 
and colleagues noted that there is a perception that patients are likely to have better outcomes when treatment 
decisions are based on physician’s clinical judgement, rather than random assignment as in an  RCT (Gross et al. 
2006). Other studies have assessed whether participation in  an RCT may improve outcomes regardless of 
allocation, for example because of the Hawthorne effect (McCarney et al. 2007; Marcus et al. 2012).  
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The placebo tests used by Hartman and colleagues can be seen as an attempt to use objective 

measures (criterion 1 above) and furthermore, to conduct nonrandomised analysis in the best way 

possible (criterion 2). However, in applying placebo tests to a narrowly defined, surgical intervention, 
Hartman and colleagues did not specifically address criterion 3. This aspect is particularly important 

when evaluating complex interventions, since these are context dependent and so there is a greater 

risk that the interventions tested within an RCT setting are not the same as those delivered in routine 

practice. A practical consequence of these observations is that, when applying placebo tests to 
complex interventions, it is important to know how one should proceed when the placebo tests fail. 

This is an important topic for policymakers because, if a placebo test fails to confirm the 

generalisability of an RCT, then it may be unclear whether the intervention is effective in the target 

population.  

This thesis extends the placebo tests of Hartman and colleagues in the following ways:  

1. The strategy used to select controls for RCT participants is informed by the prior study 
about control area selection (Chapter 4); 

2. Variable selection for the placebo tests is informed by a qualitative study that examined the 

reasons given by patients to refuse to participate in the RCT (Sanders et al. 2012);  

3. The placebo tests exploit large, linked routine data sets, and in so doing represent a general 
category of trials that are embedded within these data sets. The nature of the data sets have 

some implications for the estimation procedure used by the placebo tests, with a focus on 

time series methods; and 

4. I propose a new form of sensitivity analysis for when the placebo tests fail, in order to 

examine the implications of alternative causes of non-generalisability. 

2.6 Structure of the remainder of this thesis  
Chapter 3 presents the findings from the observational case study, which concerns telephone health 

coaching. Chapter 4 then examines a methodological issue that emerged from the case study as well 
as from the above discussion, namely the optimal source of control population. Chapter 5 turns to 

RCTs, and presents findings from the Whole Systems Demonstrator (WSD) trial of telehealth. The 

WSD embodies many of the challenges to generalisability faced when evaluating complex 

interventions within RCTs. These challenges are discussed in more detail in Chapter 6, which 
develops the placebo tests and sensitivity analyses. Chapter 7 draws on the experiences of each of 

these studies, plus more general theory about complex interventions, to propose a general approach 

to evaluation in this area, while Chapter 8 concludes the thesis.  
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Chapter 3 Effect of telephone health coaching 

(Birmingham OwnHealth) on hospital use and 

associated costs: cohort study with matched controls 

(research paper 1) 
 

3.1 Preamble to research paper 1 
The first paper is an observational analysis of an established telephone health coaching service. Over 

3,000 health-coached patients were linked to national hospital administrative data, and the majority of 

these were compared with matched controls. Controls were selected from areas of England that were 
first matched to the characteristics of the intervention area. The person-level matching algorithm was 

based on prognostic scores, which were thought to be particularly suitable for analyses of the effect 

of complex interventions on hospital admissions (Box 2). Following enrolment, rates of emergency 

hospital admission were found to increase more quickly among health-coached patients than matched 

controls. 

The observational methods used in this paper should aid generalisability. For example, the study was 

retrospective, so could not have influenced the care received by patients during the study period. 

Furthermore, the study concerned an intervention that was delivered as part of routine health care to 

a large number of patients. However, as discussed in Chapter 2, observational methods face particular 
threats to internal validity. Therefore, this study included sensitivity analysis based on simulating the 

implications of hypothetical unobserved confounders for the estimated treatment effect. Thus, the 

analysis quantified the strength of unobserved confounding that would be required to reverse the 

findings of the study for emergency hospital admissions. The required associations were larger than 
those suggested from the prior literature, so it seems unlikely that unobserved confounding obscured 

reductions in admissions in this instance.  

While the study has strengths, it raises questions about how best to deal with the possibility of 

unobserved confounding. Chapter 4 addresses an important aspect of study design that might 

influence the size of the bias due to unobserved confounding, namely the choice of population from 

which the matched controls are selected.  

This paper has previously been published in the BMJ (Steventon et al. 2013b), under the Creative 
Commons Attribution Non Commercial (CC BY-NC 3.0) license. It has been reformatted for this 

thesis.  



46 

Box 2: The advantages of prognostic scores in evaluations of complex interventions  

Prognostic score matching offers potential advantages over propensity score matching when 
evaluating the effect of complex interventions on hospital admissions. Many studies have examined 

the relationships between hospital admissions and both patient and organisational characteristics 

(Ross et al. 2008; Tsai et al. 2013; Billings et al. 2006; Bardsley et al. 2011; Billings et al. 2013). In 

contrast, the relationship between treatment assignment and patient characteristics appears to be less 
well understood (Mauri 2012). This difference in knowledge might have arisen because hospital 

admissions are recorded routinely across large populations (Spencer and Davies 2012), and so can be 

relatively easily studied. In contrast, treatment allocation decisions in routine practice are the product 

of private discussions between patients and health care professionals, and it is not always clear which 

alternative treatment options were considered.  

Prognostic score matching requires different assumptions to propensity score matching (Chapter 2).  

Ultimately, the choice of matching method should be based on achievement of adequate balance (Ho 

et al. 2007), something that was obtained after prognostic score matching in this study. 
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3.2 Abstract 
Objectives: To test the effect of a telephone health coaching service (Birmingham OwnHealth) on 

hospital use and associated costs.  

Design: Analysis of person-level administrative data. Difference-in-difference analysis was done 

relative to matched controls.  

Setting: Community-based intervention operating in a large English city with industry.  

Participants: 2,698 patients recruited from local general practices before 2009 with heart failure, 

coronary heart disease, diabetes, or chronic obstructive pulmonary disease; and a history of inpatient 

or outpatient hospital use. These individuals were matched on a 1:1 basis to control patients from 
similar areas of England with respect to demographics, diagnoses of health conditions, previous 

hospital use, and a predictive risk score.  

Intervention: Telephone health coaching involved a personalised care plan and a series of outbound 

calls usually scheduled monthly. Median length of time enrolled on the service was 25.5 months. 

Control participants received usual health care in their areas, which did not include telephone health 

coaching.  

Main outcome measures: Number of emergency hospital admissions per head over 12 months 

after enrolment. Secondary metrics calculated over 12 months were: hospital bed days, elective 

hospital admissions, outpatient attendances, and secondary care costs.  

Results: In relation to diagnoses of health conditions and other baseline variables, matched controls 

and intervention patients were similar before the date of enrolment. After this point, emergency 

admissions increased more quickly among intervention participants than matched controls (difference 
0.05 admissions per head, 95% confidence interval 0.00 to 0.09, p=0.046). Outpatient attendances 

also increased more quickly in the intervention group (difference 0.37 attendances per head, 0.16 to 

0.58, p<0.001), as did secondary care costs (difference £175 per head, £22 to £328, p=0.025). Checks 

showed that we were unlikely to have missed reductions in emergency admissions because of 

unobserved differences between intervention and matched control groups.  

Conclusions: The Birmingham OwnHealth telephone health coaching intervention did not lead to 

the expected reductions in hospital admissions or secondary care costs over 12 months, and could 

have led to increases 
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3.3 Introduction 
Facing rising costs, health care systems around the world are exploring innovative ways to improve 

efficiency. Particular attention has been placed on the use of technology to help manage long-term 

health conditions (McLean, Protti, and Sheikh 2011), including one-to-one telephone health 

coaching. This involves a regular series of phone calls between patient and health professional. The 
calls aim to provide support and encouragement to the patient and promote healthy behaviours such 

as treatment control, healthy diet, physical activity and mobility, rehabilitation, and good mental 

health (Hutchison and Breckon 2011). The hope is that the patient will maintain their own health 

more independently, and that the professional and patient will be in a better position to identify 
problems before they become critical. In turn, admissions to hospital may be prevented (Birmingham 

OwnHealth 2007). Avoidable hospital admissions are both undesirable for the patient and expensive 

for the payer.  

In a systematic review of telephone health coaching for people with long-term conditions, only nine 

of 34 studies investigated effects on health service use (Hutchison and Breckon 2011). Four studies 
showed effects in this area, but findings were hard to generalise because the studies looked at a range 

of different health conditions, had relatively small samples (the average sample was fewer than 360 

people), and included interventions that were heterogeneous. Five of the nine interventions included 

telemonitoring of vital signs such as blood pressure alongside telephone coaching. Since the review, 

other larger studies have been conducted.  

Wennberg and colleagues conducted a large randomised controlled trial of 174,120 patients with 

employer-based health insurance (Wennberg et al. 2010). The intervention was given to patients who 

were at high predictive risk (for example, of future hospital costs), with a lower risk threshold used in 

one treatment group than in the other. The researchers concluded that telephone care management 
reduced hospital admissions overall and among patients with selected long-term conditions (heart 

failure, coronary artery disease, Chronic Obstructive Pulmonary Disease (COPD), diabetes, and 

asthma), although there was no statistically significant effect on the subset of admissions that came 

through the emergency room. Among the subgroup of patients with long-term conditions, overall 
medical and pharmacy costs were $51 (£33.8; €38.8) per month lower in the more aggressively 

targeted group than the other. Their intervention did not include telemonitoring, but it did include an 

element of shared decision making for 'preference-sensitive conditions' (for example, with regards to 

treatment options for arthritis of the hip). The shared decision-making could be largely responsible 
for the intervention’s effect on admissions that did not come through the emergency room (Motheral 

2011). 

Further, Lin and colleagues studied telephone health coaching for 874 US Medicaid members of 

working age (range 18-64 years, mean 45.3) with at least one of 10 qualifying long-term conditions 

and at least two acute hospital admissions or emergency department visits within a 12-month period 
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(Lin et al. 2012).34

There is continued interest in telephone health coaching with several providers active in this area, but 

the evidence base is unclear. As only a limited number of large studies have examined the effects on 

hospital use and have produced contradictory findings (Wennberg et al. 2010; Lin et al. 2012), more 
information is needed to understand the elements that make up a successful service. We were 

commissioned by the Department of Health in 2010 to evaluate the effect of England’s largest 

example of telephone health coaching (Birmingham OwnHealth) on hospital use and associated 

costs. Previous evaluations of Birmingham OwnHealth had shown that patients had high levels of 
satisfaction and believed that the service reduced their need to go to hospital (Azarmina and Lewis 

2007). In addition, a study showed reductions in levels of glycated haemoglobin (HbA1c), blood 

pressure, and body mass index among a subset of patients with poorly controlled diabetes (Jordan, 

Lancashire, and Adab 2011). We present estimates of the effect of the Birmingham OwnHealth 
service on hospital admissions and associated costs. The service was decommissioned in 2012 after a 

consultation exercise (NHS Direct 2011). 

 Their intervention relied solely on phone calls and mailed educational materials. 

Health coaches provided information on conditions and treatment options, empowered patients to 

self-manage and self monitor their conditions, and encouraged patients to communicate their 
preferences to providers. Compared with a matched control group, the authors found no effects on 

hospital use and expenditures over one year. However, over two years, the number of emergency 

department visits reduced by a smaller amount for intervention patients than for matched controls, 

leading to a relative 20% increase in emergency department visits for intervention patients. Findings 
over one year were later reproduced in a randomised controlled trial among Medicaid patients (Kim 

et al. 2013).  

3.4 Methods 
In summary, a retrospective design was used to assess the effects of an existing service. Matched 

controls aimed to reflect the changes in hospital use that can occur over time even without an 

intervention (Steventon et al. 2012b; Roland et al. 2005).  

3.4.1 Intervention, including patient recruitment  
Birmingham OwnHealth was established in 2006 in a large city with industry. This area had health 

inequalities and some parts with high deprivation. Birmingham OwnHealth aimed to improve self-
care strategies, improve clinical indicators, and reduce health service use (Birmingham OwnHealth 

2007).  

  

                                                 
34 Medicaid is a publicly funded health insurance programme for families and individuals with low income and 
limited resources in the United States. 



52 

The service targeted people with heart failure, coronary heart disease, diabetes, or COPD. Inclusion 

criteria were all of the following:  

• A recorded diagnosis of one of the targeted conditions; 

• A minimum level of disease severity (for example, HbA1c >7.4 in the past 15 months) 

(Birmingham OwnHealth 2007); 

• Age 18 or older; 

• Ability to communicate on the telephone; and 

• A recorded address and practice registration.  

Potentially eligible patients were identified through analysis of data extracts sourced from the 

participating general practices. Summary files were then reviewed and ratified by general practitioners. 

General practitioners applied additional clinical judgment in determining which patients to refer into 
the Birmingham OwnHealth service, based on a set of consideration factors. These factors included 

comorbidities under active treatment, personality and mental health problems, and life circumstances 

such as pregnancy. General practice staff sent an introductory letter to the selected patients, which 

was followed by a phone call by a representative from Birmingham OwnHealth.  

Once enrolled, patients (who were known as 'members') were assigned a care manager, who were 

specially trained nurses employed by NHS Direct. General practice data were also transferred onto 
the operational systems used by Birmingham OwnHealth. During the programme, care managers 

followed five fundamental steps: assessment, recommendation, follow-up, ongoing management, and 

review. 

Care managers made regular telephone calls to patients. These calls were usually made monthly at a 

predetermined date and time to suit the user, although a minority of patients received calls more 
frequently (two to four times per month) owing to disease severity, social isolation, or severe weather. 

As the number of members grew, some members were stepped down (or 'graduated') to quarterly 

calls. During the telephone calls, care managers asked patients about current health status and 

symptoms, and recorded this information along with other information such as recent test results and 
changes to treatment. Care managers then gave personalised guidance and support, aiming to build 

continuing relationships with patients and provide motivation, skills, and knowledge to encourage 

patients to better manage their health conditions. The calls focussed on eight priorities in care 

management—namely, to ensure that patients were able to do all of the following:  

• Know how and when to get help for health and social care problems; 

• Learn about their condition, and agree and set treatment goals within a personalised care 
plan; 

• Take medicines correctly; 
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• Get recommended tests and services; 

• Act to keep the condition in good control; 

• Learn how to make changes to lifestyle and circumstances to reduce risks; 

• Build on strengths and overcome obstacles, while strengthening personal social networks; 
and 

• Follow up with specialists and appointments.  

Calls were structured into modules focussing on each of these priorities, and used screen-prompted 

algorithms to structure the conversation. The software prompted care managers to follow guidelines 

in each priority area (for example, provide basic information about treatment). Care managers, 

however, were not constrained to follow protocols. Additional educational materials could be sent to 

patients.  

Care managers aimed to coordinate input across services, for example, when developing personalised 

care plans, and could refer patients onto existing services such as mental health services and social 

care. General practitioners were offered monthly phone calls and quarterly meetings with their 

assigned care manager to discuss patients. The service was set up to provide proactive calls to 
patients rather than act as a phone-in service, and inbound calls were less common, comprising about 

5% of calls. 

3.4.2 Study populations  
Study participants were enrolled in Birmingham OwnHealth between the time the intervention 

commenced in April 2006 and December 2008. This cut-off period was chosen to ensure sufficient 

time to follow-up for at least 12 months when this study was commissioned. The service provider 
identified all such patients recorded in their operational datasets, from which we excluded those 

without a record of inpatient or outpatient hospital use in the three years before enrolment. Because 

the matching variables came from hospital data, we could not accurately characterise patients without 

previous hospital activity. However, we would expect these excluded patients to have low future 
levels of hospital use (Steventon et al. 2012b), and therefore represent little potential to reduce 

hospital costs over 12 months.  

The large size of the service reduced the scope to find matched controls locally, and there may have 

been spillover effects. Therefore, we selected several comparable areas within England to provide a 

pool of potential matched controls. Four of these areas (Bradford and Airedale, Sandwell, Stoke, and 
Wolverhampton) were drawn from a national area classification (Office for National Statistics 2010), 

which were similar to the intervention area in terms of demography; occupational mix; and rates of 

education, occupation, limiting long term illness, and unpaid care. We also included Walsall, which 

was commonly used as a comparator by the Primary Care Trust that commissioned Birmingham 
OwnHealth. We checked that a similar health coaching service via telephone had not operated in the 



54 

selected areas, using Internet searches and discussions with colleagues. As a result, we excluded parts 

of Walsall from the pool.  

3.4.3 Study endpoints and sample size calculation  
Our primary endpoint was the number of urgent and unplanned ('emergency') hospital admissions 
per head over 12 months. Our hypothesis was that the service could alter rates of emergency 

admissions in either direction. Increases in emergency admissions have been suggested by studies of 

other types of interventions involving patient outreach in England (Gravelle et al. 2007).  

We performed a sample size calculation at the outset of the study to check that we were likely to have 

data for a sufficient number of patients to produce meaningful conclusions. We thought it important 
to detect relative changes of 15% should they occur, based on the level of effect judged as 

meaningful in similar studies (Steventon et al. 2012a), at 90% power and with two-sided p=0.05. 

Annual admission rates for the usual care group were assumed to be 0.25 per person with a standard 

deviation of 0.4 (The Health & Social Care Information Centre 2013). Calculations were performed 
in SAS 9.3, and assumed a correlation of 0.15 between the number of admissions for intervention 

and matched control patients. Based on these assumptions, 2,035 intervention patients were needed.  

Secondary endpoints calculated over 12 months included the number of planned ('elective') hospital 

admissions, number of hospital bed days, number of attendances for hospital-based ambulatory care 

('outpatient attendances'), and costs of secondary care.  

3.4.4 Data sources and data linkage  
The service providers had access to identifiable data for participants, including a national patient 
identifier (the 'NHS number'), sex, date of birth, and postcode. These data were transferred to the 

NHS Information Centre for health and social care who used them to link participants to national 

administrative data for secondary care activity (the Hospital Episode Statistics, or HES) (The Health 

& Social Care Information Centre 2013). The data linkage required an exact or partial match on 
several of the variables at once. After the data had been linked, the HES identity was transferred to 

the evaluation team together with the date of patient enrolment into Birmingham OwnHealth, year of 

birth, sex, and small geographic area code. As a result, we only had access to 'pseudonymised' data in 

which all identifiable fields had been removed or encrypted. The ethics and confidentiality committee 
of the National Information Governance Board confirmed that data could be linked in this way 

without explicit patient consent.  

3.4.5 Variable definitions  
For intervention patients, study endpoints were calculated over 12 months after the date of 

enrolment into Birmingham OwnHealth. For matched controls, we used the date of enrolment for 
the corresponding intervention patient. Variables were therefore calculated over the same period for 

matched pairs as for intervention patients. 
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Analysis of inpatient activity was limited to 'ordinary admissions' by excluding regular ward 

attendances, maternity events, and transfers. Admissions were then classified into either emergency 

or elective admissions, based on the method of admission. Bed days included stays after emergency 

admission only and excluded same day admissions and discharges.  

Secondary care costs included inpatient and outpatient costs. They were estimated by applying a set 

of unit costs specific to the case mix (Department of Health 2007), which represented the tariff 

amounts that providers were allowed to charge commissioners in the United Kingdom’s health 

service. We did not include adjustments for regional differences in care costs, to allow robust 
comparison of the volume of care services between intervention patients and matched controls. We 

only attached costs to activity covered by mandatory tariffs, which excluded locally negotiated non-

tariff payments and augmented care payments associated with critical care.  

Baseline variables were derived using hospital data recorded before the enrolment dates. The 

variables were based on those used in an established predictive model for emergency hospital 
admissions over 12 months (Billings et al. 2006). These variables were age band; sex; area-based 

socioeconomic deprivation score (Communities and Local Government 2008); health conditions; the 

number of long-term health conditions; and previous emergency, elective, and outpatient hospital 

use. There were 16 health condition variables, formed from primary and secondary codes from ICD-
10 (International Classification of Diseases, 10th revision) on inpatient data over three years. These 

health conditions were anaemia, angina, asthma, atrial fibrillation and flutter, cancer, cerebrovascular 

disease, congestive heart failure, COPD, diabetes, history of falls, history of injury, hypertension, 

ischaemic heart disease, kidney failure, mental health conditions, and peripheral vascular disease.  

In addition to these baseline variables, we estimated the risk of emergency hospital admission in the 

subsequent 12 months. The predictive risk models were based on the variables used in the published 
model (Billings et al. 2006) but reweighted to reflect patterns of hospital use of Birmingham residents 

who had never been enrolled into the service. Models were constructed using logistic regression on a 

monthly basis through the enrolment period and validated on split samples. The estimatedβ

coefficients from the validated models were then applied to intervention patients and potential 

controls to produce the risk scores that would be used in the matching process.  

3.4.6 Methods to select control group  
There are several methods for selecting matched control groups, but the aim is always to select, from 

the wider population of potential controls, a subgroup of patients that is similar to the intervention 
group with respect to predictive baseline variables (Rosenbaum and Rubin 1983). The risk score was 

strongly predictive, so we used a calliper approach whereby the pool of potential matches for a given 

intervention patient was narrowed down to those patients with a similar risk score (within 20% of 

one standard deviation) (Hansen 2008b). From within this restricted set, one control was selected for 
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the intervention patient based on the individual baseline variables using the Mahalonobis multivariate 

distance metric (Rosenbaum and Rubin 1985). One matched control was selected for each 

intervention patient. This was done without replacement, so that the control group consisted of 

distinct individuals.  

The main diagnostic in matched control studies is balance, which refers to the similarity of the 

distribution of baseline variables between intervention and matched control groups. Formal statistical 

tests are not recommended in the assessment of balance, because they depend on the size of the 

groups as well as their similarity (Imai, King, and Stuart 2008). Instead, we assessed balance using the 
standardised difference, which is the difference in means as a proportion of the pooled standard 

deviation (Austin 2008a). Although the standardised difference would ideally be minimised without 

limit, 10% is often used as a threshold to denote meaningful imbalance (Normand et al. 2001). The 

ultimate aim was to select a matched control group that was well balanced across all of the baseline 
variables, including the predictive risk score; therefore, we adapted the set of variables included in the 

Mahalanobis distance until we achieved the satisfactory balance (Ho et al. 2007).  

3.4.7 Statistical approach  
After matched groups had been constructed, we estimated the intervention effect using a difference-

in-difference estimator. Thus, intervention and matched control groups were compared in terms of 
the change in the number of hospital admissions observed from the year before the enrolment date 

to the year after the enrolment date. Paired t-tests were conducted on the change scores to reflect the 

matched nature of the data (Austin 2008b). 

Analysis was conducted over 12 months, regardless of death. The use of national administrative data 

to define variables meant that we considered there was a limited amount of missing data, because 

patients could be tracked even if they moved out of the Birmingham area, provided that they 
remained within England. We did not analyse patients who could not be linked to hospital data or 

could not be matched to a control.  

3.4.8 Efforts to avoid bias and sensitivity analysis  
The analysis was designed to reduce the susceptibility of the study to differences between 

intervention and control groups. Differences in variables that are predictive of future hospital use 
could result in confounding and biased estimates. The matching algorithm removed differences in 

important predictive variables and the difference-in-difference estimator was expected to remove the 

effect of all confounders that are not time varying, regardless of whether or not they were observed.  

We conducted sensitivity analyses to test the robustness of our findings to time-varying, unobserved 

confounding (Groenwold, Hak, and Hoes 2009). Firstly, we followed the recommendation of West 
and colleagues (West et al. 2008) and compared the intervention and matched control groups in 

terms of an outcome that we did not expect to be influenced by the intervention—namely, in-
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hospital mortality over 12 months (although one randomised study has reported effects of telephone 

health coaching on mortality (Alkema et al. 2007)). Secondly, we assessed the strength of unobserved 

confounding that would be required to alter our findings in relation to a dichotomised version of the 
our primary endpoint. Specifically, we simulated a hypothetical unobserved confounder and 

estimated the odds ratios that would be required between this confounder and intervention status and 

outcome for our findings to be altered (Higashi et al. 2005). The values thus obtained were compared 

with estimates of odds ratios for unobserved confounders, based on another study (Jordan, 

Lancashire, and Adab 2011).  

3.4.9 Ethics approval  
The National Research Ethics Service confirmed that ethical approval was not required for this work, 

because it involved retrospective analysis of non-identifiable data for the purposes of service 

evaluation. 

3.5 Results  

3.5.1 Study populations  
Of 3,525 patients enrolled during the study period, 3,070 (87.1%) were linked uniquely to one 

individual in the hospital data. Of the 455 records that did not link to hospital data, 86% had missing 

or incomplete personal linkage data in the service’s operational system. Of 3,070 patients linked to 
hospital data, 2,703 (88.0%) patients had a history of inpatient or outpatient hospital use. Matched 

controls were found for 2,698 (99.8%) of these patients. Data from the Birmingham OwnHealth 

service’s operational system showed that the median duration of enrolment for the included 

intervention patients was 776 days (25.5 months; Figure 2). Telephone calls typically lasted for 15 

minutes.  
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Figure 2: Numbers of days spent enrolled in telephone health coaching 

 
Note: Solid line=best estimate; shaded area=95% confidence interval. 

Predictive risk models were fitted for each of the 33 months spanning participant enrolment and 

were validated in separate samples. The median positive predictive value was 57.0% (range 55.6% to 

58.6%) and the median sensitivity was 4.3% (3.9% to 4.7%), calculated using a risk threshold of 0.5. 
The area under the receiver operating characteristic curve had a median value of 0.698 (range 0.688 to 

0.701).  

In relation to diagnoses of health conditions and other baseline variables, intervention patients 

differed markedly from the general population of the control areas (Table 1; Table 2). For example, 

intervention patients had 1.2 chronic health conditions on average, compared with 0.3 conditions for 
the general population. However, after matching, matched controls and intervention patients had 

similar characteristics. For example, both groups had 1.2 chronic health conditions on average, mean 

age of 65.5 years, mean predictive risk score of 0.17, similar prevalence of health conditions, and 

similar previous hospital use (Table 1; Table 2; Figure 3). Standardised differences were much lower 
than the 10% threshold, apart from diagnoses for angina (11.1%) and mental health conditions 

(15.0%).  
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Table 1: Balance, before and after matching, in the telephone health coaching study 
(demographic and health characteristics) 

 
Potential 
controls35

Intervention 
participants 
(n=2,698)  

 
(n=969,677)  

Matched 
controls 

(n=2,698)  

Standardised 
difference (variance 

ratio) 

Before 
matching 

After 
matching 

Age 41.6 
(25.3)36

65.5 
 (13.4) 

65.5 
(13.5) 

18.0 
(0.28) 

0.2 
(0.98) 

Female (%) 54.7 
(n=522,049) 37

47.7 
 (n=1,288) 

47.7 
(n=1,288) 14.0 0.0 

Socioeconomic deprivation 
score 38

34.4 
 (17.5) 

37.2 
(18.9) 

36.8 
(19.3) 

14.8 
(1.21) 

1.8 
(1.03) 

Anaemia (%) 1.7 (n=16,797) 3.2 (n=86) 3.7 (n=99) 9.4 2.6 

Angina (%) 2.3 (n=22,092) 15.4 (n=416) 11.6 (n=314) 47.6 11.1 

Asthma (%) 3.8 (n=36,971) 5.7 (n=154) 6.9 (n=186) 8.9 4.9 

Atrial fibrillation & flutter (%) 2.3 (n=22,370) 6.1 (n=165) 6.5 (n=176) 19.0 1.7 

Cancer (%) 5.3 (n=51,530) 6.1 (n=165) 8.0 (n=216) 3.5 7.4 

Cerebrovascular disease (%) 1.8 (n=17,807) 4.2 (n=112) 4.1 (n=111) 13.6 0.2 

Congestive heart failure (%) 1.6 (n=15,055) 5.7 (n=154) 5.5 (n=149) 22.4 08 

COPD (%) 1.9 (n=18,217) 5.6 (n=152) 5.5 (n=149) 19.8 0.5 

Diabetes (%) 4.0 (n=38,805) 29.6 (n=799) 29.3 (n=791) 72.9 0.7 

History of falls  (%) 2.3 (n=22,549) 3.2 (n=85) 2.4 (n=66) 5.1 4.3 

History of injury (%) 7.6 (n=73,450) 7.4 (n=201) 7.9 (n=213) 0.5 1.7 

Hypertension (%) 8.7 (n=84,092) 28.4 (n=767) 31.2 (n=842) 52.6 6.1 

Ischaemic heart  disease (%) 4.0 (n=38,799) 19.9 (n=537) 19.7 (n=532) 50.6 0.5 

Kidney failure (%) 1.1 (n=10,996) 2.9 (n=78) 2.9 (n=77) 12.5 0.2 

Mental health conditions (%) 3.0 (n=28,910) 2.4 (n=64) 5.2 (n=141) 3.8 15.0 

Peripheral vascular disease (%) 2.1 (n=20,735) 4.1 (n=111) 5.0 (n=134) 11.4 4.1 

Number of long-term 
conditions 

0.3 
(0.8) 

1.2 
(1.5) 

1.2 
(1.5) 

74.6 
(3.41) 

0.7 
(1.02) 

Predictive risk score 0.10 
(0.08) 

0.17 
(0.12) 

0.17 
(0.2) 

67.3 
(2.15) 

0.0 
(1.00) 

Note: Data are proportion (%) of individuals or mean (standard deviation) unless otherwise stated. 

                                                 
35 Residents of control areas with previous hospital use. 
36 For complete cases (n=968,659).  
37 For complete cases (n=954,282).  
38 Taken from the Index of Multiple Deprivation 2007 (Communities and Local Government 2008).  
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Table 2: Balance, before and after matching, in the telephone health coaching study (use of 
secondary care) 

 
Potential 
controls39

Intervention 
participants 
(n=2,698)  

 
(n=969,677)  

Matched 
controls 

(n=2,698)  

Standardised 
difference (variance 

ratio) 

Before 
matching 

After 
matching 

Emergency admissions 
(previous year) 

0.2 
(0.6) 

0.3 
(0.7) 

0.3 
(0.7) 

19.7 
(1.53) 

2.1 
(1.14) 

Emergency admissions 
(previous month) 

0.01 
(0.13) 

0.03 
(0.21) 

0.03 
(0.17) 

9.7 
(2.37) 

3.2 
(1.49) 

Elective admissions (previous 
year)  

0.3 
(1.4) 

0.4 
(1.1) 

0.3 
(0.9) 

4.8 
(0.56) 

2.9 
(1.44) 

Elective admissions (previous 
month) 

0.03 
(0.21) 

0.03 
(0.19) 

0.03 
(0.19) 

2.2 
(0.81) 

0.8 
(1.02) 

Outpatient attendances 
(previous year) 

1.6 
(3.0) 

3.9 
(5.0) 

3.6 
(4.5) 

55.5 
(2.66) 

6.1 
(1.24) 

Outpatient attendances 
(previous month) 

0.15 
(0.54) 

0.36 
(0.75) 

0.33 
(0.72) 

32.8 
(1.88) 

3.9 
(1.07) 

Emergency bed days (previous 
year)  

1.06 
(7.64) 

1.80 
(8.02) 

1.57 
(6.16) 

9.5 
(1.10) 

3.3 
(1.70) 

Emergency bed days (previous 
year, t rimmed to 30 days)  

0.77 
(3.74) 

1.44 
 (4.79)  

1.38 
(4.58) 

15.6 
(1.64) 

1.3 
(1.09) 

Note: Data are mean (standard deviation) unless stated otherwise. 
  

                                                 
39 Residents of control areas with previous hospital use. 
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Figure 3: Balance after matching in the telephone health coaching study (selected variables, 
n=2,698 coached patients and 2,698 matched controls) 

 
Notes: HD=heart disease; CHF=congestive heart failure; COPD=chronic obstructive pulmonary disease; 

CVD=cerebrovascular disease; PVD=peripheral vascular disease. *Score of 10=most deprived; tenths were defined on the 

basis of national data for the Index of Multiple Deprivation 2007 (Communities and Local Government 2008). 
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3.5.2 Comparing hospital use and costs  
Intervention patients had more emergency admissions in the year after enrolment than in the year 

before enrolment (0.38 vs. 0.31 admissions per head). A smaller increase was observed for matched 
controls (Table 3, Figure 4). Comparing the two groups, emergency admissions increased by 0.05 per 

head more among intervention patients than among matched controls (95% confidence interval 0.00 

to 0.09, p=0.046; Table 4), which was a relative increase of 13.6% (0.2% to 27.1%).  

 

Table 3: Rates of secondary care use before and after enrolment into telephone health 
coaching, and equivalent figures for matched controls 

 
Participants (n=2,698)  Matched controls (n=2,698)  

Year 
before 

enrolment 
Year after 
enrolment Difference 

Year 
before 

enrolment 
Year after 
enrolment Difference 

Emergency 
admissions 

0.31 
(0.74) 

0.38 
(0.93) 

0.07* 
(0.96) 

0.29 
(0.69) 

0.32 
(0.88) 

0.03 
(0.95) 

Bed days (after 
emergency 
admission) 

1.80 
(8.02) 

2.90 
(11.85) 

1.09* 
(12.86) 

1.57 
(6.16) 

2.57 
(10.79) 

1.00* 
(11.29) 

Elective 
admissions 

0.37 
(1.05) 

0.39 
(1.10) 

0.02 
(1.20) 

0.34 
(0.87) 

0.38 
(1.11) 

0.04 
(1.25) 

Outpatient 
attendances 

3.90 
(4.96) 

3.96 
(5.13) 

0.06 
(4.29) 

3.61 
(4.45) 

3.30 
(4.91) 

−0.30* 
(4.28) 

Secondary care 
costs (£) 

1388 
(2683) 

1650 
(3228) 

261* 
(3534) 

1292 
(2436) 

1379 
(3054) 

86 
(3355) 

Notes: Data are mean number or cost per head (standard deviation). *Difference=p<0.05 

 

 

 



63 

Figure 4: Rates of emergency hospital admissions before and after enrolment into telephone 
health coaching, and equivalent figures for matched controls 

 

Table 4: Estimated treatment effects of telephone health coaching on secondary care use 

 Mean (standard 
deviation) 

95% confidence 
interval p-value 

Emergency admissions 0.05 (1.20) 0.00 to 0.09 0.046 

Bed days (after 
emergency admission) 0.09 (15.87) −0.50 to 0.69 0.757 

Elective admissions -0.02 (1.48) −0.07 to 0.04 0.549 

Outpatient attendances 0.37 (5.50) 0.16 to 0.58 <0.001 

Secondary care costs 
(£) 175 (4592) 22 to 328 0.025 

Note: Table shows rates per head. 

Differences between groups in hospital bed days and elective admissions were not significant (Table 

4). Outpatient attendances rose by 0.37 attendances per head more among intervention patients than 
among matched controls (95% confidence interval 0.16 to 0.58, p<0.001), due to a fall among 

controls. Overall secondary care costs increased by £175 (€203; $268) per head more among 

intervention patients than among controls (£22 to £328, p=0.025).  
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3.5.3 Sensitivity analysis for unobserved confounding  
Within 12 months of the intervention, 2.3% of patients in both the intervention (n=63) and matched 

control (n=63) groups died in hospital. Sensitivity analysis simulated a hypothetical unobserved 
confounding variable and showed that, for the apparent increase in emergency admissions to be 

reversed, such a variable would need to be strongly associated with both intervention status and 

outcome, with odds ratios greater than 2.8. By comparison, insulin treatment (which is one variable 

we did not observe) had an odds ratio of 1.6 with intervention status (Jordan, Lancashire, and Adab 

2011). 

3.6 Discussion  

3.6.1 Statement of findings  
Telephone health coaching aims to support patients in managing their long-term health conditions. 
The hope is that, by promoting healthy behaviours and by providing a means to identify problems 

before they become critical, telephone health coaching can help prevent crises that lead to hospital 

admissions. We compared a large sample of people receiving telephone health coaching in England 

with a well-balanced, retrospectively matched control group using person-level data. Rather than see a 
reduction in hospital activity in the study group, we found that emergency admissions increased at a 

faster rate among intervention patients than matched controls, as did outpatient attendances and 

secondary care costs. Therefore, there was no evidence of reductions in hospital admissions, and no 

savings were detected from which to offset the cost of the intervention.  

3.6.2 Strengths and weaknesses  
We were able to study a large number of intervention patients with a high rate of data linkage (87%). 
Imperfect linkage was mainly due to imperfect recording of individual identifiers on the service’s 

operational system, because most records that did not link had missing or incomplete personal 

linkage data. On the assumption that recording omissions happened at random, our sample was an 

unbiased sample from the population receiving the intervention. Although the analysis then focussed 

on patients with previous hospital use, this cohort is where the scope for savings was highest.  

The use of administrative data meant that data were available for a high proportion of patients, and 

avoided problems of under-reporting by patients about how many services were used (Richards, 

Coast, and Peters 2003). However, the quality of data was not directly under our control. Potential 

problems with administrative data included limited insight into the quality and appropriateness of 
care (Roos et al. 1993), and observational intensity bias if coding practices varied between geographic 

areas (Wennberg et al. 2013).  

We obtained data for more patients than our sample size calculation suggested was needed (2,698 vs. 

2,035). Therefore, although we originally envisaged that we would only be able to detect differences 

in emergency admission rates of 15% or higher, the 13.6% increase detected was statistically 
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significant, and was unlikely to be the result of chance (p=0.046). A 13.6% increase in emergency 

admissions is substantial for the health service, and much more than the general increase in age 

standardised rates of admission of 2.5% a year (Bardsley et al. 2013).  

The main risk to validity in this observational study was that, although intervention and matched 
control groups were similar in terms of an established set of predictors of future hospital use, they 

could have differed in ways that we could not observe (that is, there may have been unobserved 

confounding). Typically, only a small proportion of eligible patients receive complex interventions 

out of the hospital (Subramanian et al. 2004). Birmingham OwnHealth was a relatively established 
service, and at least 80% of the local general practices had participating patients. Nevertheless, there 

are around 9,000 patients in the area with uncontrolled diabetes (The NHS Information Centre for 

health and social care 2012), for example, while only around 3,000 patients received the intervention 

in the time period chosen.  

We sought to minimise unobserved confounding by careful selection of the pool of potential 
controls, matching on previous outcomes and difference-in-difference estimation. The eligibility 

criteria for the service included clinical variables such as HbA1c. These variables were not recorded in 

our dataset. However, we ensured that the prevalence of health conditions was similar between the 

two groups, as were variables that are correlated with clinical indicators, such as hospital use (Govan 
et al. 2011). Sensitivity analysis showed that, although the increase in emergency admissions could 

conceivably have been caused by unobserved confounding, it is unlikely that we missed a reduction. 

To have missed such a reduction, the amount of unobserved confounding would have had to be 

greater than is realistic for clinical variables. Further, it is reassuring that no differences were observed 
in in-hospital mortality between the two groups. For example, if disease control had been worse 

among intervention patients, more deaths might have been expected. 

Observational study designs have some advantages over RCTs. This study looked at a population that 

was selected to participate in telephone health coaching in routine practice. By contrast, RCTs may 

have poor generalisability when the patients in the trial differ from those who would receive the 

intervention routinely. Such differences might occur because of the selection of health care settings 
or practitioners for a trial, the choice of eligibility criteria for a trial, certain individuals preferring not 

to participate, or study design (Rothwell 2005). 

This study investigated effects on hospital use and associated costs for people enrolled between 2006 

and 2008. The effect of the service might have changed over time, because the eligibility criteria were 

later broadened to include chronic kidney disease, stroke, and transient ischaemic attack from 2009; 
and hypertension and older patients at risk from 2010. Although not the focus of this study, 

Birmingham OwnHealth might have affected the use of primary care or health-related quality of life. 

Because the median duration of enrolment was several years, effects could have been over longer 
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time periods than those analysed in this study. Other work has found improvements in clinical 

metrics among participants with poorly controlled diabetes (Jordan, Lancashire, and Adab 2011), as 

well as high levels of patient satisfaction (Azarmina and Lewis 2007). 

3.6.3 Comparison with other studies  
Previous studies of the effect of telephone health coaching on service use have generally been 

encouraging. Four of nine studies identified by a systematic review found evidence of an effect on 

health service use, although sample sizes were typically small (Hutchison and Breckon 2011). A more 

recent, large RCT found reductions in hospital admissions and expenditures (Wennberg et al. 2010). 
Before the current study, the largest observational study of telephone health coaching included 874 

Medicaid members, and found no effect (Lin et al. 2012). The current study supports their findings 

on a larger sample drawn from England (n=2,698).  

One possible explanation for the apparently contradictory nature of the findings from these studies 

might be subtle differences in the design of the interventions. Aspects of intervention design such as 
the frequency of telephone calls vary widely between studies (Hutchison and Breckon 2011), 

although the profile of telephone calls in the current study (usually monthly) was not out of line. The 

largest RCT (Wennberg et al. 2010) included decision making for preference sensitive conditions, 

while three of the four effective interventions identified by the systematic review involved 
telemonitoring of vital signs in addition to health coaching. Telemonitoring could be effective at 

reducing hospital admissions even when combined with automated motivational messages and 

symptom questions rather than health coaching (Steventon et al. 2012a).40

Discrepancies between the findings of different studies could also be due to study settings, with both 

the Medicaid studies and the current study relating to a publicly insured population. Targeting the 

intervention using the outputs from a predictive risk model may increase effectiveness, as could 
better integration with existing primary and secondary care services. Finally, the evaluation method 

could affect results. Confounding is possible in observational studies, although our study design 

attempted to limit this threat to validity as much as possible.  

 This study adds weight to 

the conclusions suggested by the Medicaid studies (Lin et al. 2012; Kim et al. 2013) that health 
coaching is not effective at reducing hospital use by itself. Further, although potentially explained by 

unobserved confounding, we found evidence that the intervention in Birmingham increased 

emergency admissions. Previous evaluations of other complex interventions out of hospital have also 

found indications of increases (Gravelle et al. 2007). One possibility is that increases occur as a result 
of greater observation. Indeed, in other settings, more intense observation and greater use of 

diagnostic tests have been found to correlate with the number of medical interventions made (Lucas 

et al. 2008).  

                                                 
40 This is the study in Chapter 5.  
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3.6.4 Conclusions  
We conclude that Birmingham OwnHealth did not lead to the anticipated levels of reductions in 

hospital admissions or associated costs. Based on a systematic review and subsequent studies, 
including the present study, standard telephone health coaching seems unlikely to lead to reductions 

in hospital use, without the addition of other elements such as telemonitoring, shared decision 

making for preference sensitive conditions, or predictive modelling. More care coordination might 

also be needed. Unless health coachers have established relationships with other clinical staff, new 
interventions could prove to be additions to existing patterns of service use, rather than create 

efficiencies. 

The study serves as a warning that efficacy as demonstrated by RCTs might not imply effectiveness in 

routine practice (Haynes 1999). Because administrative datasets are regularly updated, the methods 

used in the present study may be useful to monitor new services to ensure that benefits are achieved. 

 

Box 3: What this study adds 

What is already known on this topic  

Telephone health coaching provides support and encouragement to patients to manage long-term 

health conditions. It is hoped that hospital admissions will be prevented as a result, creating efficiency 

gains for health care systems. However, the current evidence base is unclear; many studies have been 

small and interventions are heterogeneous. 

What this study adds  

This study adds weight to the existing view that health coaching by itself is not effective at reducing 

hospital use over 12 months. Coaching could be coupled with other interventions such as shared 
decision making or telemonitoring, and the context in which interventions are delivered might also be 

crucial. Efficacy of new services as demonstrated by RCTs might not imply effectiveness in routine 

practice. 
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Chapter 4 Comparison of strategies to choosing the 

control population (research paper 2) 
 

4.1 Preamble to research paper 2 
In the case study presented in Chapter 3, matched controls were selected from areas of England that 

were similar to the intervention area in terms of demography, occupational mix, and rates of 

education, occupation, limiting long-term illness and unpaid care. This was done partly because the 

large size of the OwnHealth service was thought to reduce the scope to find matched controls locally. 
However, other studies have taken different approaches to control area selection, including local 

(McConnell et al. 2008) and national controls (Roland et al. 2012). 

The choice of the population from which to select controls will in general influence confounding at 

both the individual and area levels. The next paper compares the effects of alternative strategies for 

the choice of control area on the balance achieved by person-level matching algorithms, and reports 
the relative bias and mean-squared error of the resulting estimates of treatment effect. It begins with 

a reanalysis of a Partnership for Older People Projects (POPPs) study, which concerned the effect of 

a rapid response service on hospital admissions. Like the Birmingham OwnHealth study, the POPPs 

study chose controls from within matched areas of England (Steventon et al. 2011, 2012b). The next 
paper additionally obtains controls from within the intervention area and nationally. The case study 

was used to calibrate a series of simulations that could assess bias and mean-squared error directly.  

The paper elucidates some situations in which lower bias will be obtained when selecting controls 

from within matched areas than when selecting controls locally. However, these situations are fairly 

restrictive. An important consideration is that there is a relatively large amount of unexplained 

variation in hospital admissions between areas of England. This will mean that, when addressing this 

endpoint, local controls will generally lead to lower bias than the other approaches.  

This paper has been published in Health Services Research and Outcomes Methodology (Steventon, Grieve, 

and Sekhon 2015) under the terms of the Creative Commons Attribution License, which permits any 

use, distribution, and reproduction in any medium, provided the original author(s) and the source are 

credited. Minor formatting and stylistic changes have been made to the version that was accepted for 

publication. 
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4.2 Abstract 
Various approaches have been used to select control groups in observational studies: 1) from within 

the intervention area; 2) from a convenience sample, or randomly chosen areas; 3) from areas 

matched on area-level characteristics; and 4) nationally. The consequences of the decision are rarely 

assessed but, as we show, it can have complex impacts on confounding at both the area and 

individual levels. 

We began by reanalysing data collected for an evaluation of a rapid response service on rates of 

emergency hospital admission. Balance on observed individual-level variables was better with external 

than local controls, after matching. Further, when important prognostic variables were omitted from 

the matching algorithm, imbalances on those variables were also minimised using external controls. 
Treatment effects varied markedly depending on the choice of control area, but in the case study the 

variation was minimal after adjusting for the characteristics of areas. 

We used simulations to assess relative bias and means-squared error, as this could not be done in the 

case study. A particular feature of the simulations was unexplained variation in the outcome between 

areas. We found that the likely impact of unexplained variation for hospital admissions dwarfed the 
benefits of better balance on individual-level variables, leading us to prefer local controls in this 

instance. In other scenarios, in which there was less unexplained variation in the outcome between 

areas, bias and mean-squared error were optimised using external controls. We identify some general 

considerations relevant to the choice of control population in observational studies. 

  



72 

4.3 Introduction 
Well-conducted randomised controlled trials (RCTs) are often considered the gold standard in 

comparative effectiveness research as they can balance both observed and unobserved variables 

between treatment groups. However, for many examples in health services and outcomes research, 

RCTs are infeasible and the best available information on effectiveness comes from an observational 
study. These must be designed and analysed carefully so that findings are not biased by differences in 

the characteristics of patients or settings (Rubin 2010). While techniques such as instrumental variable 

estimation can handle confounding due to unobserved as well as observed characteristics (Stukel et 

al. 2007), valid instruments are rare, so instead studies tend to use approaches that assume no 
unobserved confounders. For example, propensity scores can be used to select, from a wider 

population of potential controls, a matched subgroup that is similar to the intervention group with 

respect to observed variables (Rosenbaum and Rubin 1983). Matching methods are appealing 

because, for some estimands, regression models are more robust to model specification when applied 

to matched rather than unmatched data (Ho et al. 2007).  

Many advances have been made in analytical methods for observational studies. For example, genetic 

matching uses computer-intensive search algorithms to find more closely balanced matched control 

groups than traditional approaches using the propensity score (Sekhon and Grieve 2012). Also, 

doubly robust methods can provide unbiased estimates when either the treatment selection or the 
outcome model is correctly specified (Bang and Robins 2005). On the other hand, relatively little 

attention has been paid to study design (Rubin 2007). This is an important omission as improvements 

in design could reduce the main threat to the validity of observational studies, namely confounding 

due to unobserved variables. One design issue that has received scant attention relates to the choice 
of higher-level unit from which the control group is selected. The issue arises because interventions 

are often piloted within a sample of units, such as hospitals, geographic areas, or schools. Within 

these units, a subset of individuals will receive the intervention and others the control (e.g., usual 

practice). However, often data are available for other potential control units. Therefore, investigators 
have a choice at the design stage of a study between selecting matched controls from within the 

intervention areas (or, more generally, higher-level units), from other areas, or nationally. If selecting 

controls from other areas, these units could be selected as part of a convenience sample, or matched 

to the characteristics of the intervention areas. Studies have used the full range of approaches 

(McConnell et al. 2008; Nelson 2012; Roland et al. 2012).  

In theory, the choice of control area can have complex implications for confounding at both the 

individual and area levels. While selecting controls from within an intervention area will automatically 

give perfect balance on area-level variables, it will not always give good balance on individual-level 

variables, as there may be limited overlap between the characteristics of treated and untreated 
individuals in the intervention area (Stuart and Rubin 2008). In situations of limited overlap, selecting 
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controls externally may give better balance on both observed and unobserved individual-level 

variables than selecting controls from within the intervention area. To illustrate this hypothesis, 

suppose that, within the intervention area, a particular characteristic (older age) is associated with 
treatment receipt. In this situation, the local untreated group will contain relatively few older people, 

as these have been disproportionately recruited into the intervention. By contrast, there may be a 

relatively high number of older people in areas not offering the intervention, making it easier to 

obtain good matches on that variable when using external rather than local controls. The same 
argument applies to unobserved variables (such as extent of social support), but because unobserved 

variables cannot be taken into account by commonly used analytical approaches, they are particularly 

important to balance by design. Based on these considerations, we might expect the optimal strategy 

for selecting control areas to depend on the extent of confounding at the individual level versus area 
level. This reasoning was used by Griswold and Localio (2010) in an observational analysis of the 

effect of concurrent use of proton-pump inhibitors and clopidogrel, and led them compare an 

approach using local controls with approaches using national controls and controls from similar 

hospitals. They found that local controls produced worse balance on observed individual-level 

variables, but they could not assess unobserved variables, bias, or statistical efficiency. 

While careful selection of control areas has long been recognised as crucial for case-control studies 

(Miettinen 1985), little methodological research has been undertaken to guide the choice of control 

population in cohort studies, which are the focus of this paper. Meta-epidemiological work has found 

that observational studies tend to give treatment effects that are more similar to those from RCTs 
when their control group is sourced locally rather than from a matched area (Glazerman, Levy, and 

Myers 2003). Discrepancies in treatment effects tend to be larger still when the observational study 

uses a convenience sample of areas or takes controls from a national sample. Meta-epidemiological 

work can control for only a limited number of study characteristics (Deeks et al. 2003), but some 
studies have controlled for research setting more closely by comparing randomised and observational 

studies that share a single treatment group. A review of these also concluded that local controls 

should be preferred (Cook, Shadish, and Wong 2008), though the number of constituent studies was 

small and dominated by labour market interventions (Shadish, Clark, and Steiner 2008). These 
reviews did not examine whether the relative benefit of local versus external control groups varies 

between alternative research settings with different levels of confounding at the local and area levels. 

Furthermore, although RCTs are often considered to be the gold standard in comparative 

effectiveness research, in some cases there are legitimate reasons why observational studies should 
give different treatment effects to RCTs, relating to measurement, study samples, or interventions 

(Hartman et al. 2015). 

Several research methods use multiple control groups to assess bias, but these do not address the 

prior question about which control area should be preferred. For example, Campbell (1969) proposed 
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using multiple control groups to put bounds on treatment effects, and also to confirm that the 

variation in treatment effects is as expected given prior information about the different groups (this 

approach is known as 'control by systematic variation'). Rosenbaum (1987) gave a detailed account of 
how multiple control groups could be used to test for unobserved confounding at the individual 

level, though he did not consider area-level confounding. Lu and Rosenbaum (2004) considered the 

situation of one treatment group and two control groups, and developed a matching algorithm to 

make three pairwise comparisons while optimising the use of individuals. Multiple control groups are 
sometimes used in the medical literature, for example by comparing treated patients to both historic 

and concurrent controls (Harrison et al. 2010), but they seem to be rare in comparison to studies that 

use a single group (Austin 2008a).  

As few studies have assessed the implications of the choice of control population on bias and Mean-

Squared Error (MSE), we conducted a simulation study. We calibrated these simulations to a case 
study of an intervention that aimed to reduce emergency hospital admissions for older people, and 

then varied the assumptions made for the propensity score model and the response model across a 

total of 45 scenarios. Although we expected local controls to be preferable in many scenarios, the 

simulation reports that in some settings a strategy of selecting external controls gives lower bias and 
lower MSE. This paper provides general methodological recommendations to inform the choice of 

control populations in future studies. We also append R code to provide practical tools for 

investigators to undertake simulations at an early stage of study design to determine which control 

population is likely to give the least bias in their research setting. These simulations could 
complement the use of multiple control groups, if these are available, by identifying which control 

group is likely to give the most reliable inferences. 

This paper is organised as follows. First, we describe the estimands typically of interest in a cohort 

study and the various ways in which the choice of control area can affect bias. Then, in Section 4.5, 

we describe the case study and show how balance and estimated treatment effects depend on the 
choice of control area. Section 4.6 describes the simulation design and sets out a number of scenarios 

with varying levels of individual-level and area-level confounding. The results of the simulation study 

are given in Section 4.7, and the final section concludes. 

4.4 Statistical considerations relating to the choice of control area 
Following the Rubin causal model (Rubin 1978), we begin by positing two potential outcomes for 

each individual, 𝑌(1) and 𝑌(0), relating to outcomes under intervention and control, respectively. A 

common target estimand is the Sample Average Treatment effect for the Treated (SATT), defined as 

the average difference between these potential outcomes over the group of people receiving the 

intervention (Imai, King, and Stuart 2008). Common approaches to estimate the SATT assume no 
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unobserved confounding. In other words, if 𝑍 indicates assignment to the treatment, then we assume 

that there is a set of observed baseline variables 𝑋 such that: 

[1]      𝑌(1), 𝑌(0) ∐ 𝑍 | 𝑋  

If this assumption is valid, then an unbiased estimate of the treatment effect at each level of 𝑋 can be 

obtained by calculating the differences in the observed responses of intervention and control patients 

at that level (Rosenbaum and Rubin 1983). Therefore, an unbiased estimate of SATT can be 

produced by selecting a matched control group with the same distribution of 𝑋 as the intervention 

group. This can be accomplished by matching on a single scalar quantity known as the propensity 

score, which reflects the probability of treatment assignment, conditional on observed variables 

(Rosenbaum and Rubin 1983). A complementary approach, genetic matching, uses a computer-

intensive search algorithm to find the matches that maximise balance across all variables in 𝑋, given 

the data (Sekhon and Grieve 2012). 

Bias can arise when matching for several reasons. First, some important baseline variables may be 

unobserved, and so omitted from the matching algorithm. Second, the matching algorithm may not 
produce groups with the same distribution of observed variables. We decompose the estimation error 

into these two components by supposing an additive model for the outcome of each individual (Imai, 

King, and Stuart 2008): 

𝑌𝑖(𝑡)  =  𝑔𝑡(𝑋𝑖) + ℎ𝑡(𝑈𝑖) 

Here, 𝑔𝑡 and ℎ𝑡 are, in general, unknown functions (𝑡 = 0,1), and 𝑈 represents the unobserved 

baseline variables. Following 1-1 matching, the estimation error is:  

𝑆𝐴𝑇𝑇 −  𝐷 = 1
𝑛 � {𝑔1(𝑋𝑖) +  ℎ1(𝑈𝑖) −𝑔0(𝑋𝑖) − ℎ𝑜(𝑈𝑖)} 
𝑖 ∈{𝑖|𝑍𝑖=1}

− �1
𝑛 � {𝑔1(𝑋𝑖) +  ℎ1(𝑈𝑖) } − 1

𝑛 � {𝑔0(𝑋𝑖) +  ℎ0(𝑈𝑖)}
𝑖 ∈{𝑖|𝑍𝑖=0}

 
𝑖  ∈{𝑖|𝑍𝑖=1}

� 

or: 

1
𝑛 � {𝑔0(𝑋𝑖) +  ℎ0(𝑈𝑖) }  −
𝑖 ∈{𝑖|𝑍𝑖=0}

1
𝑛 � { 𝑔0(𝑋𝑖) +  ℎ𝑜(𝑈𝑖)} 
𝑖 ∈{𝑖|𝑍𝑖=1}

 

Here, 𝐷 is the estimator, and 𝑛 is the number of individuals in the intervention group, which is the 

same as the number of individuals in the matched control group because the matching is 1-1. 
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The set of observed baseline variables 𝑋 contains some variables at the individual level (𝑋𝑖,1) and 

some at the area level (𝑋𝑖,2), and likewise for the unobserved baseline variables, 𝑈. We assume that 

the outcome model can be further decomposed into additive subcomponents relating to observed 

and unobserved variables at the individual and area levels, and thus write, for example: 

𝑔𝑡(𝑋𝑖) =  𝑔𝑡1(𝑋𝑖,1)  + 𝑔𝑡2(𝑋𝑖,2). 

Where 𝑔𝑡1 and 𝑔𝑡2 are, in general, unknown functions that represent the subcomponents of the 

outcome model relating to observed variables at the individual and area levels, respectively (𝑡 = 0,1), 

and likewise for the unobserved variables at these levels, ℎ𝑡1 and ℎ𝑡2. 

With this decomposition, there are four terms to the estimation error, representing the effects of 

imbalance on observed individual-level variables, unobserved individual-level variables, observed 

area-level variables, and unobserved area-level variables, respectively: 

1
𝑛 � 𝑔01(𝑋𝑖,1)  −
𝑖 ∈{𝑖|𝑍𝑖=0}

1
𝑛 � � 𝑔01(𝑋𝑖,1)� 
𝑖 ∈{𝑖|𝑍𝑖=1}

 

1
𝑛 � ℎ01(𝑈𝑖,1)  −
𝑖 ∈{𝑖|𝑍𝑖=0}

1
𝑛 � � ℎ01(𝑈𝑖,1)� 
𝑖 ∈{𝑖|𝑍𝑖=1}

 

1
𝑛 � 𝑔02(𝑋𝑖,2)  −
𝑖 ∈{𝑖|𝑍𝑖=0}

1
𝑛 � � 𝑔02(𝑋𝑖,2)� 
𝑖 ∈{𝑖|𝑍𝑖=1}

 

1
𝑛 � ℎ02(𝑈𝑖,2)  −
𝑖 ∈{𝑖|𝑍𝑖=0}

1
𝑛 � � ℎ02(𝑈𝑖,2)� 
𝑖 ∈{𝑖|𝑍𝑖=1}

 

We now consider the situation in which there is one intervention area (containing both treated and 
untreated individuals) and several external areas (containing only untreated patients). Many of the 

issues would be the same if there were multiple intervention areas, a point we return to in Section 4.8.  

If controls are selected from within the intervention area (forthwith referred to as 'local controls'), 

then the third and fourth error terms will be zero, as both observed and unobserved area-level 

variables will be balanced automatically by design. However, the first error term will be nonzero 
when the matching algorithm is not able to balance the observed variables, 𝑋𝑖,1. This can happen 

when there is poor overlap between the characteristics of treated and untreated individuals, as might 

be expected when the 𝑋𝑖,1 are strong confounders (i.e., when they are strongly predictive of treatment 

assignment and outcome) or when a high proportion of local individuals receive the treatment (i.e., 

high intervention saturation). The second error term will in general be nonzero because matching 
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algorithms cannot balance unobserved variables, except to the extent to which they are correlated 

with the observed variables that the matching algorithm is required to balance. 

We explore three other strategies that may produce better balance on the individual baseline variables 

than local controls. These three other strategies use controls external to the intervention area, so the 
third and fourth error terms may be nonzero. However, individuals with the characteristics likely to 

lead to treatment assignment in the intervention area will not have been lost from the supply of 

potential controls in external areas. Thus, all other things being equal, overlap will be higher when 

controls are selected externally rather than locally. In turn, this can result in smaller errors through 

terms one and two. 

Strategy 2 represents a commonly used, but perhaps ill-advised, approach whereby control areas are 

selected as part of a convenience sample, with little attention placed on the characteristics of the 

control areas. In the case study that follows, we implement this strategy a large number of times to 

show the substantial variability that arises in terms of balance and treatment effects. Strategy 3 is a 
better approach whereby the control area is matched to the intervention area with respect to the 

observed area-level variables 𝑋𝑖,2, thus minimising the third error term, but not necessarily the fourth 

error term. The final strategy (strategy 4) is a national approach in which controls are taken from all 

areas external to the intervention area (i.e., a national sample). This approach maximises the number 

of potential controls, which may result in closer matches on individual-level variables at the expense 

of worse balance on area-level variables than strategy 1. 

The subsequent case study and simulation contrast these strategies across situations that typically 

arise in health services and outcomes research. 

4.5 Case study: rapid response service for older people 
A rapid response service was introduced into a large, rural, district county area of England, as part of 
a national program to improve partnership working across care sectors (the Partnership for Older 

People Projects, or POPPs) (Windle et al. 2009). An important objective of the rapid response service 

was to prevent emergency hospital admissions for older people through prompt treatment close to 

the individual's home. However, a previous evaluation using controls from matched geographic areas 
found that the service had the opposite effect and increased these admissions, perhaps because of 

additional health needs identified by the rapid response team (Steventon et al. 2011, 2012b).  

We focus on the subset of older people (aged 70 or over) who were enrolled into the rapid response 

service during October 2008 with a history of hospital admissions (n=108). We examine the effect of 

the service on the likelihood of participants having one or more emergency hospital admission during 
the 12 months following enrolment. As in the original study, we obtained individual-level variables 

from the Hospital Episode Statistics (HES), which is a national database containing details of all 
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hospital care funded by the National Health Service in England. Unlike the original study, we 

obtained these variables for people in each of the 33 district counties in England. Thus, we were able 

to apply the various strategies for control area selection described in Section 4.4. 

Individual-level variables included: age; sex; socioeconomic deprivation score (defined at a small-area 
level 41

Strategy 2 was repeated 32 times (once for each of the district counties in England, excluding the 

intervention area). The matched geographic area for strategy 3 was selected according to an 

established method that is used to produce comparative statistics (Office for National Statistics 

2010). This involved minimising the Euclidean distance from the intervention area with respect to a 
standard set of 43 area-level variables, relating to: population age structure; population density; ethnic 

mix; average household size and structure; education; overall rates of long-term illness; transport; 

overall employment rates; and the prevalence of various occupations. The method was similar to that 

used to select the matched geographic area in the original study (Steventon et al. 2011), except that 
we used a wider set of variables. We implemented strategy 4 by pooling potential controls from all 32 

counties. 

); diagnoses of four specific health conditions; total number of chronic health conditions; 

numbers of prior elective and emergency hospital admissions; and a predictive risk score. The 

predictive risk score was an estimate of the probability of one or more emergency hospital admission 

during the 12 months following enrolment, under usual care. It was based on an existing predictive 
risk model, with coefficients reweighted to match the patterns of hospital use that we observed for 

untreated individuals in the intervention area (Billings et al. 2006). We applied these reweighted 

coefficients to people in the other district counties to calculate their risk scores. Of all the variables, 

the predictive risk score, age and number of prior emergency hospital admissions were the most 

strongly predictive of the outcome.  

For each strategy, we applied the study inclusion criteria to define a pool of potential controls who 

were aged 70 or over in October 2008 and had a history of hospital admissions. To remove the 

possibility that differing population sizes influenced results, we reduced the eligible population of 

each area to a random sample of 500. As 108 individuals received the intervention, this left 392 
potential controls for strategy 1, producing a saturation of just less than 30%. The number of 

potential controls for strategies 2 and 3 was 500, while in strategy 4 it was 16,000. 

Within each of the chosen areas, we selected matched controls at the individual level using genetic 

matching (Sekhon and Grieve 2012). Matched controls were selected on a 1-1 basis with replacement, 

as this will typically lead to better balance on individual-level variables than matching without 

                                                 
41 Socioeconomic deprivation score was defined at the 'Lower Super Output Area' level, consisting of around 
1,600 people on average, across all ages. In comparison, the county areas contained around 700,000 people on 
average. Therefore, socioeconomic deprivation score was treated as an individual-level variable,  and attributed 
to individuals based on their place of residence.  
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replacement, or 1-n matching (n>1). Balance before and after matching was assessed using the 

standardised difference, defined as the difference in sample means as a proportion of the pooled 

standard deviation (Austin 2009a). Although covariate balance should ideally be maximised without 
limit, a standardised difference of more than ±10% has been used to denote meaningful imbalance 

(Normand et al. 2001). We report estimated treatment effects using the absolute risk difference (i.e., 

difference in proportions) and the relative risk difference, together with 95% confidence intervals 

produced using methods that recognised the dependencies within matched data (Agresti and Min 

2004).42

4.5.1 Case study results 

 

The three most prognostic variables (i.e., predictive risk score, age and number of prior emergency 

admissions) had lowest standardised differences before matching when the control population was 

defined using a matched geographic area (strategy 3). For example, age had a standardised difference 
of 49.2% before matching in strategy 3, compared with 56.9% in strategy 1 (Table 5). By contrast, the 

socioeconomic deprivation score had lowest standardised difference when controls came from within 

the intervention area. 

After matching, strategy 4 (national controls) gave the best balance across all individual-level 

variables, reflecting the larger population size. For example, age had a standardised difference of 
2.7% under national controls (Table 5), compared with 4.9% when using local controls. However, the 

intervention area was different from the national sample in terms of area-level variables, such as the 

proportion of residents who were aged 65 or over (Figure 5). Although strategy 3 (matched area) 

reported higher standardised differences than strategy 4 at the individual level (e.g., 4.8% vs. 2.7% for 
age), it nonetheless outperformed local controls (average standardised difference 4.0% vs. 4.9%). 

Furthermore, the matched area was more like the intervention area than the national sample (Figure 

5). 

As expected, estimated treatment effects from strategy 2 (convenience sample) were very sensitive to 

the area chosen, and relative risk ratios ranged from 1.35 (95% CI, 1.00 to 1.82) to 3.87 (2.43 to 6.16). 

However, estimated treatment effects for strategies 1, 3, and 4 were very similar, with relative risk 

ratios of 2.07, 1.93 and 2.07, respectively (Table 6). 

4.5.2 Inducing unobserved confounding 
As we hypothesised that the relative strengths of the strategies will depend on the extent of 

unobserved confounding at the individual level, we repeated the analysis after omitting two important 

prognostic variables from the genetic matching algorithm, namely age and predictive risk score.43

                                                 
42 Because we matched with replacement, an individual may have been selected as the control for several 
intervention patients. The 95% confidence intervals that  we report  do not allow for any dependency within the 
data from matching with replacement.  

 

43 As age is one of the constituent variables of the predictive risk score,  it was necessary to omit both variables.  
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Thus, we treated these variables as being unobserved. After matching, standardised differences on 

these variables were high across all strategies, but they were lower when using a matched control area 

than when using local controls, reflecting the generally better balance that existed before matching. 
Standardised differences for age were 44.3% and 49.4%, after matching, in these two strategies, 

respectively. 44

As would be expected, each strategy reported higher estimated treatment effects when the two 

prognostic variables were omitted from the matching algorithm. However, these increased by less 

when controls were sourced from a matched control area than with local controls (

 Standardised differences for the predictive risk score were 27.4% and 31.3%, 

respectively.  

Table 6). 

The case study findings suggest that, all other factors being equal, using external control groups can 

lead to lower standardised differences on observed variables than local controls. Furthermore, 
estimated treatment effects were more robust to the unobserved confounding considered when 

matched controls came from a matched area rather than locally. Although external controls lead to 

better balance on individual-level variables, they also introduce the possibility of confounding due to 

area-level differences. We could not quantify the impact of this phenomenon in the case study, 
though the variability of the treatment effects observed under strategy 2 suggests it may be 

substantial. We now use simulations, calibrated to these data, to assess the implications of control 

area strategy for relative bias and statistical efficiency across a range of scenarios. 

 
  

                                                 
44 Figures  for predict ive risk score are 44.6% in strategy 3,  compared with 58.0% in  strategy 1. Full data are 
available on request.  
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Table 5: Standardised differences (%), before and after matching, in the study of the rapid 
response service, under various strategies for selecting the control population (all individual 
baseline variables entered into the genetic matching algorithm) 

 

Strategy 1: 
Local controls 
(392 potential 

controls) 

Strategy 2: 
Random areas 
(500 potential 

controls)45

Strategy 3: 
Matched area 

 
(500 potential 

controls) 

Strategy 4: 
National  
(16,000 

potential 
controls) 

 Before After Before After Before After Before After 

Mean predictive risk score 59.6 4.7 55.9 4.5 55.5 4.7 56.6 1.3 

Mean age 56.9 4.9 51.7 5.4 49.2 4.8 53.3 2.7 

Mean number of 
emergency hospital 
admissions46

48.5 
 

3.3 42.5 1.6 37.5 0.0 43.2 0.0 

Female gender 22.5 -6.0 24.8 0.0 30.4 -2.0 26.1 0.0 

Mean socioeconomic 
deprivation score -1.5 1.3 21.8 7.5 13.8 6.6 20.1 0.7 

Cancer prevalence -3.2 2.6 5.2 2.6 2.6 7.8 2.5 0.0 

Diabetes prevalence 3.5 5.7 11.3 0.0 6.2 2.8 9.4 0.0 

Congestive heart failure 
prevalence 13.0 0.0 11.0 3.0 8.5 3.0 11.3 0.0 

Ischemic heart disease 
prevalence 11.5 -12.1 12.8 0.0 16.5 4.8 13.4 0.0 

Mean number of chronic 
conditions 26.0 -4.6 25.3 0.6 24.1 3.5 24.1 1.2 

Mean number of planned 
admissions 13.2 9.0 14.6 6.5 11.9 3.9 14.6 0.0 

Mean (absolute) 
standardised difference  23.6 4.9 25.9 5.4 23.3 4.0 25.0 0.5 

 Note: Negative values imply that the variable was lower on average in the intervention than matched control group. 

                                                 
45 For reasons of space, standardised differences for strategy 2 are the medians over all 32 possible geographies. 
However, there was substantial variation depending on the choice of geography. Age,  for example, showed 
standardised differences that ranged from 38.3% to 66.6% before matching, depending on which area was 
chosen, and from -12.5% to 20.0% after matching. Ranges for the predictive risk score were from 46.7% to 
61.3% before matching, and from 0.4% to 12.5% after matching. For the number of emergency hospital 
admissions, ranges were from 34.7% to 48.3% before matching, and from -9.9% to  11.5% after matching.  
46 Admission counts are over the year prior to enrolment. 
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Figure 5: Area-level variables in the study of the rapid response service, under various strategies for selecting the control population 

 
Notes: The first panel shows the values of each of the 43 area-level variables under each strategy, while the second panel shows relative differences from the intervention area. Figures for Strategy 

2 ('random area') are medians over all 32 possible geographies. Figures for Strategy 4 ('national') are weighted means over the 32 geographies (weighted for population size). 
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Table 6: Estimated treatment effects of the rapid response service on emergency hospital 
admissions, under various strategies for selecting the control population 

 Strategy 1: Local 
controls 

Strategy 2: 
Random areas 

Strategy 3: 
Matched area 

Strategy 4: 
National  

 
Relative risk (95% confidence interval) 

With all baseline 
variables included 
in the genetic 
matching 

2.07 
(1.46 to 2.94) 

Median: 2.23 (1.52 
to 3.28) 

Minimum: 1.35 
(1.00 to 1.82) 

Maximum: 3.87 
(2.43 to 6.16) 

1.93 
(1.37 to 2.73) 

2.07 
(1.47 to 2.92) 

With age and 
predictive risk 
score omitted 
from the genetic 
matching 

2.76 
(1.89 to 4.03) 

Median: 2.42 (1.61 
to 3.63) 

Minimum: 1.66 
(1.21 to 2.27) 

Maximum: 3.87 
(2.32 to 6.44) 

2.32 
(1.57 to 3.42) 

2.23 
(1.55 to 3.21) 

 
Absolute risk difference (95% confidence interval) 

With all baseline 
variables included 
in the genetic 
matching 

0.28 
(0.27 to 0.29) 

Median: 0.30 (0.28 
to 0.31) 

Minimum: 0.14 
(0.13 to 0.15) 

Maximum: 0.40 
(0.39 to 0.41) 

0.26 
(0.25 to 0.27) 

0.28 
(0.27 to 0.29) 

With age and 
predictive risk 
score omitted 
from the genetic 
matching 

0.34 
 (0.33 to 0.35) 

Median: 0.31 (0.30 
to 0.33) 

Minimum: 0.21 
(0.20 to 0.23) 

Maximum: 0.40 
(0.39 to 0.41) 

0.31 
(0.29 to 0.32) 

0.30 
(0.28 to 0.31) 
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4.6 Design of the simulation study 
The simulations generalised previous examples (Drake 1993) to allow for observed and unobserved 

confounding at both individual and area levels (Table 7). One individual-level variable (𝑥1,1) was 

observed, while another (𝑥2,1) was unobserved. Two area-level variables (𝑥1,2 and 𝑥2,2) were 

observed, while a third one (𝑥3,2) was unobserved. We considered this to be the minimum number 

of covariates needed to test a sufficiently wide range of scenarios. 

 
Table 7: Design of the simulation study, and associations assumed in the base case scenario 

  Level Observation Structure 

Strength of 
relationship 

with 
intervention 

assignment (𝜶) 

Strength of 
relationship 

with outcome 
(𝜷) 

𝒙𝟏,𝟏 Individual Observed 𝑥1,1 and 𝑥2,1 
are correlated 

0.5 0.30 

𝒙𝟐,𝟏 Individual Unobserved Range 0.1-0.3 0.15 

𝒙𝟏,𝟐 Area Observed Independent n/a 0.01 

𝒙𝟐,𝟐 Area Observed Determines the 
mean of 𝑥2,1 

n/a 0.05 

𝒙𝟑,𝟐 Area Unobserved Independent n/a 0.06 

 

In designing the simulations, we were mindful that researchers often have access to data at the 

aggregate level, but not to their individual-level counterparts. In the case study, for example, we had 
access to socioeconomic deprivation scores defined at a small area level, but not to the person-level 

equivalents. Similarly, in the sensitivity analysis that omitted age from the genetic matching algorithm, 

a control area was still matched to the intervention area on the overall age distribution. To mimic this 

situation, we assumed that the mean of the unobserved individual-level variable (𝑥2,1) differed 

between areas, but that this mean value corresponded to the value of the observed area-level variable 
𝑥2,2. Thus, control areas could be selected to minimise differences in the distribution of 𝑥2,1 between 

the intervention and control area. 

4.6.1 Generating baseline data 
The three area-level variables (𝑥1,2-𝑥3,2) were generated for each of 49 geographic areas by sampling 

from independent standard normal distributions (i.e., mean 0, variance 1, pairwise correlations 0). 

Additionally, we assumed values of 𝑥1,2=𝑥2,2=𝑥3,2=1 in the intervention area. This meant that, 

under the response models that are described below, the intervention area had atypical outcomes 

under control, as seems reasonable for areas that intervene to affect these outcomes. The assumption 
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also meant that the intervention area had an atypical distribution of the unobserved individual-level 

covariate, 𝑥2,1 (i.e., mean 1 as opposed to the expected level of 0), as would in general be the case. 

The individual-level variables 𝑥1,1 and 𝑥2,1 were then generated for 1,000 individuals in each of the 

50 areas, by sampling from a bivariate normal distribution, with means of 1 and 𝑥2,2, respectively, a 

common variance of 1, and correlation 0.2. 

Following previous simulation studies (Drake 1993; Austin, Grootendorst, and Anderson 2007), we 

assumed that the probability of receiving the intervention (the true propensity score) was a logistic 

function of the individual-level variables: 

Pr�𝑡 = 1�𝑥1,1,𝑥2,1� = [ 1 + exp�−�𝛼0 + 𝛼1,1𝑥1,1 + 𝛼2,1𝑥2,1�� ]−1 

Here, 𝛼1,1 and 𝛼2,1 controlled how predictive the two individual-level variables were of intervention 

assignment, and therefore one aspect of confounding. The final coefficient (𝛼0) could be calibrated 

so that, in expectation across repeated simulations, a given proportion (𝑁%) of the individuals in the 

intervention area would receive the intervention.  

4.6.2 Forming matched control groups 
After baseline data had been generated, the different strategies to select control populations were 

applied. The matched control area for strategy 3 was selected as the one that minimised the Euclidean 

distance from the intervention area with respect to the two observed area-level variables (𝑥1,2 and 

𝑥2,2). Although the Mahalanobis metric could have been used (Rosenbaum and Rubin 1985), the 

result would have been the same as 𝑥1,2 and 𝑥2,2 were independent by assumption. The unobserved 

area-level variable 𝑥3,2 could not be taken into account when selecting the matched control area. The 

individual-level variables were also not taken into account, on the assumption that, in health services 

and outcomes research, individual baseline data are typically not collected until after the study areas 

have been chosen. The control area for strategy 2 (convenience sample) was selected at random, 

while strategy 4 pooled potential controls from across the 49 non-intervention areas. 

Matched control groups were formed at the individual level under each of the strategies. This was 
done before outcome data were simulated, so that matching was blind to outcome (Rubin 2008). The 

relative simplicity of the simulation design (in particular, with regard to the number of covariates) 

meant that, unlike in the case study, genetic matching was not required to balance the observed 

characteristics. Instead, the propensity score was estimated by applying logistic regression to data 
from the intervention area, and matches were formed using nearest neighbour matching on this 

estimated propensity score (1-1, with replacement). Since 𝑥2,1 was unobserved, it was omitted from 

the propensity score model, and the model contained only a single variable, 𝑥1,1 (more generally, this 
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variable might represent a weighted vector of many variables). When using external controls, the 

coefficients from the local propensity score model were applied to individuals in the control area.47

Balance on the individual-level baseline variables was assessed under each strategy by reporting 

standardised differences. We also report mean values of the area-level variables. 

   

4.6.3 Generating outcomes and assessing treatment effects 
A dichotomous outcome was simulated according to a response model used in previous simulation 

studies (Drake 1993): 

       𝑃𝑟�𝑌 = 1�𝑥1,1,𝑥2,1,𝑥1,2,𝑥2,2,𝑥3,2,𝑡�

= [1 + exp�−�𝛽0 + 𝛽1,1𝑥1,1 + 𝛽2,1𝑥2,1 + 𝛽1,2𝑥1,2 + 𝛽2,2𝑥2,2 + 𝛽3,2𝑥3,2 +  𝛿𝑡�� ]
−1

 

The coefficients labelled 𝛽𝑖,𝑗 determined how predictive the baseline variables were of the outcome. 

The binary variable, 𝑡, indicated whether the individual received the intervention (𝑡=1) or not (𝑡=0). 

The true intervention effect was denoted by 𝛿 and assumed to be zero. 

Intervention effects were estimated under each strategy using the absolute risk difference (difference 
in proportions), relative to the corresponding matched control group. Bias was calculated by 

comparing the estimated treatment effect with the true intervention effect (i.e., zero). We report mean 

bias over 20,000 simulations. We also obtained the Mean-Squared Error (MSE) by squaring the 

difference between the estimated and true intervention effects and averaging over all simulations. 

4.6.4 Calibration of the simulation study  
The simulations were calibrated to the HES data by taking emergency hospital admission to be the 
outcome, as in the case study, and then conducting sensitivity analysis for the response model and for 

the true propensity score model. In calibrating the level of individual confounding under the base 

case scenario, we assumed that the unobserved confounder was less predictive of intervention 

assignment and outcome than the observed confounder, and adopted 𝛼1,1=0.5, 𝛼2,1=0.2, 𝛽1,1= 0.3 

and 𝛽2,1=0.15. See Appendix A for a derivation of these values using national HES data (page 99). 

An important aspect of the simulation design concerned the amount of explained and unexplained 

variation in outcomes between areas (this variation being generated through 𝑥1,2,𝑥2,2 and 𝑥3,2). To 

calibrate this aspect of the simulations, we assessed to what extent the risk of emergency hospital 
admission varies between similar individuals living in different areas of England, again using national 

HES data. Such between-area variation was assessed using the Median Odds Ratio (MOR) (Larsen 

and Merlo 2005), which is defined as the odds ratio that would be expected, in median, between 
                                                 
47 Although the propensity score model could have been fitted using potential controls from external areas,  in 
this instance, the result would have been the same, as there was only a single variable in the empirical 
propensity score model. 
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people with the same individual-level variables selected from two randomly-chosen areas. The MOR 

was calculated as 1.08 for people aged 70 or over in England - see Appendix A (page 99). 

We made a conservative assumption about the amount of area-level variation that was explained by 

the observed area-level variables. Thus, we calibrated the simulation to two specific area-level 
variables, namely overall socioeconomic deprivation score and overall hospital admission rate (leading 

to 𝛽1,2=0.01 and 𝛽2,2=0.05). The remainder of the variation was assumed to be unexplained. A 

preliminary simulation showed that setting 𝛽3,2 to approximately 0.06 gave an MOR of 1.08, and that 

approximately 70% of the resulting variation was unexplained (i.e., due to the unobserved variable).48

We calibrated the intercept of the true propensity model (𝛼0) to give an intervention saturation (𝑁%) 

of 30%, as in the case study.  

 

4.6.5 Scenarios tested 
We compared the bias and MSE resulting from each of the strategies under the following scenarios 

for the response model and for the true propensity score model.  

Scenarios for the response model were: 

1. As described above, the 'base case' scenario was calibrated to the associations seen for emergency 

hospital admissions in HES data. Thus, 𝛽1,1= 0.3, 𝛽2,1=0.15, 𝛽1,2=0.01, 𝛽2,2=0.05, 𝛽3,2=0.06, 

and MOR=1.08. 

2. The 'simple confounding' scenario assumed no confounding except through the observed 
individual-level variable (𝛽2,1=𝛽1,2=𝛽2,2=𝛽3,2=0, 𝛽1,1=0.3). This was the ideal situation, under 

which all of the evaluation designs were expected to perform well.  

3. The 'no area-level variation' scenario assumed no systematic variation in outcomes between areas, 

other than through the individual-level variables (𝛽1,2=𝛽2,2=𝛽3,2=0). Thus, the MOR was 1.  

4. The 'no unexplained area-level variation' scenario assumed that all variation in outcomes between 

areas could be explained (𝛽1,2=0.01, 𝛽2,2=0.05, 𝛽3,2=0). Individual-level confounding was the 

same as in the base case. 
5. The 'high unexplained area-level variation' scenario targeted a higher MOR of 1.3, which required 

𝛽3,2 = 0.3. Other coefficients were the same as in the base case, implying that 95% of the area-

level variation was unexplained. 

  

                                                 
48 To calculate the percentage of MOR that  was due to observed variables,  we calculated MOR when 𝛽3 ,2=0, 
and expressed this MOR as a proportion of total MOR. 
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Scenarios for the true propensity score model were: 

• The central assumption, that 𝛼1,1=0.5, 𝛼2,1=0.2 and 𝑁% =30%. 

• Lower and higher saturation (𝑁%), of 10% and 50%. 
• Lower and higher confounding through the unobserved individual-level variable (i.e., 𝛼2,1 equal 

to 0.1 and 0.3). 

Finally, we repeated the simulations with a normally distributed, rather than dichotomous, outcome, 

and when matching without replacement, rather than with replacement.  

4.7 Results of the simulation study 

4.7.1 Standardised differences 
The matching algorithm was generally able to find matched control groups that were closely balanced 

on the observed individual-level variable, regardless of which strategy was used to define the control 

population. For example, in strategy 1 (local controls), the matched control group had a mean of 
1.352 on the observed variable, versus 1.354 for the intervention group in the base case scenario, 

leading to a standardised difference of 0.23% (Table 8). Increasing the saturation increased the 

standardised difference under strategy 1, as the supply of potential control patients available from 

within the local area became more limited. The standardised difference also increased under this 
strategy when the unobserved person-level variable became more predictive of intervention status. 

This led to greater before-matching differences on the observed variable, because of the correlation 

assumed between the individual-level variables. Although standardised differences were low under 

strategy 1, selecting controls from other areas could reduce them still further. Standardised 

differences were no more than 0.13% under strategies 2 and 3, and less than 0.01% under strategy 4. 

Each of the approaches for selecting the control population led to large imbalances on the 

unobserved individual-level variable (𝑥2,1), especially when this variable was strongly predictive of 

intervention status (Table 9). Strategy 1 (local controls) produced a standardised difference of 19.40% 

under the base case scenario, whereas using strategy 3 (matched control area) resulted in a smaller 

standardised difference, of 18.14%. The relative advantage of strategy 3 over strategy 1 increased with 
higher saturation and stronger confounding; at low saturation levels (10%), strategy 1 produced the 

lower standardised differences. Using controls from random areas or from a national sample 

produced very large standardised differences on the unobserved variable across all scenarios. 

While strategy 1 (local controls) exactly balanced the three area-level variables (𝑥1,2,  𝑥2,2 and 𝑥3,2) 

strategy 3 could only balance the two observed area-level variables in expectation (mean 1.0 and 

standard deviation 0.2, compared with a value of 1.0 in the local area). Strategy 3 could not balance 
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the unobserved area-level variable (mean 0, standard deviation 1). Strategies 2 and 4 led to large 

imbalances on all area-level variables. 

 

Table 8: Balance in the simulation study, under various strategies for selecting the control 
population (observed individual-level confounder) 

𝑵% 𝜶𝟐,𝟏 

Means (standard deviations) after matching Standardised differences (%) after 
matching 

Treated 
Matched controls from strategy Strategy 

1 2  3 4 1 2 3 4 

10% 0.1 1.455 
(0.099) 

1.453 
(0.099) 

1.454 
(0.099) 

1.454 
(0.099) 

1.455 
(0.099) 0.18 0.12 0.12 0.00 

 0.2 1.471 
(0.100) 

1.469 
(0.099) 

1.470 
(0.099) 

1.470 
(0.099) 

1.471 
(0.100) 0.19 0.13 0.13 0.00 

 0.3 1.486 
(0.098) 

1.484 
(0.098) 

1.484 
(0.098) 

1.484 
(0.098) 

1.486 
(0.098) 0.20 0.13 0.13 0.00 

30% 0.1 1.344 
(0.056) 

1.342 
(0.056) 

1.343 
(0.056) 

1.343 
(0.056) 

1.344 
(0.056) 0.22 0.07 0.07 0.00 

 0.2 1.354 
(0.056) 

1.352 
(0.056) 

1.353 
(0.056) 

1.354 
(0.056) 

1.354 
(0.056) 0.23 0.08 0.07 0.00 

 0.3 1.363 
(0.056) 

1.361 
(0.056) 

1.362 
(0.056) 

1.362 
(0.056) 

1.363 
(0.056) 0.24 0.08 0.07 0.00 

50% 0.1 1.244 
(0.044) 

1.241 
(0.043) 

1.243 
(0.043) 

1.243 
(0.043) 

1.244 
(0.044) 0.30 0.05 0.05 0.00 

 0.2 1.250 
(0.043) 

1.247 
(0.043) 

1.250 
(0.043) 

1.250 
(0.043) 

1.250 
(0.043) 0.31 0.05 0.05 0.00 

 0.3 1.256 
(0.043) 

1.253 
(0.043) 

1.255 
(0.043) 

1.255 
(0.043) 

1.256 
(0.043) 0.33 0.05 0.05 0.00 

Note: the shaded section shows the base case scenario.  
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Table 9: Balance in the simulation study, under various strategies for selecting the control 
population (unobserved individual-level confounder) 

𝑵% 𝜶𝟐,𝟏 

Means (standard deviations) after matching Standardised differences (%) after 
matching 

Treated 
Matched controls from strategy Strategy 

1 2  3 4 1 2 3 4 

10% 0.1 1.176 
(0.101) 

1.080 
(0.110) 

0.097 
(1.004) 

1.040 
(0.251) 

0.090 
(0.201) 9.66 109.03 13.76 109.64 

 0.2 1.261 
(0.100) 

1.071 
(0.109) 

0.094 
(1.003) 

1.046 
(0.251) 

0.094 
(0.202) 19.30 118.23 21.81 118.31 

 0.3 1.345 
(0.100) 

1.062 
(0.109) 

0.093 
(1.010) 

1.047 
(0.251) 

0.100 
(0.201) 28.74 127.31 30.27 126.61 

30% 0.1 1.132 
(0.058) 

1.036 
(0.076) 

0.071 
(0.998) 

1.015 
(0.240) 

0.068 
(0.164) 9.63 106.74 11.75 107.03 

 0.2 1.198 
(0.058) 

1.006 
(0.076) 

0.072 
(1.005) 

1.018 
(0.238) 

0.071 
(0.165) 19.40 113.90 18.14 113.99 

 0.3 1.260 
(0.057) 

0.976 
(0.077) 

0.071 
(0.996) 

1.022 
(0.237) 

0.072 
(0.165) 28.91 121.01 24.26 120.93 

50% 0.1 1.094 
(0.045) 

0.998 
(0.075) 

0.040 
(1.005) 

1.001 
(0.238) 

0.048 
(0.157) 9.65 106.03 9.29 105.21 

 0.2 1.139 
(0.044) 

0.948 
(0.075) 

0.062 
(1.003) 

0.998 
(0.235) 

0.050 
(0.158) 19.36 108.91 14.31 110.20 

 0.3 1.183 
(0.044) 

0.900 
(0.075) 

0.052 
(0.997) 

0.998 
(0.238) 

0.051 
(0.156) 28.83 115.30 18.93 115.41 

Note: the shaded section shows the base case scenario.  
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4.7.2 Bias and mean-squared error 
As would be expected, all strategies produced near-unbiased treatment effect estimates in the 'simple 

confounding' scenario, when the only confounder was the observed individual-level variable (Figure 6, 
first panel, and Table 10). When there was unobserved confounding at the individual level, but no area-

level variation in outcomes (corresponding to an MOR of 1), using a matched control area still gave the 

least biased and most precise estimates (Figure 6, second panel, and Table 10). Similarly, when area-level 

variation in outcomes existed but was entirely explained by the observed variables, using a matched 
control area again produced the least biased estimates, though no longer the lowest MSE (Figure 6, third 

panel). The final two scenarios shown in Figure 6 include unexplained area-level variation in outcomes. 

The base case scenario (Figure 6, fourth panel) had an MOR of 1.08, with 70% of this variation being 

unexplained. In this scenario, local controls gave the least biased and most precise estimates, with a bias 

of 0.24%. Strategies 2 and 4 were very biased, whereas using a matched control area produced a bias 
closer to the local approach (0.79%, see Table 10). The scenario with higher unexplained area-level 

variation (MOR=1.30, 95% unexplained), exaggerated the differences between the strategies still further 

(Figure 6, last panel). 

Strategies 2 and 4 gave large but similar biases in all except for the 'simple confounding' scenario, because 

neither strategy addressed the possibility that the unobserved individual-level variable might be 
distributed differently within the intervention area to without, and thus there were large imbalances on 

that variable under both strategies (Table 9). Estimates from strategy 4 were more precise than those 

from strategy 2 (Table 10). 

Our conclusions for the base case scenario did not change when varying the amount of confounding 

through the unobserved individual-level variable (𝛼2,1). Both strategies 1 and 3 reported higher levels of 

bias at higher values of this parameter (𝛼2,1=0.3, bias 0.31% and 0.85%, respectively), and lower biases at 

lower values (𝛼2,1=0.1, bias 0.14% and 0.71%, respectively). Matching without replacement marginally 

increased the standardised differences obtained for the observed individual-level variable when using local 
controls, but the impact on the overall bias was very small in the base case scenario (see Table 12 and 

Figure 7, Appendix B, page 103). Using a normally distributed outcome gave a similar pattern to Figure 6 

(see Figure 8, Appendix B, page 104). 
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Table 10: Bias (mean-squared error) in the simulation study, under various strategies for 
selecting the control population 

 
Strategy 1: 

Local 
controls 

Strategy 2: 
Random 

areas 

Strategy 3: 
Matched 

area 

Strategy 4: 
National 

 

Central assumptions (𝑵 = 30%)     

Simple confounding 0.04 
(6.51) 

-0.02 
(6.71) 

0.02 
(6.67) 

-0.02 
(6.50) 

No area-level variation 0.26 
(5.92) 

1.64 
(11.18) 

0.24 
(5.90) 

1.68 
(8.97) 

No unexplained area-level variation 0.26 
(5.61) 

2.23 
(14.97) 

0.23 
(5.71) 

2.18 
(10.89) 

Base case scenario 0.24 
(5.36) 

2.73 
(17.69) 

0.79 
(6.53) 

2.66 
(13.14) 

High unexplained area-level variation 0.17 
(4.49) 

4.74 
(41.39) 

2.76 
(19.69) 

4.68 
(27.79) 

Sensitivity analysis: low saturation (𝑵 = 10%) 

Simple confounding -0.02 
(19.49) 

-0.05 
(19.36) 

0.01 
(19.48) 

0.03 
(19.72) 

No area-level variation 0.26 
(16.86) 

1.60 
(22.76) 

0.25 
(17.26) 

1.66 
(21.10) 

No unexplained area-level variation 0.25 
(16.74) 

2.19 
(26.26) 

0.29 
(16.25) 

2.18 
(22.66) 

Base case scenario 0.22 
(15.53) 

2.70 
(29.17) 

0.78 
(17.28) 

2.65 
(24.64) 

High unexplained area-level variation 0.20 
(12.54) 

4.59 
(49.36) 

2.69 
(28.80) 

4.56 
(37.29) 

Sensitivity analysis: high saturation (𝑵 = 50%) 

Simple confounding 0.02 
(4.06) 

0.00 
(4.07) 

-0.01 
(4.04) 

-0.03 
(4.06) 

No area-level variation 0.26 
(3.75) 

1.66 
(8.81) 

0.20 
(3.80) 

1.65 
(6.57) 

No unexplained area-level variation 0.24 
(3.51) 

2.25 
(13.06) 

0.24 
(3.61) 

2.18 
(8.59) 

Base case scenario 0.23 
(3.36) 

2.74 
(15.80) 

0.74 
(4.31) 

2.70 
(11.05) 

High unexplained area-level variation 0.20 
(2.73) 

4.89 
(41.92) 

2.79 
(18.49) 

4.78 
(26.57) 

Notes: the shaded section shows the base case scenario. 𝛼2,1= 0 .2 throughout. Bias and mean-squared error are expressed as a 

percentage of the population size.
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Figure 6: Box plots of the estimated treatment effects in the simulation study, under various strategies for selecting the control population 

 
Notes: Based on 20,000 replications from the simulation experiment. The horizontal dashed line represents the true treatment effect. Saturation = 30% and 𝜶𝟐,𝟏  = 0.2 throughout. 
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4.8 Discussion 
Careful design is of paramount importance to observational studies since, however advanced the 

analytical method, the study is likely to be biased if the underlying assumptions are not met (Rubin 2008). 

Investigators have used a range of approaches to define the control population when evaluating health 

care interventions, but the relative benefits of some popular design choices (in particular, local or external 
control populations) have rarely been directly assessed (Rosenbaum 1987; Stuart and Rubin 2008). The 

findings of the case study and simulations can assist investigators in deciding on their strategy for control 

area selection. 

In the case study, balance on individual-level variables was improved by using controls from a matched 

area rather than locally. When we induced unobserved confounding by omitting two prognostic variables 
from the matching algorithm (namely, age and predictive risk score), balance on these unobserved 

variables was also better when selecting controls from a matched area rather than locally. The simulations 

built upon the case study, and identified two criteria that were necessary for matched control areas to 

produce the best balance on individual-level variables. First, intervention saturation had to be relatively 
high - at least 30%, the level seen in the case study. Second, the relationship between the unobserved 

variable and treatment assignment had to be relatively strong, as was the case for age and predictive risk 

score in the case study. The intuition behind the second condition is that, if the relationship between 

those variables was weak, then relatively good balance can be achieved locally. Meanwhile, selecting 
controls from outside of the intervention area risks systematic differences in the distribution of the 

unobserved individual-level variable or area-level variation in the outcome.  

In the case study, treatment effects were more robust to induced, unobserved confounding when using a 

matched control area than local controls. The matched control area in the case study was selected using 

an established set of variables. We were reassured that, given the wide range of treatment effects that 
could be produced when using external areas (see Column 3, Table 6), treatment effects produced using 

the matched area were similar to those estimated locally. However, it was unclear which strategy was least 

biased. The case study could not assess bias, which can arise from differences at the area level as well as at 

the individual level. 

The simulations showed that a matched control area produced the lowest bias of all the strategies, 

provided that, first, it produces better balance at the individual level and, second, area-level variation 
either does not exist or can be largely explained by the observed area-level variables. In the terminology 

of Section 4.4, this means that error terms 1 and 2 are minimised while error term 4 is close to zero. In 

other scenarios, where there was substantial unexplained variation in outcomes, a research design using a 
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matched control area was more biased than one using local controls. In other words, the increases in 

error term 4 associated with moving from local to external controls outweighed reductions in terms 1 and 

2. For hospital admissions (represented by the base case scenario in Table 10), significant unexplained 
variation was likely, and so local controls gave least bias. Previous research has found that regional 

variation in hospital admission rates is partly due to differences in service design, admission thresholds 

and culture (Joynt and Jha 2012) - factors that are not often captured in routinely collected data. Had we 

better data on area-level confounders, we would have been closer to the 'no unexplained variation' 

scenario than the 'base case' scenario, and thus might have preferred to use a matched control area. 

Translating the results of the simulation back into the case study, we infer that the preferred estimate of 

the treatment effect relies on local not external controls. Thus, our preferred estimate of the relative risk 

of emergency admissions is the local estimate, i.e. 2.07 (95% CI, 1.46 to 2.94). This information does not 

negate the value of using multiple control groups, as proposed by Campbell (1969) and (Rosenbaum 
1987). Indeed, under strategy 2, we repeated the matching algorithm 32 times, once for each potential 

choice of control population. Every analysis reported more emergency hospital admissions among 

intervention than control patients, increasing the degree of confidence we place in this finding. However, 

precise effect sizes varied greatly depending on the choice of area, from a rate ratio of 1.35 to one of 3.87. 
The considerations described above lead us to prefer an estimate of around double. This estimate is likely 

to be least affected by unobserved confounding, although it is still susceptible to it.  

4.8.1 Limitations and future research 
Although we considered a range of scenarios for both the response model and the propensity score 

model, the simulations were still limited in some respects. We assumed that the areas had the same 
population size whereas, if some areas were larger than others, then this would increase their 

attractiveness as sources of controls, all other factors being equal. We also assumed that the distribution 

of the unobserved individual-level variable 𝑥1,2 differed between areas in ways that could be controlled 

for by careful selection of the control area. This reflected a common situation in which individual-level 

variables are manifested at area levels. For example, although data on individuals' education levels might 
not be available, estimates might be obtained for the average education level of residents of different 

areas, for example from surveys. If such information is not available, then using a matched control area 

will generally not balance unobserved variables, as is apparent from the results of strategy 2 in Table 9. 

We also assumed that individual-level variables could not be used to select the matched control area. This 
reflects a common situation in which data can only be obtained from a small number of areas, either 

because of the cost of data collection or because of information governance considerations. However, in 
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other situations, national individual-level data may be available from administrative systems (Steventon et 

al. 2012b), and these could be used to select control areas. 

We modelled the relatively simple situation in which there is a single intervention unit, and assumed that 

this was prone to atypical levels of the outcome under control, as would generally be the case. One could 
apply the same strategies 1-4 if there were several intervention units, but in general one would select 

several matched control areas under strategy 3. These areas could be selected by first constructing a 

propensity score that models the decision of each area to offer the intervention. Each intervention area 

would then be matched to a control area (for example, using nearest-neighbour matching on the 
propensity score or genetic matching), and then an individual-level matching algorithm would be applied 

to the corresponding area pairs. Other strategies also become available in this more general setting. 

Griswold and Localio (2010) fitted a single, multilevel propensity score model using individual-level data 

from several hospitals. This aimed to model both area-level and individual-level decision-making and 
resulted in a one-step matching process. These authors could not directly assess bias and statistical 

efficiency in their setting, but future work could conduct simulations similar to those in the current study 

to assess the statistical properties of their approach. Abadie et al. (2010) considered the same situation but 

created synthetic control groups by weighting the outcomes of several control areas. In their example, this 
approach gave good balance on the historical trend in the outcome. Stuart and Rubin (2008) considered a 

simpler situation with one intervention area and one external area. Although their method did not deal 

with unobserved confounding at the individual level, they made an adjustment for area-level group 

differences that could be developed for the more general scenario. 

This paper addressed approaches to selecting control areas when estimating sample average treatment 
effects. If the estimand of interest was a population average treatment effect, then one would need to deal 

with many of the same issues about confounding at individual and area levels (Hartman et al. 2015). In 

estimating sample average treatment effects, we used a relatively simple matching method (nearest-

neighbour matching) and a relatively simple estimator (difference in proportions). We also addressed 
scenarios in which observed individual-level variables were easily balanced, as is apparent from Table 8. If 

balance on these variables were harder to achieve, then more sophisticated matching methods (Hansen 

2008b; Sekhon and Grieve 2012) or more complex estimators (Bang and Robins 2005; Ho et al. 2007) 

may be helpful. However, these would not overcome unobserved confounding, and so we expect that our 

findings would hold true in the more general setting.  

Variance estimation following matching was not the focus of the current paper but its importance for 
inference is recognised. The case study used an approach to estimating confidence intervals that reflected 
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the paired nature of the matched data set (Agresti and Min 2004). Further work could incorporate recent 

developments in matching methods to allow for the dependencies that arise in the data when matching 

with replacement, while also recognising any clustering of individuals within control areas (Abadie and 

Imbens 2012). 

Finally, we assumed that a standardised data set exists across areas, and so we did not take into account 

the possibility that measurement varied between areas. Such variation would introduce additional biases 

and uncertainty when selecting external controls. On the other hand, we did not account for spillover 

effects, whereby the intervention affects the care received by local untreated individuals. These might lead 

investigators to prefer external controls.  

4.8.2 Conclusions 
Our findings underscore the importance of considering the data generating process underlying 

observational data sets, which is a multilevel phenomenon when patients come from more than one 

higher-level unit (e.g., from several geographic areas). The theory behind propensity score matching 
(Rosenbaum and Rubin 1983), when applied to a multilevel context, emphasises the need to model 

correctly the process by which some areas offer the intervention and others do not, as well the process by 

which some individuals receive the intervention and others do not. This observation explains why large 

biases arose when using randomly chosen control areas or national controls. Investigators may trade off 
individual-level versus area-level confounding by selecting matched controls from a matched area rather 

than from within the intervention area. Box 4 summarises some factors to consider when selecting 

control populations for observational studies. 

Although there have been advances in analytical methods, design issues tend to be relatively neglected in 

observational studies, and there is limited guidance to help researchers improve study design and assess 

whether a data set is adequate to answer the questions being asked of it (Rubin 2010). We have provided 
a set of considerations that relate to the control population, and append code to help investigators 

undertake similar simulations to those presented here at the design stage of future observational studies 

(page 228), if there is doubt about which approach is best. This could complement sensitivity analyses 

using multiple control groups. 
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Box 4: Factors to consider when selecting control populations 

Local controls may be preferred when there is: 

• Low or moderate intervention saturation; and 

• Low risk of unobserved confounding at the individual level. 

Controls from a matched area may be preferred when: 

• High intervention saturation means there is a limited supply of controls from within the local 

area; 

• Unobserved confounding is likely at the individual level, and the unobserved confounder is a 

relatively strong predictor of treatment assignment;  

• The distribution of the unobserved confounder in the matched control area is likely to be similar 

to its distribution in the intervention area; and 

• Area-level variation in outcomes either does not exist or can be largely explained by observed 

area-level variables that are accounted for in the matching. 

Other considerations include the relative population sizes of the areas, spillover effects and differences in 

measurement. 
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4.9 Appendix A: Calibration of the simulation study 
The simulations aimed to present a modest number of plausible scenarios to illustrate the main strengths 

and limitations of the study designs, rather than to be exhaustive in the range of scenarios covered. 

Therefore, although many applied studies allow for a large number of confounders, the simulation design 

was stylised and contained only two at the individual level: 𝑥1,1 (which was observed) and 𝑥2,1 (which was 

unobserved). This appendix describes how the base case scenario was calibrated to national hospital data, 

in terms of these individual-level variables, the three area-level variables, and the intervention saturation. 

We took the outcome to be future emergency hospital admission, as in the case study. 

4.9.1 Individual-level variables 
As one of the strongest predictors of future emergency hospital admissions is the number of such 

admissions experienced in the past (Roland et al. 2005; Billings et al. 2006), for the purposes of 
calibration, 𝑥1,1 was taken to be the number of admissions experienced in the 1-6 months before the 

intervention start date, while 𝑥2,1 was taken to be the number of admissions experienced in the 7-12 

months before. The scenario is, therefore, that the analysis is adjusted for the number of admissions 

occurring immediately before the intervention started, but not for the more distant history.  

In the case study data, which concerned people aged 70 or over, the two individual-level variables were 

observed to have correlation of 0.18. Both variables were associated with intervention assignment, with 

logistic regression coefficients of 0.25 and -0.12, respectively, after normalisation. We assumed that the 
observed confounder was associated more strongly than this with treatment allocation (coefficient 0.5), as 

in practice several observed confounders would be adjusted for, and these would explain a greater 

proportion of the variation in intervention assignment than one variable would do by itself. In the 

simulations, we set 𝛼1,1=0.5, and took various values for 𝛼2,2 (0.1, 0.2 and 0.3).  

Both variables were associated with the outcome at the 5% significance level, with coefficients 0.29 and 

0.14, respectively, after normalisation. We took 𝛽1,1= 0.3 and 𝛽2,1=0.15. 

Area-level variation 

An important aspect of the simulation design concerned the amount of explained and unexplained 

variation in outcomes between areas (this variation being generated through the three area-level variables, 
𝑥1,2,𝑥2,2 and 𝑥3,2). To calibrate this aspect of the simulations, we assessed to what extent the risk of 

emergency hospital admission varies between similar individuals living in different areas of England, using 

national HES data. Rather than restrict our focus to the district councils considered in the case study 
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(which tend to be predominately rural), we considered all of the 152 health care administrative areas that 

existed in 2008 ('Primary Care Trusts'). We restricted our attention to patients who were aged 70 or over 

with at least one recent admission, as in the case study. Between-area variation in emergency hospital 
admissions in 2008 was assessed using the Median Odds Ratio (MOR) (Larsen and Merlo 2005), which is 

defined as the odds ratio that would be expected, in median, between people with the same individual-

level variables selected from two randomly-chosen areas. The MOR was estimated using a random effects 

logistic model, adjusting for the individual-level variables that entered the predictive risk model used in 

the case study (Billings et al. 2006). The MOR was calculated as 1.08 for people aged 70 or over.   

The area-level variables 𝑥1,2 and 𝑥2,2 were taken to be an area-level deprivation score and the overall 

hospital admission rate for the area, respectively. Both were associated with outcome (emergency hospital 

admission) at the 5% significance level, with coefficients 0.01 and 0.05, respectively, after normalisation. 

The role of the unobserved area-level confounder (𝑥3,2) was to capture unexplained variation in hospital 

admission rates between areas. A preliminary simulation revealed that setting 𝛽3,2 = 0.06 would be 

expected to produce an MOR of 1.08 in the final simulated data set, given 𝛽1,2=0.01 and 𝛽2,2=0.05. 

Intervention saturation 

The final parameter used in the simulation study related to the proportion of residents in the intervention 

area who received the intervention. In the case study, a total of 491 people aged 70 or over with a history 

of hospital admissions were eventually enrolled into the rapid response service, representing less than 1% 

of the total number of such people in the area. However, saturations of 20% and higher were modelled as 
it was assumed that researcher would have further narrowed down the population of potential controls 

(for example, by disease group). Higher saturations were tested as they are encountered in health services 

and outcomes research, and they helped to test the robustness of a method based on selecting controls 

from within the intervention area. 
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4.10 Appendix B: Sensitivity analysis 
This appendix contains sensitivity analysis when matching without replacement, and when using a 

normally distributed outcome. 

4.10.1 Matching without replacement 
The principal analysis presented in the main paper assumed that matching was conducted with 

replacement, so that a given individual could act as a matched control for more than one intervention 
patients. Matching without replacement marginally increased the standardised differences obtained for the 

observed individual-level variable when using local controls (see Table 11). It did not substantially impact 

standardised differences for the unobserved individual-level variable, or the overall bias (see Table 12 and 

Figure 7). 

4.10.2 Normally distributed outcome 
Figure 8 compares the box-and-whisker plots presented in the main paper with those produced using a 

normally distributed outcome. This had standard deviation 0.5 and mean equal to: 

   �𝛽0 + 𝛽1,1𝑥1,1 + 𝛽2,1𝑥2,1 + 𝛽1,2𝑥1,2 + 𝛽2,2𝑥2,2 + 𝛽3,2𝑥3,2 +  𝛿𝑡� 

The essential features of the original plot remains. As before, the 'base case' scenario is calibrated to the 

case study (𝛽1,2=0.01, 𝛽2,2=0.05, 𝛽3,2=0.06, MOR=1.08). The second scenario assumes there is no 

confounding except through the observed individual variable (𝛽2,1=𝛽1,2=𝛽2,2=𝛽3,2=0) while, in the 

third, there is no area-level confounding (𝛽1,2=𝛽2,2=𝛽3,2=0). The final scenario assumes higher 

unexplained variation in outcomes between areas (𝛽3,2=0.3, MOR=1.3). Saturation = 30% and 𝜶𝟐,𝟏  = 0.3 

throughout. 
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Table 11: Balance in the simulation study when matching with and without replacement 

  Observed individual-level 
variable 

Unobserved individual-level 
variable 

  With 
replacement 

Without 
replacement 

With 
replacement 

Without 
replacement 

Means (standard 
deviations) Treated 1.363 

(0.056) 
1.363 

(0.055) 
1.260 

(0.057) 
1.259 

(0.057) 

Strategy 1:  
Local controls 

1.361 
(0.056) 

1.335 
(0.049) 

0.976 
(0.077) 

0.972 
(0.057) 

Strategy 2: 
 Random areas 

1.362 
(0.056) 

1.361 
(0.055) 

0.071 
(0.996) 

0.063 
(1.012) 

Strategy 3: 
Matched area 

1.362 
(0.056) 

1.361 
(0.055) 

1.022 
(0.237) 

1.021 
(0.235) 

Strategy 4: 
National 

1.363 
(0.056) 

1.363 
(0.055) 

0.072 
(0.165) 

0.073 
(0.163) 

Standardised 
differences (%) 

Strategy 1:  
Local controls 0.24 2.87 28.91 29.22 

Strategy 2:  
Random areas 0.08 0.20 121.01 121.86 

Strategy 3:  
Matched area 0.07 0.20 24.26 24.22 

Strategy 4:  
National 0.00 0.00 120.93 120.79 

Note: base case scenario with 30% saturation and 𝜶𝟐,𝟏  = 0.3. 
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Table 12: Bias (mean-squared error) in the simulation study when matching with and without 
replacement 

 Strategy 1:  
Local controls 

Strategy 2: 
Random areas 

Strategy 3: 
Matched area 

Strategy 4: 
National 

With 
replacement 

0.30 
(4.40) 

4.80 
(42.29) 

2.83 
(20.27) 

4.73 
(28.28) 

Without 
replacement 

0.33 
(4.41) 

4.84 
(42.67) 

2.82 
(19.86) 

4.72 
(28.09) 

Note: high unobserved area-level confounding scenario with 30% saturation and 𝜶𝟐,𝟏  = 0.3. 

Figure 7: Box plots of the estimated treatment effects in the simulation study when matching 
with and without replacement  

 

Notes: The horizontal dashed line represents the true treatment effect. 30% saturation and 𝛼2,1 = 0.3.
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Figure 8: Box plots of the estimated treatment effects in the simulation study when using dichotomous and normally distributed endpoints 

 
The horizontal dashed line represents the true treatment effect. 30% saturation and 𝛼2,1 = 0.3.
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Chapter 5 Effect of telehealth on hospital use and 

mortality (research paper 3) 
 

5.1 Preamble to research paper 3 
This paper presents headline findings from the Whole Systems Demonstrator (WSD), a large cluster 

randomised trial that compared telehealth with usual care in a sample of more than 3,000 people 

from three areas of England. The WSD was funded by the Department of Health in response to 

concerns about the robustness of previous evaluative studies of telehealth, which had typically been 

small, of doubtful generalisability and of variable quality (Barlow et al. 2007b; Bergmo 2009).  

As part of the evaluation, routine data were extracted from the electronic medical record of 

participating general practices, and linked at the person level to administrative data on hospital 

utilisation. This resulted in a data set of over one billion observations, which was used to assess 

outcomes and to calibrate a prognostic model of emergency hospital admissions. The estimated 
treatment effects were adjusted for between-group differences in the prognostic score. This was 

considered to be important since cluster randomised trials can be susceptible to selection bias. 

The paper found that telehealth patients experienced fewer emergency hospital admissions and fewer 

deaths than controls during the 12-month follow-up period. However, the longitudinal administrative 

data revealed that emergency hospital admissions increased among control patients shortly after they 

were recruited into the trial. Thus, the paper raises concerns that the implementation of the trial 
protocol might have led some patients in the control group to seek additional care – a threat to 

generalisability that is examined using placebo tests in Chapter 6. 

This paper has previously been published in the BMJ (Steventon et al. 2012a), under the Creative 

Commons Attribution Non Commercial (CC BY-NC 3.0) license. It has been reformatted for this 

thesis.  
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5.2 Abstract 
Objective: To assess the effect of home-based telehealth interventions on the use of secondary 

health care and mortality.  

Design: Pragmatic, multisite, cluster randomised trial comparing telehealth with usual care, using 

data from routine administrative datasets. General practice was the unit of randomisation. We 

allocated practices using a minimisation algorithm, and did analyses by intention to treat.  

Setting: 179 general practices in three areas in England.  

Participants: 3,230 people with diabetes, chronic obstructive pulmonary disease, or heart failure 

recruited from practices between May 2008 and November 2009. 

Interventions: Telehealth involved remote exchange of data between patients and health care 
professionals as part of patients’ diagnosis and management. Usual care reflected the range of 

services available in the trial sites, excluding telehealth.  

Main outcome measure: Proportion of patients admitted to hospital during 12-month trial period.  

Results: Patient characteristics were similar at baseline. Compared with controls, the intervention 

group had a lower admission proportion within 12-month follow-up (odds ratio 0.82, 95% 

confidence interval 0.70 to 0.97, p=0.017). Mortality at 12 months was also lower for intervention 

patients than for controls (4.6% vs. 8.3%; odds ratio 0.54, 0.39 to 0.75, p<0.001). These differences in 
admissions and mortality remained significant after adjustment. The mean number of emergency 

admissions per head also differed between groups (crude rates, intervention 0.54 vs. control 0.68); 

these changes were significant in unadjusted comparisons (incidence rate ratio 0.81, 0.65 to 1.00, 

p=0.046) and after adjusting for a predictive risk score, but not after adjusting for baseline 
characteristics. Length of hospital stay was shorter for intervention patients than for controls (mean 

bed days per head 4.87 vs. 5.68; geometric mean difference −0.64 days, −1.14 to −0.10, p=0.023, 

which remained significant after adjustment). Observed differences in other forms of hospital use, 

including notional costs, were not significant in general. Differences in emergency admissions were 
greatest at the beginning of the trial, during which we observed a particularly large increase for the 

control group.  
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Conclusions: Telehealth is associated with lower mortality and emergency admission rates. The 

reasons for the short-term increases in admissions for the control group are not clear, but the trial 

recruitment processes could have had an effect.  

5.3 Introduction  
Efforts worldwide are dealing with the increasing prevalence of chronic disease among an ageing 

population. The past decade has seen the growing use of telehealth as one possible approach to this 
problem. Telehealth involves the remote exchange of data between a patient and health care 

professionals as part of the patient’s diagnosis and health care management (McLean, Protti, and 

Sheikh 2011; Sood et al. 2007). Examples include the monitoring of blood pressure and blood 

glucose. Telehealth may help patients to better understand their health conditions by providing tools 
for self-monitoring, encourage better self management of health problems, and alert professional 

support if devices signal a problem. As a consequence, telehealth promises better quality and more 

appropriate care for each patient, as well as more efficient use of health care resources by reducing 

the need for expensive hospital care.  

Some research suggests that telehealth can have a positive effect on patients with chronic disease, 
such as improved patient experiences, clinical indicators and quality of life, and reduced use of 

secondary health care (including emergency hospital admissions (McLean, Protti, and Sheikh 2011; 

Sood et al. 2007). Yet, other studies have found either no effect or a negative effect (Chaudhry, 

Mattera, and Krumholz 2011; Barlow et al. 2007b). Furthermore, such evidence is usually based on 
assimilating findings from a number of small trials, which could be difficult to generalise (Chaudhry, 

Mattera, and Krumholz 2011), and with many of these trials not meeting robust evaluation standards 

(Barlow et al. 2007b; Bergmo 2009). A recent review of self monitoring of blood glucose for people 

with diabetes concluded that there was a need for large controlled trials (Farmer et al. 2005). 

Investment in telehealth has often been justified partly on the basis that its cost can be recovered by 

reductions in the use of secondary health care (Cruickshank et al. 2010). However, assessing the scale 
of such an effect is complicated. Simple study designs comparing stages before and after an 

intervention can produce misleading results by not having a control group to compare with, 

particularly if the patients selected for intervention have a history of emergency care. Such patients 

have a tendency to show reductions in use of emergency care over time (that is, regression to the 
mean) (Roland et al. 2005). Therefore, in the absence of a control group, whether observed 

reductions are the effect of the intervention is unclear.  
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Analyses of hospital use are further complicated by the fact that the distribution of admissions across 

patients can be highly skewed. Some high-risk patients account for a very high proportion of 

admissions (Billings et al. 2006). Therefore, small differences in the risk profile of patients receiving 
the intervention can greatly affect observed outcomes in terms of hospital admission. Several 

predictive risk models have been developed that use information from a person’s health history to 

predict future hospital use (Nuffield Trust 2011; Wennberg et al. 2006), and can offer an opportunity 

for case mix adjustment. A further limitation on the size of previous evaluation studies has been the 
costs of obtaining information from patients, but it is now possible to extract information from 

operational administrative systems and use secure data linkage procedures to track resource use.  

In 2006, the Department of Health in England published a white paper that included a focus on 

health and social care for people with long-term needs (Department of Health 2006). The strategy 

proposed a series of demonstrator pilots to drive whole systems redesign, supported by advanced 
assistive technologies. These technologies included telehealth, along with a system of remote, 

automatic, and passive monitoring for patients with social care needs (known as telecare). The result 

was the Whole Systems Demonstrator project, funded by the Department of Health, which tested the 

benefits of integrated care supported by telehealth and telecare in three sites in England (Cornwall, 

Kent, and Newham).  

One of the project’s aims was to test the effect of telehealth if delivered at a larger scale than existing 

pilot schemes, which were often limited to fewer than 100 patients. The resulting trial was pragmatic 

in design, to recruit and randomise suitably large numbers of patients and assess the effect of a broad 

class of telehealth and telecare technologies in the context of routine delivery of care provided by the 
United Kingdom’s health service. The telehealth part of the study included people diagnosed with 

chronic obstructive pulmonary disease, heart failure, or diabetes. These conditions have high 

prevalence and associated health care costs. The evaluation covered several different dimensions 

(Bower et al. 2011). This article is one of five analyses, and reports on how telehealth affected the use 
of secondary health care and mortality. The other analyses will assess how telehealth affected quality 

of life and cost effectiveness, and explore the patient, professional, and organisation factors related to 

implementation. 

5.4 Methods  
The trial protocol has been described by Bower et al. (2011). Initial discussions with sites indicated 

that individual randomisation of patients would probably not be acceptable to stakeholders. 

Therefore, we used a pragmatic approach to randomise general practices. Participants in practices 
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allocated to the control group were given usual care, which reflected the range of services available in 

the trial sites, excluding telehealth, and were offered telehealth or telecare at the end of the trial, if 

they were still eligible at that point.  

Choices of telehealth devices and monitoring systems varied among the three trial sites, and there was 
no attempt to standardise these technologies across sites. We included a broad class of technologies, 

and the study was not designed or powered to examine differences between specific devices or 

monitoring systems. Although sites used different protocols for allocating peripheral devices, they all 

used a pulse oximeter for chronic obstructive pulmonary disease, a glucometer for diabetes, and 
weighing scales for heart failure. Sites asked participants to take clinical readings at the same time 

each day for up to five days per week, although the frequency was adjusted according to their 

individual history. For example, a participant with diabetes and well-controlled blood glucose would 

be asked to take readings less frequently than another participant with poorly controlled blood 

glucose.  

In addition to the telemonitoring aspect of the intervention, symptom questions and educational 

messages were sent to participants either via the telehealth base unit or via a set top box connected to 

a television. At the end of each session, data from clinical readings and symptom questions were 

transmitted to monitoring centres via a secure server. Monitoring centres were staffed by specialist 
nurses and community matrons from local health organisations, who used protocols to respond to 

the information from patients.  

All practices in the geographic areas covered by three study sites (Cornwall, Kent, and Newham in 

England) were eligible to participate in the trial. Practices that accepted the invitation to participate 

were allocated to an intervention or control group via a centrally administered, minimisation 

algorithm that aimed to ensure that the groups of practices were similar in terms of practice size; 
deprivation index; proportion of non-white patients; prevalence of diabetes, chronic obstructive 

pulmonary disease, and heart failure; and site. Within each practice, patients aged 18 years or over 

were deemed eligible on the basis of a diagnosis in primary or secondary care of chronic obstructive 

pulmonary disease, diabetes, or heart failure. We did not confer eligibility on the basis of formal 
clinical assessment of disease severity. Instead, patients were deemed eligible on the basis of their 

inclusion on the relevant Quality Outcomes Framework register in primary care; a confirmed medical 

diagnosis in primary or secondary care medical records, as indicated by general practice Read codes 

or ICD-10 (International Classification of Diseases, 10th revision) codes; or confirmation of disease 
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status by a local clinician (a general practitioner or community matron) or the patient’s hospital 

consultant. We did not exclude patients on the basis of additional physical comorbidities.  

To meet ethical obligations, sites asked patients to complete and return a data-sharing letter if they 

consented to their data being shared with the research team. Once this letter had been returned, 
patients received a 'light touch' visit from members of the site project team, sometimes including 

clinical staff. These visits aimed to assess the suitability of the patient’s home for telehealth, provide 

information regarding the trial, and provide consent forms for participation. The study design 

required that patients were blinded at the point of consent. However, owing to the large sample size 
needed for the trial and the extended period of recruitment, it was not possible to guarantee the 

blinding of recruiters to the allocations of general practices throughout the process.  

We assessed the effect of telehealth at the patient level. The primary endpoint was the proportion of 

people with an inpatient admission to hospital within the 12-month trial period. The study was 

powered on the basis of detecting a relative change of 17.5% from a baseline of 25% (from a priori 
site estimates), at 80% power, and a two-sided value of p<0.05. Previous studies in the older 

population suggested that the intracluster correlation coefficient would be about 0.001 (Lancaster et 

al. 2007). We did sample size calculations using the appropriate formulas (Hayes and Bennett 1999), 

and found that 3,000 patients would need to be recruited (25 patients from each of 120 general 
practices). We examined mortality over 12 months and prespecified secondary endpoints (including 

the number of inpatient bed days, emergency admissions, elective admissions, outpatient attendances, 

and emergency department visits, as well as the notional cost of hospital activity to commissioners of 

care based on national tariff costs).  

Participants were linked at the person level to data for inpatient and outpatient secondary activity 

sourced from Hospital Episode Statistics, a national data warehouse for England (The Health & 
Social Care Information Centre 2013). Participants were linked by the NHS Information Centre for 

health and social care, a trusted third party that was the only organisation to have access to both 

patient identifiers and data for secondary care activity. A linked mortality file provided data for all 

deaths occurring in and out of hospital. In addition, participants were linked to local commissioning 
datasets on visits to emergency departments, which included all visits to emergency department and 

not just those that resulted in an admission, and to general practice datasets. In these data, patient 

identifiable fields were removed before transfer and NHS numbers encrypted. We used this 

encrypted NHS number to link participants to the emergency and general practice data.  
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We restricted analysis of inpatient activity to ordinary admissions, and excluded transfers, regular 

ward attendances, and maternity events (leaving patient classifications 1 and 2 only). Admissions were 

classified by defined admission methods into emergency activity (codes 21-28) and elective activity 
(all other codes excluding transfers). Bed days included stays after emergency and elective admissions; 

same day admissions and discharges were assigned a stay length of 1 bed day. We restricted 

outpatient activity to appointments that were attended (codes 5 and 6). A separate paper is planned to 

detail the effect of telehealth on costs. 49

The current study was restricted to those patients linked to administrative data who began the trial 

before 30 September 2009. The trial start date was taken as the date of telehealth installation for 

intervention patients, and as the date of the 'light touch' visit for control patients. Analysis was based 

on comparing activity over 12 months after this date, at the person level.  

 Here, we included notional costs of hospital care to 
summarise overall levels of hospital use in the intervention and treatment groups across the inpatient 

and outpatient categories. We estimated notional costs of care, from Hospital Episode Statistics data, 

by applying the set of mandatory and indicative tariffs used in England for the reimbursement of 

inpatient and outpatient care (2008-09 payment by results tariffs) (Department of Health 2007). 
These tariffs assume a stay of a certain number of days (the 'trim point'), and allow hospitals to 

charge a prespecified amount for each additional excess bed day. Costs were not adjusted for the 

regional costs of providing care, and thus were effectively a weighted activity measure that allowed 

robust comparison of the magnitude of care received for control and intervention participants. We 
did not include costs for activity not covered by the tariffs, such as mental health, critical care, cystic 

fibrosis, high cost drugs, and outpatient physiotherapy.  

Analysis of participants was on the basis of the intended treatment allocations, and regardless of 

subsequent withdrawal from the trial. For randomised trials, formal statistical tests on the similarity of 

intervention and control patients have been thought to be inappropriate, since allocations are known 

to have been random (Roberts and Torgerson 1999). However, in cluster randomised trials, selection 
bias is theoretically possible, either through systematic differences between practices in the control 

and intervention groups, or because of similar differences at the individual level (Puffer, Torgerson, 

and Watson 2003). We presented standardised differences as a summary measure of differences 

between groups; we calculated a standardised difference as the difference between the sample means 

(or proportions), divided by the pooled standard deviation (Flury and Reidwyl 1986).  

                                                 
49 This paper about costs has  since been published (Henderson et al.  2013). 
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Although various aspects of the trial design mitigated against the risk of selection bias, differences 

between groups could still have occurred by chance. We applied case mix adjustment using three 

models to account for the effect of any differences between groups (Box 5). 

 

Box 5: Models used for case-mix adjustment 

Unadjusted model: The simplest models, although accounting for the effect of clustering, used no 

additional covariate adjustment.  

Adjusted model: A more complex model additionally controlled for residual imbalances in a set of 

characteristics predictive of future hospital use. These characteristics included age, sex, ethnicity, 

study site, number of chronic health conditions, principal long-term condition (diabetes, chronic 
obstructive pulmonary disease, or heart failure), an area-based deprivation score (national quartiles of 

the Index of Multiple Deprivation 2007), and a metric corresponding to the endpoint calculated over 

several periods within the two years before recruitment. The number of chronic health conditions 

was a count of diagnoses recorded on inpatient data over the three years before starting the trial. We 
assigned principal long-term conditions using a pragmatic approach according to published criteria 

(Bower et al. 2011).   

Combined Model: More complex case-mix adjustment was conducted using the Combined Model 

(Wennberg et al. 2006). This model is a standard instrument designed to estimate the probability that 

an individual will be admitted to an emergency hospital department within a 12-month period. The 
Combined Model score accounts for 72 variables related to age, sex, recorded health conditions, 

previous hospital use, and prescriptions. These variables are sourced using administrative data from 

general practices as well as from local hospital commissioning datasets. The Combined Model was 

originally derived using data for 2002-05 (Wennberg et al. 2006); we revalidated its performance on 
more recent data covering the period from April 2007 to March 2009. Revalidation used data 

extracted for the trial sites excluding trial participants. For the case-mix adjustment, we calculated the 

Combined Model score for each participant at the end of the month before the start date. If a general 

practice did not grant approval for us to extract data, we imputed scores for patients on the basis of 
the available information, which included age, sex, and hospital data. We used single imputation on 

the basis of linear regression on the logit scale.  
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In a cluster-randomised trial, hospital use for individuals in the same general practice will tend to be 

correlated. We accounted for this degree of clustering by constructing multilevel models that included 

random effects at the practice level. Logistic regression was used for the admission proportion and 
mortality, with the exponent of the coefficients used to calculate odds ratios. For emergency 

admissions, elective admissions, outpatient attendances, and emergency department visits, we used 

Poisson regression and exponentiated the coefficients to produce incidence rate ratios. Distributions 

of health care costs and hospital bed days are typically skewed, with some very large values and a 
considerable proportion of the population at zero. Although opinions differ on how to analyse such 

data (Thompson and Barber 2000), we incremented and log transformed notional costs and bed days 

to meet the assumptions needed for subsequent ordinary least squares modelling. Model coefficients 

were exponentiated to calculate geometric mean differences. We did all analyses in Stata 11 

(StataCorp. 2009).  

The primary analysis assumed a 12-month follow-up for all patients, regardless of whether they died 

or not. This tested for differences between the groups in overall levels of hospital activity after the 

introduction of telehealth. However, clinicians and other health care professionals might also be 

interested in how telehealth would affect patients’ experiences of admission to hospital, which would 
depend on whether they were alive at that point. Such effects may be different if telehealth affected 

the mortality rate. Therefore, we did secondary analyses to assess group differences in admission rates 

at any point in time, on the condition that participants were alive just before that point in time and 

had not already been admitted. This analysis treated death as a form of statistical censoring and used 
the Kaplan-Meier curve (Kaplan and Meier 1958). Although the Kaplan-Meier curve did not take into 

account differences between intervention and control groups at baseline, we also estimated the 

corresponding adjusted hazard ratio. We calculated hazard ratios using a Cox proportional hazards 

model (Cox and Oakes 1984), which included covariate adjustment according to the set of baseline 
variables (Box 5) and random frailties to allow for homogeneity within practices (Glidden and 

Vittinghoff 2004).  
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5.5 Results  

5.5.1 Data extraction, linkage, and processing  
We allocated 238 practices to control or intervention groups. Although 59 practices eventually did 

not supply participants for the trial, sites assessed 15,171 patients for eligibility and sent data sharing 

consent forms; 5,279 (34.8%) of these patients agreed to a 'light touch' visit. Some patients did not 

consent to take part in the trial after this visit. Sites recruited 1,625 control patients and 1,605 
intervention patients from 179 general practices (Figure 9), with each practice recruiting an average of 

18 patients. Recruitment started in May 2008 and was planned to finish in September 2009; we 

excluded seven patients who were recruited after this finish date. In addition, 69 patients could not be 

linked to administrative data on secondary care use. Overall, we included 1,584 control patients and 

1,570 intervention patients in the analyses (98% of those recruited).  

Figure 9: CONSORT diagram showing recruitment into the telehealth study 
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We calculated full Combined Model scores for 1,397 control patients and 1,365 intervention patients 

(88% of those included in the analyses), and imputed scores for the remainder of patients. Most 

inpatient and outpatient hospital activity for the selected patients could be assigned unit costs using 
our methods. We assigned unit costs to 3,189 (96.3%) of 3,310 inpatient spells experienced by 

participants during the 12 months before the start of the trial, and to 13,670 (86.7%) of 15,766 

outpatient attendances.  

5.5.2 Baseline characteristics and trends in hospital activity  
Table 13 and Table 14 show that intervention and control patients were similar at baseline (all but 
one standardised difference <10%). The largest difference between intervention and control patients 

related to diabetes as an index condition (25.9% vs. 21.6%), followed by mean age (69.7 vs. 70.9 

years). Intervention patients also had less costly hospital activity than controls in the 90 days before 

the start of the trial (£427 (€529; $662) vs. £506).  

Figure 10 shows trends in hospital activity without adjusting for clustering or baseline covariates (that 
is, as crude data). The break in the chart corresponds to the trial start date, and the chart summarises 

activity over a series of quarters before and after this date. Rates of emergency hospital admission had 

peaked for both intervention and control groups at around six quarters before the start of the trial. 

After the trial began, emergency admissions increased for the control group, from 0.13 per head in 
the quarter immediately before to 0.18 per head in the quarter immediately after. Emergency 

department visits also increased over this period, and the rate of conversion of emergency 

department visits into admissions rose slightly from 53% to 58%. After the initial increase in activity 

for the control group, rates of emergency admission for the two groups began to converge, although 
a difference in favour of the intervention group seemed to persist for the entire follow-up period. 

Table 15 shows summary figures for the crude rates of hospital activity during the follow-up period.  
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Table 13: Baseline characteristics in the telehealth study 

 Control group 
(n=1,584) 

Intervention 
(n=1,570) 

Standardised 
difference (%) 

No of practices 85 92 - 
No of patients per practice (median (range)) 12 (1-98) 8 (1-77) - 
Index long term condition    
    Chronic obstructive pulmonary disease 786 (49.6) 739 (47.1) −5.1 
    Diabetes 342 (21.6) 406 (25.9) 10.0 
    Heart failure 456 (28.8) 425 (27.1) −3.8 
No of chronic health conditions per patient 
(mean (SD)) 1.8 (1.8) 1.8 (1.8) -3.0 

Site    
    Cornwall 614 (38.8) 558 (35.5) −6.7 
    Kent 576 (36.4) 563 (35.9) −1.0 
    Newham 394 (24.9) 449 (28.6) 8.4 
Age    
    Mean (SD) age in years 70.9 (11.7) 69.7 (11.6) −9.7 
    <65 years 446 (28.2) 463 (29.5) 2.9 
    65-74 years 500 (31.6) 548 (34.9) 7.1 
    75-84 years 500 (31.6) 446 (28.4) −6.9 
    ≥85 years 138 (8.7) 113 (7.2) −5.6 
Female 643 (40.6) 647 (41.2) 1.3 
Ethnicity    
    White 1168 (73.7) 1127 (71.8) -4.4 
    Non-white 173 (10.9) 182 (11.6) 2.1 
    Unknown 243 (15.3) 261 (16.6) 3.5 
Area level deprivation50     
    Mean (SD) 27.9 (13.5) 28.4 (14.8) 2.9 
    First quartile 105 (6.6) 137 (8.8) 8.0 
    Second quartile 272 (17.2) 258 (16.5) -1.8 
    Third quartile 571 (36.1) 522 (33.4) -5.6 
    Fourth quartile 633 (40.0) 644 (41.3) 2.5 
Combined Model score51     
    Mean (SD) 0.261 (0.200) 0.260 (0.202) -0.3 
    Low risk category 226 (16.2) 221 (16.2) 0.0 
    Moderate risk category 431 (30.9) 440 (32.2) 3.0 
    High risk category 591 (42.3) 559 (41.0) -2.7 
    Very high risk category 149 (10.7) 145 (10.6) -0.1 
Notes: Data are number (%) of patients unless stated otherwise. SD=Standard Deviation. 

                                                 
50 n=1,581 (controls), 1,561 (intervention). First quartile is least deprived; fourth quartile is  most deprived. 
51 n=1,397 (controls), 1,365 (intervention). Risk categories denote top proportions of site population: very high 
risk (0.5%), high risk (0.5-5%), moderate risk (5-20%), and low risk (20-100%). 
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Table 14: Baseline characteristics in the telehealth study (use of secondary care) 

Characteristic and period before start of 
trial 

Control group 
(n=1,584) 

Intervention 
group 

(n=1,570) 

Standardised 
difference (%) 

Admission proportion (%)    
    1-90 days 17.5 (n=277) 16.3 (n=256) -3.2 

    91-365 days 39.3 (n=622) 39.3 (n=617) 0.1 
    366-730 days 49.6 (n=785) 47.1 (n=740) -4.9 

Emergency admissions per head    

    1-90 days 0.13 (0.45) 0.11 (0.44) −3.3 

    91-365 days 0.45 (1.01) 0.42 (0.94) −3.8 

    366-730 days 0.60 (1.19) 0.54 (1.07) -5.5 

Bed days per head    
    1-90 days 0.94 (4.69) 0.84 (3.81) -2.3 
    91-365 days 3.54 (11.25) 3.00 (8.96) -5.3 
    366-730 days 4.65 (11.45) 4.57 (12.77) -0.6 

Elective admissions per head    
    1-90 days 0.11 (0.40) 0.11 (0.48) 0.5 

    91-365 days 0.36 (0.95) 0.36 (1.10) 0.6 
    366-730 days 0.52 (1.29) 0.49 (1.30) -2.3 

Outpatient attendances per head    
    1-90 days 1.23 (1.97) 1.14 (1.97) -4.7 
    91-365 days 3.87 (5.24) 3.75 (4.98) -2.4 
    366-730 days 4.75 (6.35) 4.63 (6.12) -1.9 

Emergency department visits per head    

    1-90 days 0.13 (0.44) 0.14 (0.48) 1.1 
    91-365 days 0.41 (1.05) 0.42 (1.10) 0.9 
    366-730 days 0.47 (1.05) 0.46 (1.21) -1.1 

Tariff cost per head (£ per head)    

    1-90 days 506 (1311) 427 (1177) -6.3 

    91-365 days 1879 (3712) 1706 (3116) -5.1 

    366-730 days 2411 (4342) 2296 (4143) -2.7 
Note: Data are mean (standard deviation) unless stated otherwise. 
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Figure 10: Crude trends in secondary care use for patients recruited into the telehealth study 

 

5.5.3 Analysis of primary and secondary endpoints  
Of the intervention participants, 42.9% were admitted to hospital during the 12 months of the trial, 

compared with 48.2% of controls (Table 15). These proportions corresponded to an unadjusted odds 
ratio of 0.82 (95% confidence interval 0.70 to 0.97, p=0.017; Table 16). The odds ratio takes into 

account clustering at the general practice level. The intracluster correlation coefficient (0.017) was 

higher than assumed in the original power calculations. The odds ratio for the admission proportion 

at 12 months remained significant after we adjusted for baseline characteristics and also after we 
adjusted for the Combined Model score. We assessed the performance of the Combined Model as a 

discriminatory tool to predict emergency hospital admissions by using data from the trial sites 

(excluding trial participants). We estimated the area under the receiver operating characteristics curve 

to be 0.746 (n=1,523,038).  
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Table 15: Rates of secondary care use and mortality during the trial period (unadjusted for 
clustering and covariates) 

 Control group 
(n=1,584) 

Intervention 
group 

(n=1,570) 

Absolute 
difference  
(95% CI) 

Percentage 
difference  
(95% CI) 

Admission 
proportion (%) 48.2 (n=763) 42.9 (n=674) -5.2  

(-8.7 to -1.8) 
-10.8%  

(-18.1% to -3.7%) 

Mortality (%) 8.3 (n=131) 4.6 (n=72) -3.7  
(-5.4 to -2.0) 

-44.5% 
(-65.3% to -

23.8%) 

Emergency 
admissions per 
head 

0.68 (1.41) 0.54 (1.16) -0.14  
(-0.23 to -0.05) 

-20.6% 
(-33.8% to -7.4%) 

Elective 
admissions per 
head 

0.49 (1.31) 0.42 (0.99) -0.07 
(−0.15 to 0.01) 

-14.3% 
(-30.6% to 2.0%) 

Outpatient 
attendances per 
head 

4.68 (6.81) 4.76 (6.74) 0.08 
(-0.39 to 0.55) 

1.7% 
(-8.3% to 11.8%) 

Emergency 
department visits 
per head 

0.75 (1.58) 0.64 (1.26) -0.11 
(-0.21 to -0.01) 

-14.7%  
(-28.0% to -1.3%) 

Bed days per 
head 5.68 (15.10) 4.87 (14.35) -0.81 

(-1.84 to 0.22) 
-14.3% 

(-32.4% to 3.9%) 

Tariff costs per 
head (£) 2448 (4099) 2260 (4117) 188 

(-474.9 to 98.8) 
-7.7% 

(-19.4% to 4.0%) 
Note: Data are mean (standard deviation) unless stated otherwise. 
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Table 16: Estimated treatment effects of telehealth on secondary care use and mortality 
(results of mixed models, including case-mix adjustment)  

Endpoint (interpretation) Model Estimate (95% CI) P-
value 

Admission proportion (odds ratio)  Unadjusted 0.82 (0.70 to 0.97) 0.017 

 Adjusted 0.82 (0.69 to 0.98) 0.026 

 Combined Model 0.82 (0.69 to 0.96) 0.016 

Mortality (odds ratio)52 Unadjusted  0.54 (0.39 to 0.75) <0.001 

 Combined Model 0.53 (0.39 to 0.72) <0.001 

Emergency admissions (incidence rate ratio) Unadjusted 0.81 (0.65 to 1.00) 0.046 

 Adjusted 0.85 (0.72 to 1.00) 0.056 

 Combined Model 0.81 (0.69 to 0.95) 0.011 

Elective admissions (incidence rate ratio) Unadjusted 0.89 (0.75 to 1.07) 0.219 

 Adjusted 0.87 (0.74 to 1.02) 0.078 

 Combined Model 0.90 (0.76 to 1.07) 0.241 

Outpatient attendances (incidence rate ratio) Unadjusted 0.96 (0.81 to 1.13) 0.621 

 Adjusted 1.01 (0.92 to 1.12) 0.814 

 Combined Model 0.95 (0.81 to 1.13) 0.575 

Emergency department visits (incidence rate 
ratio) 

Unadjusted 0.85 (0.70 to 1.05) 0.135 

Adjusted 0.85 (0.73 to 1.00) 0.044 

Combined Model 0.86 (0.72 to 1.02) 0.091 

Bed days (difference in geometric means) Unadjusted -0.64 (-1.14 to -0.10) 0.023 

 Adjusted -0.44 (-0.85 to -0.01) 0.047 

 Combined Model -0.58 (-1.00 to -0.13) 0.013 

Tariff costs (difference in geometric means 
(£)) 

Unadjusted -449 (-964 to 243) 0.181 

Adjusted -242 (-629 to 228) 0.290 

Combined Model -382 (-840 to 206) 0.184 

                                                 
52 One of the models did not converge for mortality.  
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During the trial, fewer participants died in the intervention group than in the control group (4.6% vs. 

8.3%; unadjusted odds ratio 0.54, 95% confidence interval 0.39 to 0.75, p<0.001). Differences 

remained significant after adjustment for the Combined Model score, although we could not adjust 

for the set of baseline characteristics because models did not converge.  

Of the secondary endpoints, emergency admissions, emergency department visits, bed days, and 

mortality showed significant findings in some or all of the models. Intervention participants 

underwent 0.54 emergency admissions per head, compared with 0.68 for controls (crude rates), 

corresponding to an unadjusted incidence rate ratio of 0.81 (95% confidence interval 0.65 to 1.00, 
p=0.046). However, after we adjusted for baseline characteristics, the upper end of the confidence 

interval for emergency admissions reached 1.  

On average, intervention participants attended emergency departments 0.64 times per head during 

the trial, compared with 0.75 for controls. This difference was significant in the adjusted estimates 

only (incidence rate ratio 0.85, 0.73 to 1.00, p=0.044). The intervention and control groups spent an 

average of 4.87 and 5.68 days in hospital, respectively (unadjusted geometric mean difference −0.64 

days, −1.14 to −0.10, p=0.023); this difference remained significant after adjustment.  

Notional costs of hospital activity to commissioners of care were £188 per head lower for 
intervention participants than for controls (crude rates). Confidence intervals for the geometric mean 

were very wide and differences were not significant in any of the models (adjusted geometric mean 

difference −£242, 95% confidence interval −629 to 228, p=0.290).  

Secondary analysis of the Kaplan-Meier curves and Cox regression (Figure 11) confirmed that 

differences in the admission proportion remained significant after censoring observations at death 

(hazard ratio 0.87, 95% confidence interval 0.78 to 0.98, implying fewer admissions for the telehealth 

than control group). Graphical methods indicated that the underlying proportional hazards 
assumption was reasonable. Where Schoenfeld residual tests were significant (Schoenfeld 1982), 

results remained robust to alternative model specification.  
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Figure 11: Kaplan-Meier survival analysis for the telehealth study 
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5.6 Discussion 

5.6.1 Principal findings of the study  
Among a set of patients with chronic obstructive pulmonary disease, diabetes, or heart failure, this 

study has shown that a smaller proportion of telehealth users than controls were admitted to hospital 

during a 12-month follow-up. This effect remained significant after adjusting for baseline 

characteristics and for a predictive risk score. However, the magnitude of the group difference in 
admission proportion was relatively small (10.8%, 95% confidence interval 3.7% to 18.1%), and 

smaller than the size that the planned study design was able to detect (17.5%), raising questions about 

the clinical relevance of the results. The significance of some of the effects reflected the increased 

power of the study, owing to the higher than assumed baseline level of admissions and to the larger 
number of small practices (even though the intracluster correlation coefficient was higher than 

assumed).  

Intervention patients were significantly less likely to die within 12 months than controls. We also 

observed small differences in the mean number of emergency admissions per head between the 

intervention and control groups (crude rate 0.54 vs. 0.68; difference 0.14). These changes were 
significant in the unadjusted comparisons and when we adjusted for a predictive risk score, but not 

when we adjusted for baseline characteristics. Hospital bed days were significantly lower among 

intervention patients than controls, which reflected the reduced admission proportion overall. 

For the other measures of hospital use (including the number of elective admissions, outpatient 

attendances, and emergency department visits), group differences were not significant in general. 

Crude differences in notional hospital costs to commissioners of care were also not significant and 
were relatively small (£188 per head over 12 months), especially compared with the potentially high 

costs of these types of telehealth intervention (Barlow et al. 2007a; Mason et al. 2006; Giordano et al. 

2009), which we did not take into account. In view of our results showing confidence intervals 

crossing the line of no difference, we cannot conclude that telehealth reduces secondary care costs 
over 12 months. A formal cost effectiveness analysis of the Whole Systems Demonstrator 

intervention has been undertaken on a subset of participants, using self reported data for hospital use 

and other services and taking into account the intervention cost, compared with health related quality 

of life and other outcomes.  

Differences in hospital use were at their most marked at the start of the trial, when we observed a 
distinct increase in admissions for the control group. If we excluded activity from the first three 
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months of the trial, differences in the admission proportion would not have been significant under 

any of the models. Therefore, this increase has implications for the interpretation. Trial recruitment 

processes may have led indirectly to changes in service use for control patients; however, the same 
processes might also have affected intervention patients in the absence of telehealth. In this case, 

differences in admissions can be attributed to telehealth, but with the limitation that the trial could 

have affected the context for the delivery of care for both trial groups.  

One explanation for the increase in emergency admissions observed for the control group is that 

professionals may have identified additional health problems and unmet needs during the recruitment 
process and could have decided to intervene with control patients not allocated to receive telehealth. 

This explanation assumes that, if professionals found additional relevant health problems among the 

intervention group, they were content to manage these in a community setting, with the support of 

the remote monitoring.  

The trial recruitment process might have also raised patients’ awareness of their health conditions. 
Anxiety could have increased as a result of being allocated to the control group, to the extent that 

these patients were more likely to present at emergency departments and be admitted than 

intervention patients. The decision to offer telehealth to control patients at the end of the 12-month 

period, while designed to reduce attrition rates, could have increased anxiety if it encouraged a 
stronger sense that they were being denied access to support that could be beneficial. A final possible 

explanation for the increase is that biases could have resulted during patient selection, in which only 

35% of patients agreed to the initial 'light touch' visit. There could have been a propensity to select 

controls with a higher risk of short-term admission and intervention patients with a lower risk. 
However, observed differences were limited between intervention and control groups, and case mix 

adjustment was applied. 

5.6.2 Strengths and weaknesses of the study  
This particular analysis is one of a series planned by the Whole Systems Demonstrator Evaluation 

Team, and was limited to comparisons of inpatient, outpatient, and emergency department hospital 

use and mortality. We did not consider the full range of health and social care services, and 
intervention and control groups could have had differences in the use of primary care, community 

services, or social care. Telehealth could also have had different effects according to long-term 

condition or other patient characteristics. Although we assigned unit costs to more than 95% of 

inpatient activity, we did not consider costs for some elements of hospital care, including mental 
health and critical care, which had no national tariff. Use of national tariffs meant that the analysis 
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was relevant to decisions made by commissioners of care, who align with hospital reimbursement 

guidance, but the economic costs of providing care will differ from the notional costs shown here, 

and there are regional differences in the costs of providing care.  

Although service use could have resource implications, it does not necessarily correlate with health 
status. Assessment of the effect of interventions should be multidimensional (Fitzpatrick et al. 1992), 

and important differences could also exist in health outcomes, cost effectiveness, and patient 

perceptions. These outcomes are explored in the related theme analyses. Telehealth could also have 

had knock-on effects in non-study patient groups, by freeing up clinical time and resources to care 
for non-study patients, or by diverting the attention of community teams towards those patients on 

the trial.  

The study used administrative datasets. As a result, person level data were available for 98% of 

participants. Although these datasets avoided problems of non-response, the quality of data was not 

directly under the research team’s control. Patients tend to underestimate resource use compared 
with health care providers (Richards, Coast, and Peters 2003), but several studies have pointed out 

potential problems with using administrative data, such as limited insight into the quality and 

appropriateness of care (Iezzoni 1997; Roos et al. 1993). 

Selection bias is recognised as a risk in cluster randomised trials, in which systematic differences can 

occur between intervention and control groups at both the cluster and individual level (Puffer, 

Torgerson, and Watson 2003). At the individual level, if the trial recruiters had foreknowledge of the 
allocation group (as was often the case here), bias can result through the recruitment of different 

types of participant into the two groups. We designed this trial to minimise the possibility of bias 

within the context of a complex community-based intervention. An independent team randomised 

allocations of practices and a minimisation algorithm aimed to ensure that intervention and control 
practices were similar in terms of practice size, disease prevalence, and other characteristics. At the 

individual level, we found no large differences in the characteristics of control and intervention 

participants at baseline. However, we saw group differences in the median number of participants per 

general practice (8.5 for telehealth vs. 12 for controls). Case-mix adjustment controlled for observed 

differences between intervention and control groups.  

We based this analysis on an intention-to-treat method, which compares patients according to their 

assigned intervention or control group. Although some patients did not receive their allocated 

interventions, these numbers were small. A substantial proportion of the intervention group could 
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have stopped using telehealth before the end of the 12 months. This study had conservative estimates 

because, in other telehealth applications, equipment might be removed from patients who stop using 

it (Everett, Kvedar, and Nesbitt 2011). The trial design aimed to minimise differential rates of 
attrition between intervention and control groups, by ensuring that all practices were allocated to 

receive a telemonitoring intervention (telehealth or telecare), and that control participants were 

offered a telemonitoring intervention at the end of the trial period, if they were still eligible.  

The effect of telehealth should be considered as just one element within the health system in which it 

was used. All participating practices and patients in the study could have benefited from the wider 
service redesign associated with these trials, including those assigned to usual care. Therefore, the 

study assessed the added value of telehealth over and above the effects of this wider service redesign.  

The study aimed to review a broad class of telehealth devices and not to compare specific devices and 

monitoring systems. Our results reflect specific models of the introduction of telehealth, based on a 

series of decisions by local teams. There were differences in the interventions offered by the three 
sites. Although this plurality might be seen as problematic for the purposes of replicating and linking 

specific aspects of the interventions to likely changes in hospital use, in some ways it is the merit of a 

pragmatic trial. Other sites introducing telehealth will make choices driven by local contexts in the 

same way as did the sites in the present study, so the ability to reflect real-life applications of 
telehealth will add generalisability to the study findings. However, the sites were specifically chosen 

for their innovations in these areas of care, and conclusions about the effectiveness of telehealth 

might depend on the environment in which it is used.  

5.6.3 Strengths and weaknesses in relation to other studies  
Assessment of the effectiveness of telehealth is usually based on assimilating evidence from several 

small trials, which could make findings difficult to generalise. By contrast, with over 3,100 
participants, this study is one of the largest randomised trials of telehealth done so far. The focus on 

combining three disease groups is novel and allowed us to examine the overall effect of telehealth 

across populations with chronic disease. However, telehealth could have varying effects in different 

groups. Other studies have typically examined condition groups separately; thus, comparisons 

between studies are not straightforward. 

Paré and colleagues reviewed 65 empirical studies across four conditions and distinguished the effects 

of telehealth between different conditions. They suggested that effects on a range of measures (for 

example, reduced visits to emergency departments, hospital admissions, and average length of 
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hospital stay) were more consistent in pulmonary and cardiac disorders than in diabetes and 

hypertension (Paré, Jaana, and Sicotte 2007). 

A systematic review of studies for heart failure reported that telemonitoring reduced all-cause 

mortality, whereas both telemonitoring and structured telephone support reduced admissions for 
heart failure (Inglis et al. 2010). However, findings were based on generalising a large number of 

studies with a mean sample size of 330. A study showed that a telehealth intervention that included 

portable devices significantly reduced costs and admissions for people with heart failure. This was 

based on a sample size of 460, although the study was adequately powered for the larger effect size it 
assumed (Giordano et al. 2009). A more recent study of 1,653 patients with heart failure found no 

significant effect on hospital use or mortality (Chaudhry et al. 2010). In relation to the management 

of chronic obstructive pulmonary disease, several studies showed lower rates of emergency 

admissions for patients receiving home monitoring plus telephone support (Bourbeau et al. 2003; 
Polisena et al. 2010a; Farrero et al. 2001), although one review noted that mortality rates were greater 

in patients receiving telephone support than those receiving usual care (Polisena et al. 2010a). 

Evaluations of telehealth interventions for people with diabetes have focused on the achievement of 

a clinical outcome in terms of glycaemic control (Trief et al. 2009; Welschen et al. 2005),53

There is also a question about the effect of interventions that combine telemonitoring with 

educational and motivational tools, such as those we studied, compared with interventions consisting 

of telemonitoring only. Our study was not designed to answer this question. In a study by Domingo 

and colleagues of patients with heart failure receiving multidisciplinary care, those who used 
motivational support tools combined with telemonitoring of weight, blood pressure, and heart rate, 

thought that their quality of life had improved. These patients also spent less time in hospital after the 

intervention than before, although before-and-after comparisons can be vulnerable to regression to 

the mean. Researchers randomised patients to groups with and without the telemonitoring element 

and found no significant group differences (Domingo et al. 2011).  

 with some 

reported success.  

                                                 
53 Since the original publication of this paper, there has been an update of the systematic review by Welschen 
and colleagues (Malanda et al.  2012). The review focused on a more general class of self-monitoring 
interventions than telehealth, and found small effects on glycaemic control over 12 months. A subsequent 
analysis of data collected for the Whole Systems Demonstrator evaluation has also found small effects on the 
same measure for telehealth (Steventon et al. 2014).  
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5.6.4 Possible explanations and implications for clinicians and policymakers and other 
researchers  

Our results suggest that telehealth helped patients to avoid the need for emergency hospital care. The 
mechanism for this is not yet clear. Telehealth could help patients manage their conditions better and 

therefore reduce the incidence of acute exacerbations that need emergency admissions. Telehealth 

could also change people’s perception of when they need to seek additional support, as well as 

professionals’ decisions about whether to refer or admit patients. Further analyses will provide 
insights into the mechanisms by which telehealth can lead to reductions in admission rates (Bower et 

al. 2011).   

The reduced mortality observed in the intervention group will be an important motivator to invest in 

these interventions and similar technologies. Although the observed difference in emergency 

admissions associated with the intervention indicates some potential to reduce use of secondary care, 
the findings need to be tempered by the estimated scale of the difference in notional hospital cost 

savings for commissioners of care and the cost of the intervention. Furthermore, the increases seen 

in emergency admissions among control participants suggest that the trial recruitment processes had 

an impact. The effect on quality of life must also be considered as part of a broader cost-effectiveness 
analysis. For commissioners of care services, there are questions about whether any reduction in 

hospital use for patients receiving telehealth translates to an overall change at the organisational level. 

Any bed days released as a result could be filled with non-study patients rather than released as cash 

savings. In turn, this could have meant that health benefits accrued to non-study patients, which were 

not taken into account here.  

The observation of a group effect between intervention and controls could mask differences by 

subgroups. For local practitioners, it is important to assess whether benefits of telehealth are greater 

in particular patient types, to inform decisions about prioritising the intervention in specific patient 

groups. For example, McLean and colleagues observed that telehealth interventions probably did not 
result in clinically relevant improvements in health outcomes in patients with relatively mild asthma 

(McLean et al. 2010), but could have a role in patients with more severe disease who are at high risk 

of admission. The current study was not designed to answer these specific questions.  

The effect of telehealth could be intricately linked to wider issues about how health systems operate. 

It is unclear whether effects are attributable to the technology itself or attributable to how it is 

implemented (Everett, Kvedar, and Nesbitt 2011), and telehealth could be disruptive because it 

requires some professional groups to work in different ways. 
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This analysis is one part of the complete evaluation, and the Whole Systems Demonstrator trial in its 

entirety will allow a wider discussion of issues around the effects on cost effectiveness, quality of life, 

and patients’ and carers’ experiences as well as changes at the organisational level.  

 

Box 6: What this study adds 

What is already known on this topic  

The known effect of telehealth on secondary health care use for patients with chronic diseases has 

been based on assimilating findings from several small trials, often with conflicting results.  

What this study adds  

Among people with chronic obstructive pulmonary disease, heart failure, or diabetes, a broad class of 

telehealth technologies could be associated with reduced rates of mortality and emergency hospital 

admission. This effect, however, could be linked to short-term increases in hospital use observed in 
the control group that may have been affected by recruitment processes during the trial. The 

estimated scale of hospital cost savings for commissioners of care is modest, and the cost of the 

telehealth intervention should also be taken into account. 
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Chapter 6 An empirical assessment of aspects of the 

generalisability of the Whole Systems Demonstrator 

trial (research paper 4) 
 

6.1 Preamble to research paper 4 
This paper uses placebo tests to examine whether patients in the control arm of the Whole Systems 

Demonstrator trial experienced similar rates of service use and mortality to a matched subgroup of 
people who were eligible for the trial but received usual care outside of the trial setting. The paper 

formulates these placebo tests in terms of specific aspects of generalisability. Thus, a positive result 

from the placebo tests implies that the control treatment received in the trial was comparable to that 

received in routine clinical practice and also that any bias resulting from the method used to adjust 
for differences in patient characteristics between settings was minimal. In this situation, one could 

consider reweighting the estimate of sample average treatment effect to the characteristics of the 

target population.  

The design of the placebo tests builds on previous work in this area (Hartman et al. 2015; Cole and 

Stuart 2010). Our approach to variable selection within the placebo tests drew on prior qualitative 
work into the reasons given by patients for declining to participate in the WSD trial (Sanders et al. 

2012), and also previous work that supported the development of the prognostic score used in the 

WSD study (Chapter 5). The placebo tests used time-series regression (Box 7) as well as generalised 

linear modelling. The former was identified as a particularly suitable method to estimate effects on 
emergency admissions, as these events are strongly predicted by previous numbers of emergency 

admissions (Roland et al. 2005; Billings et al. 2013).  

The placebo tests confirm that, in WSD, the RCT control group experienced similar rates of planned 

forms of health care (i.e., general practice contacts, outpatient attendances and elective admissions) to 

matched non-participants. However, these tests fail to confirm that the groups experienced similar 

rates of emergency admission and mortality. Thus, the paper concludes that there is no evidence that 
the trial is generalisable with respect to these endpoints. A form of sensitivity analysis is developed to 

illustrate the implications of the failure of the placebo tests. While the main analysis from Chapter 5 

reported that telehealth was associated with fewer emergency admissions than usual care, in this 
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paper I find that the estimated effect of telehealth on emergency admissions differs according to the 

choice of assumptions about the reasons why the WSD trial is not generalisable. 

This paper is forthcoming in Medical Decision Making (Steventon, Grieve, and Bardsley, forthcoming). 

This chapter contains the version of the manuscript that was accepted for publication, after minor 

formatting and stylistic changes. 

 

Box 7: Time series methods 

In time series analysis, the input series is an indicator variable that contains discrete values that flag 

the occurrence of an event at different points in time. The variable can either correspond to an 

impulse (if the event has a one-time impact on the response series) or be continuing. A model is 
specified concerning the relationship between the evolution of the input series and the response. The 

model coefficients are then fitted to the data to estimate the treatment effect. 

One general model for the response series is the autoregressive integrated moving average (ARIMA) 

model. This contains three elements (termed the autoregressive, integrated and moving average 

elements) that have non-negative integer orders 𝑝, 𝑑 and 𝑞 respectively. The model for the response 

series 𝑋𝑡 is as follows, where 𝐿 is the lag operator and the 𝜃 and 𝜙 terms are parameters of the 

moving-average and autoregressive elements that must be estimated:  

�1−�∅𝑖𝐿𝑖
𝑝

𝑖=1
�(1 −𝐿)𝑑𝑋𝑡 = �1 +�𝜃𝑖𝐿𝑖

𝑞

𝑖=1
�𝜀𝑡  

Another approach uses a repeated measures design to predict the response series as a function of 

time, the input series and covariates. This design specifies the covariance between responses for the 

same individual at different points in time. In the paper, we used a repeated measures regression and 

assumed that error terms were autoregressive with order one. 
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6.2 Abstract 
Background: Policymakers require estimates of comparative effectiveness that apply to the 

population of interest, but there has been little research on quantitative approaches to assess and 

extend the generalisability of Randomised Controlled Trial (RCT) based evaluations. We illustrate an 

approach using observational data.  

Methods: Our example is the Whole Systems Demonstrator (WSD) trial, in which 3,230 adults with 
chronic conditions were assigned to receive telehealth or usual care. First, we use novel placebo tests 

to assess whether outcomes were similar between the RCT control group and a matched subset of 

non-participants who received usual care. We matched on 65 baseline variables obtained from the 

electronic medical record. Second, we conduct sensitivity analysis to consider if the estimates of 
treatment effectiveness were robust to alternative assumptions about whether 'usual care' is defined 

by the RCT control group or non-participants. Thus, we provide alternative estimates of comparative 

effectiveness by contrasting the outcomes of the RCT telehealth group and matched non-

participants. 

Results: For some endpoints, such as the number of outpatient attendances, the placebo tests 
passed, and the effectiveness estimates were robust to the choice of comparison group. However, for 

other endpoints such as emergency admissions, the placebo tests failed and the estimates of 

treatment effect differed markedly according to whether telehealth patients were compared with RCT 

controls or matched non-participants.  

Conclusions: The proposed placebo tests indicate those cases when estimates from RCTs do not 

generalise to routine clinical practice, and motivate complementary estimates of comparative 
effectiveness that use observational data. Future RCTs are recommended to incorporate these 

placebo tests and the accompanying sensitivity analyses to enhance their relevance to policy-making.  
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6.3 Background 
Well-conducted Randomised Controlled Trials (RCTs) can ensure high levels of internal validity 

because the treatment groups are balanced. However, a major concern with RCT evidence is that the 

resultant estimates may not generalise directly to the target population of interest (Sculpher et al. 

2004). Even if an RCT has a pragmatic design without restrictive inclusion criteria and compares the 
intervention with usual care (Roland and Torgerson 1998), the trial may exclude important subgroups 

of patients and centres (Gheorghe et al. 2013). Thus both observed and unobserved characteristics 

that modify treatment effects may differ between the RCT participants and the target population. 

Another threat to generalisability is that the care provided in the RCT may differ to what would be 
delivered in routine clinical practice. These concerns about generalisability explain why technologies 

shown to be beneficial in RCTs may not be diffused into routine practice (Rothwell 2005). 

Observational studies, such as prospective cohort studies, have the potential to include a broad range 

of patients, settings and treatment options, representative of those in routine practice. However, in 

attempting to estimate comparative effectiveness from observational studies, the major 
methodological challenge is confounding due to treatment selection (Gross et al. 2006; Cole and 

Stuart 2010). While there have been recent improvements in methods to deal with confounding 

(Rosenbaum and Rubin 1983; Sekhon and Grieve 2012), these tend to assume that there is no 

unobserved confounding, which may be implausible (Kolata 2014). Rather than regarding RCTs and 
observational studies as mutually exclusive alternatives, a promising research agenda has emerged that 

uses observational data to assess the generalisability of RCT evidence (Olschewski and Scheurlen 

1985; Imai, King, and Stuart 2008; Cole and Stuart 2010; Stuart et al. 2011; Frangakis 2009; Hartman 

et al. 2015; Pressler and Kaizar 2013).  

Cole and Stuart described how treatment effects from an RCT could be generalised by reweighting 
them to reflect the characteristics of patients in the target population (Cole and Stuart 2010). Stuart 

and colleagues proposed a diagnostic test that assesses whether patients receiving a given treatment in 

an RCT reported similar outcomes to those receiving the same treatment in the target population, 

after reweighting for the characteristics of the two groups (Stuart et al. 2011). Hartman and colleagues 
formally defined the assumptions required for estimating population treatment effects from RCT 

data, and proposed accompanying placebo tests (Hartman et al. 2015). None of this previous work 

has examined how the study should proceed when the placebo tests fail to confirm the 

generalisability of an RCT. This is an important topic for policymakers because, if a placebo test fails, 
then it may be unclear whether the intervention is effective in the target population. In this paper, we 
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extend placebo tests by proposing a sensitivity analysis that addresses the potential implications of 

non-generalisability. We also apply placebo tests to an RCT of a complex, out-of-hospital 

intervention (Craig et al. 2008). 

Complex interventions are of particular interest to policymakers, and include patient-centred medical 
homes (Fifield et al. 2013), telehealth (Chaudhry et al. 2010), and health coaching (Wennberg et al. 

2010). Placebo tests have not previously been applied to RCTs of these interventions, but such trials 

face particular threats to generalisability (Craig et al. 2008). For example, the effectiveness of complex 

interventions is thought to depend on how well teams of care professionals work together, but the 
presence of an RCT can significantly alter the context in which these teams work (Hendy et al. 2012). 

Also, patients and professionals often cannot be blinded to treatment allocations in these trials, since 

the control treatments (e.g., usual care) are typically already known to the participants, and the new 

interventions require changes in their behaviour (Roland and Torgerson 1998). There are several 
problems with estimating treatment effects from these non-blinded trials, including 'resentful 

demoralisation' if a strong preference for the new treatment leads to poor compliance amongst 

controls (Cook and Campbell 1979; McCambridge, Kypri, and Elbourne 2014). 

A clear example of the additional generalisability concerns that are raised by evaluations of complex 

interventions is the recent Whole Systems Demonstrator (WSD) trial, which used cluster 
randomisation to assign 3,230 patients with chronic conditions to receive either telehealth or usual 

care (Bower et al. 2011). In this trial, telehealth was associated with around 20% fewer unplanned 

('emergency') hospital admissions than usual care (Steventon et al. 2012a), which led to a national 

initiative to roll out telehealth and similar approaches to three million people in England (Department 
of Health 2011). However, the estimated improvements in outcomes following telehealth appeared to 

be driven by the relative increase in rates of emergency admission among the RCT control group 

shortly after their recruitment (Steventon et al. 2012a; Hendy et al. 2012), thus raising concern that 

patients in the control arm reacted to their allocations, or received different care to what would be 

provided in routine clinical practice.  

We describe the WSD trial in the following Section and, in Section 6.5, discuss the generalisability 
concerns it illustrates. In Section 6.6, we describe placebo tests for assessing whether outcomes differ 

between the RCT control group and a matched sample from the target population, which we apply to 

the WSD trial in Section 6.7. In Section 6.8, we propose sensitivity analyses to provide 

complementary treatment effects to address generalisability concerns. In Section 6.9, we discuss the 

implications for comparative effectiveness research. 
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6.4 Running example, the Whole Systems Demonstrator (WSD) trial 
The WSD trial used a pragmatic design to assess the impact of telehealth in the context of the routine 

delivery of care (Department of Health 2006). All primary care practices within three study sites in 

England (Cornwall, Kent and Newham) were eligible to participate; practices that accepted the 

invitation (n=369) were randomised according to a minimisation algorithm to provide either 
telehealth or usual care patients (Bower et al. 2011). Patient inclusion criteria were deliberately broad 

and specified only age 18 or over plus a diagnosis of Chronic Obstructive Pulmonary Disease 

(COPD), diabetes or heart failure.  

The trial was designed to detect a 17.5% relative change in hospitalisation from a baseline of 25%, at 

80% power and a two-sided value of p<0.05 (Bower et al. 2011). The targeted number of patients 
was 3,000. Potentially eligible patients were identified from the lists of patients registered at the 

participating primary care practices; diagnoses were sourced from routine primary and secondary care 

data sets and from clinician reports. Identified patients were written to at home (n=15,171). Those 

who responded affirmatively (n=5,279) were visited and provided with consent forms for 
participation. Ultimately, 3,230 patients participated. The treatment allocations of patients followed 

those of the primary care practices at which they were already registered. While patients could not be 

blinded, they were only told of their treatment allocations after they had consented to participate. The 

long recruitment period (May 2008 to September 2009) meant that it was not always possible to blind 

those recruiting patients. 

Telehealth patients received home-based technology to record medical information (for example, 

blood oxygen) and to answer symptom questions. Information from patients was transmitted 

automatically to monitoring centres, which were staffed by employees from local health care 

organisations. Control patients had access to usual care for their area, which did not include 

telehealth. They were offered telehealth at the end of the 12-month trial period. 

For the analysis of service utilisation, primary care practices were asked to share pseudonymised data 
from the electronic medical record for all their registered patients, covering dates of registrations, 

encounters, diagnoses, test results and prescriptions over at least a four-year period (Bardsley, 

Steventon, and Doll 2013). These data were linked to pseudonymised administrative hospital records 

(Health & Social Care Information Centre 2013).  

In pre-specified analyses, telehealth patients experienced fewer emergency hospital admissions than 
controls over 12 months (incidence rate ratio 0.81, 95% Confidence Interval (CI) 0.65 to 1.00, 
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p=0.046). Differences in other categories of health care utilisation were not statistically significant - 

this included rates of planned (‘elective’) admissions, emergency room visits, outpatient attendances, 

and primary care contacts (Steventon et al. 2012a; Bardsley, Steventon, and Doll 2013). However, 
intervention patients experienced lower mortality than controls over 12 months. The relative 

difference, as measured by the odds ratio, was 0.54 (95% CI, 0.39 to 0.75, p<0.001), though the 

absolute change was relatively small (4.6% mortality for telehealth vs. 8.3% for usual care).  

Although selection bias is often a concern in cluster-randomised trials (Puffer, Torgerson, and 

Watson 2003), no differences were detected between the baseline characteristics of telehealth and 
control patients, and effect sizes remained similar after adjustment, suggesting that internal validity 

was not a major issue. The evaluation protocol pre-specified comparisons between RCT participants 

and non-participants to consider the generalisability concerns that we now discuss. 

6.5 Concerns about the generalisability of the WSD trial 
Concerns about generalisability arose for several reasons. First, as is typical in telehealth trials 

(Subramanian et al. 2004), only a small proportion of the contacted patients agreed to participate in 

WSD (20%), suggesting that participants might be unrepresentative of the general population with 
chronic conditions (Sanders et al. 2012). Second, emergency admission rates increased among control 

patients shortly after their recruitment (Figure 12) (Steventon et al. 2012a), suggesting that these 

patients might not have received 'usual care'. Finally, a qualitative study found that the trial protocol 

and recruitment processes hindered the participating sites' attempts to develop integrated telehealth 
services (Hendy et al. 2012), suggesting that telehealth might also differ between the RCT and routine 

practice.  

Although the increase in emergency admissions could represent the normal evolution of need for 

health care among patients with chronic conditions, this seemed unlikely (Hopkinson 2012). Instead, 

health care professionals might have identified unmet need while recruiting patients and changed the 

management of those patients allocated to the control group, compared with usual care (Steventon et 
al. 2012a). Alternatively, the trial recruitment processes might have led to changes in behaviour 

among patients assigned to the control treatment. Disappointment biases, including resentful 

demoralisation, have been identified by previous studies of behavioural interventions (McCambridge 

et al. 2014; Ward et al. 1999). It is possible that some control patients might have felt uneasy or 
anxious if they perceived that telehealth had benefits that they were excluded from receiving for 12 
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months, and this contributed to their decision to attend emergency rooms.54

Figure 12: Patterns of emergency hospital admissions in the telehealth study (n=3,154) 

 Participants can also 
react strongly to information regarding the likely effectiveness of new treatments, even if this is 

implied rather than explicit (de Craen et al. 1996). The materials that were provided to patients by the 

WSD evaluation team were scrutinised by an independent research ethics committee to ensure that 

they were as neutral as possible, but some of the participating study sites nevertheless advertised and 

promoted telehealth in local media and through patient advocates (Hobbs 2009). 

Note: Figure reproduced from the primary WSD study (Steventon et al. 2012a)  

Pre-post analysis was not possible for mortality, so there is less direct evidence about the 

generalisability of this endpoint. However, the mortality effect estimated in WSD (odds ratio 0.54) is 

larger than other evaluative work in this area (Car, Huckvale, and Hermens 2012). A recent review of 
systematic reviews concluded that it is probable that mortality from heart failure can be reduced with 

telemonitoring (McLean et al. 2013), but evidence was less strong for diabetes and COPD, for which 

meta-analyses have tended to find no effect (McLean et al. 2011; Polisena et al. 2010b, 2009). The 

effect detected by WSD was across all three conditions, but larger than meta-analyses have found for 
heart failure alone. It is possible, but unlikely, that an artefact that led to the increases in emergency 
                                                 
54 A study that was nested within the WSD trial reported higher anxiety among control than telehealth patients 
four months after recruitment, but these differences did not reach statistical significance (Cartwright et  al. 
2013). As this study did not have information on non-participants, it was not possible to test whether this 
difference was an effect  of telehealth or an artifact  of the trial.  
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admissions could also explain the mortality effect. Admissions do have some associated risks, such as 

adverse events from invasive interventions or hospital-acquired infection (Hauck and Zhao 2011).  

Concern about the generalisability of WSD, and thus the benefits of telehealth, appear to explain 

partly why the spread of telehealth has been limited (Robinson 2013; Takahashi et al. 2012). We will 
now show how the generalisability of treatment effects can be assessed empirically using placebo 

tests. 

6.6 Statistical methods to assess generalisability 
Like most RCTs, WSD reported the treatment effect for patients recruited into the trial, the Sample 

Average Treatment Effect (SATE) (Imai, King, and Stuart 2008). Equivalent estimands are the 

Sample Average Treatment effect for the Treated (SATT), which is conditional on assignment to the 

intervention arm, and likewise for controls (SATC).55

We define RCT results to be 'generalisable' if it is possible to adjust sample average treatment effects 

to provide an unbiased estimate of the population effect. Hartman and colleagues specified a set of 

conditions under which such adjustments can be unbiased (Hartman et al. 2015): 

 However, decision-making usually requires an 
estimate of the treatment effect for the population that would be eligible for the treatment in routine 

practice, that is, the Population Average Treatment Effect (PATE), or for those who would receive 
the treatment in routine practice, that is, the Population Average Treatment effect for the Treated 

(PATT).  

• The treatments received in the trial are sufficiently consistent with those in routine practice 

so as to not have a differential effect on outcomes; and  

• There are no unobserved confounders in the selection of the RCT sample from the target 

population, analogous to the assumption of no unobserved confounding in observational 

studies (Rubin 2008).  

Hartman and colleagues tested these assumptions by comparing outcomes between the RCT and the 

target population for patients who received the same treatments, using equivalence-based placebo 

tests (Jones 2007; Hartman and Hidalgo 2011; Hartman, Grieve, and Sekhon 2010). These placebo 
experiments reverse the hypotheses of standard tests, so that the null hypothesis becomes that the 

groups have meaningfully different outcomes, while the alternative hypothesis is that the outcomes 

                                                 
55 These estimands are asymptotically equivalent because randomisation implies that potential outcomes in the 
treatment and control groups are exchangeable. They will in general not be equivalent in non-randomised 
settings. 
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are similar. Reversing the hypotheses in this way avoids a problem of standard tests, in which lack of 

evidence for difference can be confused with evidence for similarity. In placebo tests, rejecting the 

null hypothesis provides support for the generalisability of the trial estimates, as both assumptions A 
and B will be valid (assuming contrasting effects did not cancel out). In contrast, failure of the 

placebo tests implies there is no robust evidence to support these assumptions and so, rather than 

directly reweighting the trial-based estimates (Stuart et al. 2011; Cole and Stuart 2010), alternative 

approaches may be warranted (see Section 6.8). We next apply placebo tests to the WSD trial.  

6.7 Applying placebo tests to the WSD trial 

6.7.1 Methods 
We take the target population to be the wider set of adults in the WSD sites with COPD, diabetes or 

heart failure, and test whether RCT controls experienced similar outcomes to those predicted by 
patients in the target population who received usual care. Our method could be readily applied to 

compare telehealth patients across settings, but we focus on the control group because telehealth has 

not yet been widely diffused in England. Our definition of 'meaningfully different' is 17.5%, as for 

the original RCT sample size calculation (Bower et al. 2011). 

We identified the target population by applying standard diagnostic codes to the routine primary and 

secondary care data sets that were collected for the WSD evaluation (n=88,830 eligible non-
participants). In order to standardise inclusion criteria across our comparison groups, we excluded 

the relatively small number (n=405) of RCT participants who had been identified by clinician reports, 

without a corresponding diagnosis in routine data. Figure 13 shows the flow of patients into the 

placebo tests. We identified more eligible patients than the original WSD site teams (n=91,647, 
including participants, compared with 15,171), but our estimate is more consistent with official 

estimates of disease prevalence (see Appendix B on page 157), and highlights the need to assess the 

generalisability of the RCT. 
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Figure 13: Flow diagram showing numbers of general practices and patients available for the 
placebo tests  

 

Notes: we excluded (from both participant and non-participant groups) people without a continuous record of registration 

with one or more primary care practices over the two years preceding the trial period. As per the original study, we excluded 

trial participants who were recruited after September 2009 or not linked to routine data. In the current study, we also 

excluded the small number of participants who did not receive their allocated treatments.  

We identified confounding variables by:  

• Drawing on a qualitative study that explored the reasons given by patients for refusal to 

participate in the WSD trial (Sanders et al. 2012);  

• Reviewing existing observational studies of telehealth (see Appendix A on page 157); and  

• Considering factors predictive of emergency admissions (Billings et al. 2006).  

We identified 65 baseline variables from the routine data, including the Combined Model score, 

which represented the estimated probability of emergency hospitalisation during the trial period 

(Wennberg et al. 2006). Other baseline variables related to: demographics; physiological 
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measurements such as blood pressure; prescription medications; diagnoses of health conditions; prior 

primary and secondary care use; area-level socioeconomic deprivation; and primary care practice 

characteristics (see Appendix B for the full list, Table 21, Table 22, and Table 23). 

We matched non-participants to RCT control patients using genetic matching, which is a computer-
intensive search algorithm that can obtain more closely balanced groups than traditional methods 

such as pairwise matching on the propensity score (Sekhon and Grieve 2012). While baseline 

variables were generated for RCT control patients at their enrolment dates, non-participants were 

assigned multiple 'index dates.' Specifically, each non-participant provided the matching algorithm 
with up to 14 observations corresponding to month-ends during the trial enrolment period (assuming 

the non-participant remained eligible for the placebo tests throughout). As any of these observations 

could be selected as the match for a particular RCT control patient, this approach increased our 

ability to find well-balanced groups. Genetic matching was applied separately to subgroups of 
patients defined by study site and chronic condition; within these subgroups, each RCT control 

patient was matched to one non-participant observation, with replacement. Balance was assessed 

within and across subgroups using the standardised difference, defined as the difference in sample 

means as a proportion of the pooled standard deviation (Austin 2008a). A threshold of 10% has been 
used to describe meaningful imbalances (Normand et al. 2001). We also compared distributions of 

baseline variables between groups using the variance ratio and quantile-quantile plots (Austin 2009a).  

After matched patients had been selected, we calculated utilisation and mortality outcomes over 12 

months,56

Results from the Poisson regression were presented as incidence rate ratios for RCT controls 

compared with matched non-participants. The result of each placebo test was reported according to 

 as in the primary studies (Steventon et al. 2012a; Bardsley, Steventon, and Doll 2013). Our 
main analysis compared each outcome between RCT controls and matched non-participants using 

generalised linear models, adjusting for residual imbalances in baseline covariates to estimate SATC. 

The generalised linear models were assumed to follow a Poisson distribution with log link for the 
utilisation outcomes. Robust standard errors were used to reflect the estimated covariance structure 

of the data, including the clustering of patients within general practices.  

                                                 
56 One minor difference is  that, while the original evaluation used national hospital data from the Hospital 
Episode Statistics (HES), we used the local equivalent (the Secondary Uses Service, or SUS). SUS enabled us to 
link anonymised hospital and primary care data across the local populations and not just across WSD 
participants. Because SUS is the source data for HES, levels  of agreement were very high. However,  unlike 
HES, our SUS data would not continue to track hospital activity if a resident of a WSD area moved away from 
that area.  
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the confidence interval obtained for the rate ratio. For example, if the point estimate and 95% 

confidence interval were bounded within a range that corresponded to a 17.5% difference (i.e., within 

0.825 to 1.175), the placebo test passed, and we concluded that there was evidence that the RCT 
control and non-participant groups had similar values of this endpoint. Otherwise, the placebo test 

failed. For mortality, models used logistic regression rather than Poisson regression and the placebo 

test was according to the estimated odds ratio.  

Matching prior to regression should reduce the sensitivity of the results to the specification of the 

regression model (Ho et al. 2007), but we also undertook additional robustness checks. These 
included specifying time-series models to exploit the longitudinal nature of the routine data sets (see 

Appendix B on page 161). 

6.7.2 Results 
Before matching, non-participants had less severe case-mix than RCT controls (mean Combined 

Model score 0.16 vs. 0.26, standardised difference 57.2%). After matching, both groups had mean 
Combined Model score equal to 0.26 (standardised difference 0.3%). Out of the 65 baseline variables, 

only three had standardised differences that were above the 10% threshold after matching, namely 

rates of never-smokers, atrial fibrillation and COPD, as recorded in primary care data (standardised 

differences 11.4%, 10.5% and 10.3%, respectively). 57

During the trial, RCT controls experienced similar rates of outpatient attendance, primary care 

contact and elective admission to matched non-participants (Figure 14). The placebo tests passed for 

outpatient attendances and primary care contacts – see Table 19, column A. For example, the rate 
ratio for outpatient attendances was 1.03 (95% CI, 0.94 to 1.13). In contrast, RCT controls 

experienced more emergency admissions than matched non-participants (rate ratio 1.22, 95% CI, 

1.05 to 1.43). They also had higher mortality by 12 months, albeit from a low base (5.7% vs. 2.9%; 

odds ratio 2.17, 95% CI, 1.16 to 4.08). The placebo tests therefore failed for emergency admissions 

and mortality.  

 See Table 17 for a summary and Appendix B 

for detail, page 157). The groups also had similar historic trends in service use (Figure 14).  

  

                                                 
57 Atrial fibrillation and COPD showed more similar prevalence on hospital data (standardised differences of 
7.4% and 1.4%, respectively), suggesting greater balance was achieved for a subset of patients of more severe 
case mix than overall.  The groups reported similar rates of cu rrent smokers and ex-smokers (standardised 
differences of 2.1% and 8.7%, respectively).  
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Table 17: Balance, before and after matching, when applying placebo tests to the RCT 
control group (selected variables) 

 
Non-

participants 
(n=88,830) 

RCT 
controls 

(n=1,293) 

Matched 
non-

participants 
(n=1,293) 

Standardised difference 
(variance ratio) 

Before 
matching 

After 
matching 

Mean practice list size 
(number of patients per 
practice ((SD)) 

9,088 
(4,814) 

10,041 
(5,944) 

10,071 
(5,758) 

17.6 
(1.52) 

-0.5 
(1.07) 

Age in years (mean (SD)) 66.4 (14.3) 70.8 (11.3) 70.8 (11.1) 34.0 (0.63) -0.5 (1.04) 

Female 46.2 40.3 41.1 -11.9 -1.6 

COPD 24.7 60.0 60.2 76.4 -0.3 

Diabetes 70.7 34.7 35.5 -77.4 -1.6 

Heart failure 12.9 35.2 36.7 54.1 -3.1 

Mean number of chronic 
conditions per head (SD) 0.90 (1.34) 1.76 (1.80) 1.73 (1.77) 54.2 (1.80) 2.1 (1.03) 

CM score  (mean (SD))  0.16 (0.15) 0.26 (0.20) 0.26 (0.20) 57.2 (1.78) 0.3 (1.00) 

Had 10 or more medicines 
prescribed 7.3 15.9 16.0 27.2 -0.2 

Haemoglobin A1c (mean 
(SD))58 7.37 (1.63) 

 
8.38 (1.74) 8.23 (1.64) 60.0 (1.13) 8.6 (1.13) 

Current smoker 17.6 20.0 19.1 6.0 2.1 

Prior number of health care contacts per head, 1-360 days before index date 

    Emergency admissions 0.21 (0.67) 0.47 (1.07) 0.45 (0.94) 29.0 (2.60) 2.1 (1.30) 

    Elective admissions 0.29 (0.99) 0.41 (1.03) 0.38 (0.94) 11.2 (1.07) 3.3 (1.19) 

    Emergency room visits 0.29 (0.88) 0.48 (1.12) 0.43 (0.94) 19.0 (1.63) 5.1 (1.43) 

    Outpatient attendances 2.01 (4.01) 3.80 (5.44) 3.53 (4.91) 37.4 (1.84) 5.2 (1.22) 

    Primary care contacts 11.92 
(12.06) 

14.55 
(12.13) 

13.85 
(11.00) 

21.8 
(1.01) 

6.1 
(1.21) 

Notes: data show percentages unless otherwise specified. CM = Combined Model. 

                                                 
58 For the diabetes subset only (n=272 intervention patients; 272 matched controls).  
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Figure 14: Crude trends in health care service use for the placebo tests 

 
Shows mean numbers of contact per patient per quarter. The observations to the left of the vertical line show rates of 

primary and secondary care contact for each of the eight calendar quarters preceding trial recruitment (i.e., for a total of two 

years). The observations to the right of the vertical line show rates for survivors for the four quarters in the trial period. A 

gap has been imposed at the time of recruitment for clarity. The thick black line shows rates for RCT control patients 

(n=1,293). The dashed line shows rates for the eligible non-participants ( n=88,830), while the thin solid line shows rates for 

the matched subgroup of eligible non-participants (n=1,293). These were matched to RCT controls on variables including 

prior rates of primary and secondary care contact, and the placebo tests assess whether rates continued to be similar during 

the trial period. For the purposes of producing this figure, comparison patients were randomly allocated index dates in 

approximately the same distribution as trial control patients.
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Table 18: Rates of health care use and mortality for RCT control and intervention patients 
and for their corresponding groups of matched non-participants, during the 12 months 
following index dates 

 
RCT control 

group 
(n=1,293) 

Matched non-
participants 

for RCT 
control group 

(n=1,293) 

RCT 
intervention 

group 
(n=1,229) 

Matched non-
participants 

for RCT 
intervention 

group 
(n=1,229) 

Emergency 
admissions per head 0.54 (1.24) 0.41 (0.93) 0.46 (1.02) 0.40 (0.88) 

Elective admissions 
per head 0.46 (1.24) 0.43 (1.09) 0.41 (0.98) 0.50 (2.68) 

Outpatient 
attendances per head 4.28 (6.19) 3.90 (5.20) 4.46 (6.03) 4.05 (5.35) 

Emergency room 
visits per head 0.68 (1.51) 0.53 (1.26) 0.58 (1.21) 0.58 (1.26) 

Primary care contacts 
per head 13.24 (13.08) 14.00 (12.43) 13.57 (12.33) 12.87  (10.79) 

Mortality (percentage 
of patients) 5.7 (n=74) 2.9 (n=37) 2.8 (n=34) 2.1 (n=26) 

Note: Data show mean and standard deviation unless otherwise stated. 
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Table 19: Results of the placebo tests and sensitivity analysis (generalised linear models) 

 

Placebo tests Estimated effect of telehealth 

(A) 
Comparison of trial 

control group vs. 
corresponding matched 
eligible non-participants 

(B) 
RCT estimate (compares 
trial intervention group 

with trial controls) 

(C) 
Sensitivity analysis 

(compares trial 
intervention group with 
corresponding matched 
eligible non-participants) 

Emergency 
admissions per 
head 

1.22 
(1.05, 1.43) 

0.90 
(0.77, 1.05) 

1.12 
(0.95, 1.31) 

Elective 
admissions per 
head 

0.99 
(0.83, 1.18) 

0.95 
(0.80, 1.14) 

0.87 
(0.73, 1.05) 

Outpatient 
attendances per 
head 

1.03 
(0.94, 1.13) * 

1.02 
(0.93, 1.12) 

1.04 
(0.95, 1.14) 

Emergency 
room visits per 
head 

1.23 
(1.07, 1.43) 

0.86 
(0.74, 0.99) 

0.96 
(0.83, 1.11) 

Primary care 
contacts per 
head 

0.92 
(0.87, 0.97) * 

1.06 
(1.01, 1.13) 

1.04 
(0.99, 1.09) 

Mortality 2.17 
(1.16, 4.08) 

0.41 
(0.13, 1.23) 

1.50 
(0.57, 3.94) 

Estimates are for the incidence rate ratio for the trial controls vs. comparison populations and accompanying 95% 

confidence intervals, except for mortality, where odds ratios are reported. * these placebo tests pass, as the point estimate 

and 95% confidence interval are contained within the range (0.825 to 1.175).  

6.7.3 Interpretation of the placebo tests 
One explanation for the failure of the placebo tests for emergency admissions and mortality is that 

the RCT data did not include all confounders of sample selection for these endpoints. Compared 

with other telehealth studies (see Appendix A on page 157), we were in a relatively strong position to 

deal with confounding, with 65 baseline variables. We were able to identify retrospectively a group of 
non-participants that met the inclusion criteria for the WSD trial, and we also had access to a 

qualitative study of reasons for non-participation in the trial (Sanders et al. 2012). As the electronic 

medical record was available, we were not confined to non-clinical, administrative data (van Walraven 

and Austin 2012). Genetic matching produced good balance, both overall and within subgroups 
defined by study site and chronic condition, thus avoiding confounding through recognising some 

important interaction effects. Furthermore, our definition of the target population meant that we 
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selected non-participants from within the same geographical areas as RCT participants. This was 

expected to reduce confounding due to area-level effects (such as those associated with health care 

providers) (Steventon, Grieve, and Sekhon 2015), though we also matched on the characteristics of 
primary care practices. Additional analysis (see Appendix B on page 161) provided reassurance that 

the placebo tests were not sensitive to the specification of the regression models.  

Any remaining confounding variables would need to be unobserved (as good balance was obtained 

on observed variables) and not strongly predictive of primary care contacts, outpatient attendances 

and elective admissions (as no differences were seen on those variables). Some candidates are 
attitudes towards using emergency care and severity of illness requiring emergency care. These, 

however, are correlated with variables that we did control for, such as prior emergency admissions 

(Govan et al. 2011), and it is not obvious how they would lead to the sudden increases in admissions 

that were observed among the RCT control group. 

A plausible explanation for the failure of the placebo tests for emergency admissions is that the 
implementation of the trial protocol altered unplanned forms of care for RCT patients assigned to 

receive usual care (see Section 6.5). As the placebo tests reported similar rates of elective admission, 

outpatient attendance and primary care contact (all of which are planned by an appointments system), 

it now seems unlikely that the health care professionals involved in recruiting patients for the RCT 
altered the management of patients assigned to the control. However, it is possible that the trial 

recruitment processes led to changes in behaviour amongst these patients. For example, recruitment 

into the trial could have increased unease or anxiety amongst those with a preference for telehealth, 

such that patients were more likely to seek help at emergency rooms (Xu et al. 2008). Unfortunately, 
information on patient preferences was not collected during the trial (Cook and Campbell 1979), so it 

is not possible to verify this theory directly.  

Compared with emergency admissions, confounding appears more likely for mortality. In-hospital 

mortality is strongly predicted by clinical information recorded at the point of admission, such as 

blood pressure and respiratory rate (Quintana et al. 2014; Lee, Austin, and Rouleau 2003), but this 

information was not available within our data sets at that particular point in the care pathway. It is 
hard to see how the implementation of the trial protocol could have altered usual care to the extent 

that mortality rates were significantly increased, though it is true that the mortality effect estimated 

from the RCT data was unusually large (see Section 6.5). 

Regardless of the explanation for the failure of the placebo tests for emergency admissions and 

mortality, the conclusion is the same: the generalisability of the WSD trial was limited for these 
endpoints. This encourages sensitivity analyses to determine whether the trial-based estimates are 

robust to alternative comparison groups. 
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6.8 Sensitivity analysis regarding reasons for non-generalisability 

6.8.1 Methods 
Failure of the placebo tests implies that either the control treatment in the trial was different to that 

received in the target population or sample selection was confounded (conditional on observables), 

or both. Although analysis of RCT data will give unbiased estimates of sample treatment effects, in 

applying these findings, it is necessary to assume that the treatments are consistent with those in 
routine practice. We can produce an alternative estimate of the sample treatment effect by comparing 

the RCT intervention patients with a comparable group of patients receiving the control treatment 

within the target population. This comparison is observational (and thus susceptible to confounding) 

but it avoids having to assume that the RCT control group experienced care consistent with usual 
care in routine practice. We propose that reporting sample treatment effects using both the RCT 

controls (base case) and a matched sample from the target population (sensitivity analysis), offers a 

useful check on whether the results from the RCT are robust to these threats to generalisability. 59

To apply the sensitivity analysis to the WSD study, we matched non-participants to patients in the 

RCT telehealth arm, using the same approach as before. After satisfactory balance had been obtained 

(see Appendix C on page 164), we applied generalised linear models to the matched data to estimate 

the SATT of telehealth versus usual care, by contrasting endpoints for the RCT telehealth arm with 
the matched non-participant patients who received usual care. We also obtained the comparable 

estimate from the RCT, by matching controls and telehealth patients within the trial and fitting 

generalised linear models. 

  

6.8.2 Results 
For those endpoints where the placebo tests passed, estimated treatment effects were similar 

regardless of whether telehealth patients were compared with RCT controls (see Table 19, column B), 
or with matched non-participants (column C). Thus, for example, both analyses found that telehealth 

did not significantly change the use of outpatient services, and both analyses reported similar point 

estimates for primary care contacts (though significance levels varied slightly). 60

                                                 
59 The proposed sensitivity analysis has some similarities with previous comparisons between the outcomes of 
people receiving new treatments in RCTs versus those of people receiving control treatments in routine 
practice (LaLonde 1986).  However, these have often  been concerned with testing the ability of the analytical 
methods to adjust for selection bias. We argue that, because the selection mechanism involved relates  to 
recruitment into the RCT, these comparisons are fundamentally related to the generalisability of the RCT. 

 In contrast, the 
estimated treatment effects for emergency admissions and mortality differed markedly according to 

the comparison group. Thus, although analysis of RCT data alone suggested reductions in emergency 

60 The original WSD evaluation found no statistically significant differences in rates of primary care contact 
(Bardsley, Steventon, and Doll 2013). However, unlike the cu rrent study, the original evaluation examined two 
types of primary care contact separately (those with general practitioners and those with practice nurses). 
Estimands also differed, and the matching algorithm adopted in the cu rrent study may have increased the 
precision of its estimator.  
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admissions (rate ratio 0.90, 95% CI 0.77 to 1.05),61

6.9 Discussion 

 the comparison between telehealth and matched 
non-participants reported a trend towards more emergency admissions among telehealth patients 

(rate ratio 1.12, 95% CI, 0.95 to 1.31). Likewise, analysis of RCT data alone suggested that telehealth 

reduced mortality (odds ratio 0.41, 95% CI, 0.13 to 1.23), but the comparison with non-participants 

reported a trend in the opposite direction (odds ratio 1.50, 95% CI, 0.57 to 3.94). These sensitivity 
analyses have implications for policy-making because reductions in emergency admissions continue 

to be a major motivation to invest in telehealth. 

The current paper adds to a growing body of research addressing the potential of observational data 

to assess and strengthen the generalisability of RCT-based estimates of comparative effectiveness 

(Stuart et al. 2011; Cole and Stuart 2010; Hartman et al. 2015). Hartman and colleagues proposed 

placebo tests for assessing the assumptions required for RCTs to provide unbiased estimates of 
population average treatment effects (Hartman et al. 2015). We applied placebo tests to an RCT of a 

complex out-of-hospital intervention, comparing the outcomes of RCT control patients with those of 

matched non-participants receiving usual care. Unlike previous studies (Stuart et al. 2011; Cole and 

Stuart 2010; Hartman et al. 2015), we proposed sensitivity analyses to explore the implications of 
alternative assumptions about the cause of non-generalisability. Sensitivity analyses may be 

particularly useful for decision-makers in the settings exemplified by our case study, where placebo 

tests indicate that the main trial findings do not generalise to the target population of interest. For 

WSD, they showed that, if one assumes that the placebo tests failed because of differences in control 
treatments between settings, then the data were consistent with an increase in emergency hospital 

admissions due to telehealth.  

Our approach to placebo tests and associated sensitivity analyses has the following requirements. 

First, before conducting the placebo tests, the target population must be defined, along with what 

constitutes a meaningful difference in outcomes. In our example, the target population consisted of 
local patients with the relevant chronic conditions, and the definition of 'clinically different' came 

from the original sample size calculation.  

Second, RCT investigators should understand reasons for non-participation in an RCT. Just as in an 

observational study, it is vital to understand the mechanism for treatment selection (Rubin 2010). In 

our example, we drew on a qualitative study about reasons for refusal to participate in the WSD trial 

(Sanders et al. 2012). 

                                                 
61 The original analysis  of the RCT data reported statistically significant associations between telehealth and 
emergency admissions, and likewise for mortality. The analysis of RCT data in Table 19 reported non-
significant effects for both, but the sample size was smaller.  
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Third, observational data sets are required with patients, contexts and treatments that represent the 

target population and overlap with those included in the RCT. These data sets must contain sufficient 

information to reproduce the main RCT eligibility criteria and outcomes. One possibility is to collect 
baseline, process and follow-up data for people who refused to participate in the RCT, as in a 

comprehensive cohort study (Olschewski, Schumacher, and Davis 1992; Brewin and Bradley 1989). 

Another is to embed RCTs within large routine data sets (van Staa et al. 2012). 

Fourth, placebo tests should use analytical techniques that are able to address confounding. We used 

genetic matching (Sekhon and Grieve 2012), since the large number of baseline variables (n=65) was 
too challenging for traditional matching methods. We also carefully assessed the sensitivity of the 

placebo tests to alternative regression model specifications (see Appendix B on page 161), including 

the addition of interaction terms and alternative model structures. 

Fifth, as in our example, the study is required to pre-specify sensitivity analysis to assess the 

robustness of the findings.  

Our study has a number of limitations. The placebo tests addressed only some aspects of 

generalisability, related to the characteristics and treatments of the control group. The generalisability 
of the intervention regimen could have been addressed with very similar methods, but data were not 

available on patients receiving telehealth in routine settings. Also, although the placebo tests are 

useful for providing a quantitative assessment of the generalisability of the RCT-based estimates, they 

cannot identify precisely why a study was not generalisable. We believe that the most plausible reason 
for the failure of the placebo tests for emergency admissions in the WSD study was that the control 

patients received atypical care or otherwise reacted to their treatment allocations, but it is also 

possible that there were important unmeasured differences in patient characteristics between settings. 

Finally, as with most comparative effectiveness studies, several endpoints were measured with no 
attempt to allow for multiplicity. Where the placebo tests indicate that treatment effects were more 

generalisable for some endpoints than others, judgement is required to decide whether to proceed to 

estimating population average treatment effects. One explicit approach to weighting the alternative 

endpoints would be to apply the placebo tests to overall metrics such as those used in cost-
effectiveness analyses (for example, to contrast net monetary benefits between the RCT and routine 

practice settings).    

Future research could address alternative estimators for the placebo tests. Stuart and colleagues used 

three methods to reweight control outcomes to the target population, namely inverse probability of 

treatment weighting, full matching and sub-classification (Stuart et al. 2011). These gave similar 
results in their example. We found that generalised linear modelling and time series regression gave 

similar results (see Appendix B on page 162), but further investigation is warranted. Placebo tests 
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could also be extended to consider missing endpoints data, and considered for situations without 

such a rich set of baseline variables as WSD. 

This study raises the question about the value of collecting observational data alongside RCTs, given 

that the amount of funding for a given RCT is constrained and there are competing priorities. 
Substantial efforts are often made at the design stage to improve the generalisability of RCTs (Roland 

and Torgerson 1998), but analytical-stage strategies that assess generalisability empirically are often 

relatively limited. The CONSORT statement, for example, recommends only a table of baseline 

characteristics (Begg et al. 1966). We conclude that the proposed placebo tests and accompanying 
sensitivity analyses provide information about the level of generalisability actually achieved in RCTs. 

These additions to the methodological toolkit can help decision-makers judge the extent to which 

estimates of comparative effectiveness obtained from RCTs can be adjusted to apply to their target 

populations. 
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Table 20: Confounders identified in previous matched control studies of telehealth 

 Conditions Primary 
outcome 

A
ge 

G
ender 

E
thnicity 

M
arital status 

L
iving alone 

Socio-
econom

ics 

Principal 
condition 

Secondary 
conditions 

D
isease 

severity 

M
edication 

H
ospital use 

Prim
ary care 
use 

Patient 
priority 

Predictive 
risk score 

Pekmezaris et al. 
(2012) Heart failure Admissions Y  Y    Y  Y  Y    

Sohn et al. (2012) Heart failure Costs Y Y     Y Y Y  Y    

Morguet et al. (2008) Heart failure Hospital 
length of stay Y Y     Y Y Y Y     

Barnett et al. (2006) Diabetes Admissions Y  Y Y   Y Y   Y    

Jia et al. (2009, 2011); 
Chumbler et al. 
(2009)* 

Diabetes Various Y Y Y Y   Y Y   Y  Y  

Sicotte et al. (2011) COPD Various Y Y       Y      

Nilsson et al. (2009) Hyper-
tension 

Blood 
pressure Y Y     Y        

Baker et al. (2011) Various Health care 
spending Y Y     Y Y   Y Y  Y 

Chen, Kalish, and 
Pagan (2011) Aged over 65 Admissions Y Y Y  Y  Y Y   Y    

Current study Mixed Admissions Y Y    Y* Y Y Y** Y Y Y  Y 
* At general practice level  ** For diabetes 
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6.10 Appendix A: Confounders analysed in previous matched control studies 

of telehealth 
Table 20 shows the confounders analysed in previous matched control studies of telehealth (remote 

patient monitoring). 

6.11 Appendix B: Matching and placebo tests 

6.11.1 Numbers of eligible patients 
The WSD site teams identified 15,171 potentially eligible patients using a search of routine primary 
and secondary care data, whereas we applied standard diagnostic codes to similar data sets and found 

a much higher number of eligible patients (88,830 non-participants plus 2,817 of participants, i.e., 

91,647 in total). Table 22 shows that 24.7% of the non-participants we identified had chronic 

obstructive pulmonary disease, while 70.7% had diabetes and 12.9% had heart failure.  

We sense checked our figures by comparing them with estimates from the system of performance-

related pay that exists for general practices in England, the Quality Outcomes Framework (QOF). 
QOF estimates are based using routine primary care data only and, for diabetes, relate to the 

population aged 17 or over rather than 18 or over. For 2009/10, QOF reported 35,360, 104,560, and 

15,903 people with chronic obstructive pulmonary disease, diabetes, and heart failure, respectively in 

the three WSD sites. Some people will have several of these conditions. 

We would expect the QOF figures to be higher than ours because they are based on all diagnostic 
codes recorded on the primary care data, however long ago these were recorded. Our primary care 

data sets, although very extensive with over one billion records, were generally restricted to the 

period April 2006 to September 2010 (i.e., they started around 3.5 years before recruitment began in 

September 2009).  

Based on the comparison with QOF, we believe that our estimates of the number of eligible patients 
(n=91,647) are plausible. Recruitment into the WSD trial was a complex and time-consuming process 

that required formal patient consent to be given twice. Various teams had to be carefully coordinated, 

including the WSD site team, general practices, patients, telehealth installation experts, a market 

research company (for baseline questionnaires), and social care (for a linked trial of telecare). 
Therefore, recruitment of patients happened successively for batches of patients, until the target 

number had been reached (n=3,000 across the three sites).  

Matching 

Baseline variables were calculated as at the trial start date for trial patients and, for non-participants, 

at up to 14 'index dates' spanning the trial recruitment period (month ends from July 2008 to August 
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2009). We excluded potential comparison patients who had died before a given index date or whose 

diagnosis of a chronic condition did not occur before this date.  

Matching was performed separately for strata defined by chronic condition and site (i.e., 9 strata in 

total). Within each stratum, one matched comparison patient was selected for each trial patient with 
replacement, using Genetic Matching (Sekhon and Grieve 2012). This is a computer-intensive 

approach that searches over a space of distance measures. In this context, a distance measure 

evaluates the similarity of two patients at baseline, as a function of their baseline variables. Various 

measures are possible, with different weights attached to the constituent variables. For each sampled 
measure, the genetic matching algorithm assembles matched pairs and assesses balance on baseline 

variables. Thus, the algorithm attempts to find the distance measure that gives the optimal level of 

balance. Balance was assessed by p-values from paired t-tests as well as, for continuous variables, p-

values from Kolmogorov-Smirnov tests. The genetic matching algorithm was run with a population 

size of 2,000, and stopped after no improvement was detected within 100 generations.  

Matched comparison patients selected across the strata were then recombined for the analyses. 

Means and variances are reported for practice level variables in Table 21. Table 22 and Table 23, 

show the equivalent figures for the person-level variables, while quantile-quantile plots of the three 

continuous variables are shown in Figure 15. Most baseline variables had no missing data. For 
baseline variables for which there was some missing data (such as blood pressure readings), balance 

statistics for that variable are reported for complete cases. 

Table 21: Balance, before and after matching, when applying placebo tests to the RCT 
control group (practice-level variables) 

 
Non-

participants  
(n=88,830) 

Trial 
controls 

(n=1,293) 

Matched 
non-

participants 
(n=1,293) 

Standardised difference 
(variance ratio) 

Before 
matching 

After 
matching 

Mean practice list size 
(number of patients per 
practice ((SD)) 

9,088 
(4,814) 

10,041 
(5,944) 

10,071 
(5,758) 

17.6 
(1.52) 

-0.5 
(1.07) 

Diabetes prevalence 5.7 5.6 5.7 -2.8 -5.5 

COPD prevalence 1.6 1.6 1.6 -1.6 -0.5 

Heart failure prevalence  0.8 0.8 0.8 12.7 -3.0 

Mean socioeconomic 
deprivation score (SD) 23.8 (9.9) 26.9 (9.7) 26.5 (10.4) 32.0 (0.96) 3.9 (0.87) 

Note: Weighted by the sample size for each practice.   
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Table 22: Balance, before and after matching, when applying placebo tests to the RCT 
control group (person-level variables) 

 
Non-

participants 
(n=88,830) 

Trial 
controls 

(n=1,293) 

Matched 
non-

participants 
(n=1,293) 

Standardised difference 
(variance ratio) 

Before 
matching 

After 
matching 

Mean age in years (SD) 66.4 (14.3) 70.8 (11.3) 70.8 (11.1) 34.0 (0.63) -0.5 (1.04) 
Female 46.2 40.3 41.1 -11.9 -1.6 
COPD 24.7 60.0 60.2 76.4 -0.3 
Diabetes 70.7 34.7 35.5 -77.4 -1.6 
Heart failure 12.9 35.2 36.7 54.1 -3.1 
Mean CM score (SD)  0.16 (0.15) 0.26 (0.20) 0.26 (0.20) 57.2 (1.78) 0.3 (1.00) 
Number of distinct medicines      
     1 to 4 41.8 28.0 27.9 -29.3 0.2 
     5 to 9  42.7 45.2 46.2 5.0 -2.2 
     10 + 7.3 15.9 16.0 27.2 -0.2 
Haemoglobin A1c (mean 
(SD))62

7.37 
 (1.63) 

8.38  
(1.74) 

8.23 
(1.64) 

60.0 
(1.13) 

8.6 
(1.13) 

Systolic blood pressure63 133.67 
(16.46)  132.38 

(17.57) 
133.30 
(17.70) 

-7.6 
(1.14) 

-5.2 
(0.99) 

Diastolic blood pressure64 75.94 (9.67)  75.14 (10.16) 75.01 (10.62) -8.1 (1.10) 1.2 (0.92) 
Body mass index65 29.66 (6.27)  28.14 (6.08) 28.69 (6.02) -24.6 (0.94) -9.1 (1.02) 
Smoking status      
    Current smoker 17.6 20.0 19.1 6.0 2.1 
    Ex-smoker 37.9 53.8 49.4 32.3 8.7 
    Never smoked 44.5 26.2 31.4 -38.9 -11.4 
Prior numbers of health care contacts per head over various periods of time before index date 
1-360 days       
    Emergency admissions 0.21 (0.67) 0.47 (1.07) 0.45 (0.94) 29.0 (2.60) 2.1 (1.30) 
    Elective admissions 0.29 (0.99) 0.41 (1.03) 0.38 (0.94) 11.2 (1.07) 3.3 (1.19) 
    Emergency room visits 0.29 (0.88) 0.48 (1.12) 0.43 (0.94) 19.0 (1.63) 5.1 (1.43) 
    Outpatient attendances 2.01 (4.01) 3.80 (5.44) 3.53 (4.91) 37.4 (1.84) 5.2 (1.22) 
    Primary care contacts 11.92 (12.06) 14.55 (12.13) 13.85 (11.00) 21.8 (1.01) 6.1 (1.21) 
361-720 days       
    Emergency admissions 0.18 (0.62) 0.53 (1.09) 0.50 (1.02) 38.9 (3.06) 2.6 (1.13) 
    Elective admissions 0.27 (0.96) 0.48 (1.26) 0.43 (1.03) 18.8 (1.74) 4.5 (1.48) 
    Emergency room visits 0.22 (0.78) 0.42 (0.96) 0.38 (0.97) 22.2 (1.52) 3.5 (0.98) 
    Outpatient attendances 1.71 (3.61) 3.21 (4.70) 3.00 (4.14) 35.7 (1.69) 4.6 (1.29) 
    Primary care contacts 11.00 (11.39) 13.35 (11.19) 12.76 (10.48) 20.9 (0.96) 5.5 (1.14) 
Notes: Data show percentages unless otherwise specified. CM = Combined Model.  

                                                 
62 For the diabetes trial subset only (n=272 intervention patients and 272 matched controls). 
63 n=86,519, 1,263,  and 1,254, for the three groups, respectively.  
64 n=86,512, 1,263,  and 1,254, for the three groups, respectively.  
65 n=65,552, 1,007,  and 882, for the three groups, respectively. 
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Table 23: Balance, before and after matching, when applying placebo tests to the RCT 
control group (person-level variables, continued) 

 
Non-

participants 
(n=88,830) 

Trial 
controls 

(n=1,293) 

Matched 
non-

participants 
(n=1,293) 

Standardised difference 
(variance ratio) 

Before 
matching 

After 
matching 

Health conditions recorded on hospital data 
COPD 8.0 26.9 26.3 51.4 1.4 
Congestive heart failure 5.7 16.9 17.5 36.0 -1.4 
Diabetes 24.2 24.7 24.7 1.4 0.2 
Cancer 4.9 8.7 7.7 15.3 3.9 
Cancer (benign) 1.4 2.2 2.2 5.7 -0.5 
Alcohol abuse 0.8 2.2 1.7 11.8 3.9 
Hypertension 22.7 37.5 39.5 32.7 -4.1 
Injury 8.3 13.2 14.3 15.8 -3.1 
Iatrogenic 2.9 4.9 6.3 10.6 -6.0 
Falls 3.4 4.6 3.9 6.3 3.4 
Mental health 3.6 5.9 6.6 10.8 -2.9 
Angina 5.7 13.8 13.3 27.6 1.6 
Ischemic heart disease 10.9 28.4 24.1 45.3 9.9 
Asthma 5.8 12.3 11.5 22.9 2.4 
Anaemia 3.5 6.8 6.6 15.2 0.9 
Atrial fibrillation 6.9 17.2 14.5 32.1 7.4 
Cerebrovascular disease 3.3 4.9 6.9 8.2 -8.2 
Peripheral vascular disease 3.1 7.3 8.0 19.4 -2.3 
Renal failure 2.7 7.3 6.2 21.1 4.3 
Respiratory infection 2.8 8.0 5.8 22.8 8.6 
Number of chronic 
conditions per head (mean 
(SD)) 

0.90 
(1.34) 

1.76 
(1.80) 

1.73 
(1.77) 

54.2 
(1.80) 

2.1 
(1.03) 

Health conditions recorded on primary care data 
Atrial fibrillation 8.4 18.3 14.5 29.4 10.5 
Cancer 7.2 10.9 10.4 13.1 1.5 
Coronary heart disease 19.7 35.0 33.4 35.0 3.4 
Chronic kidney disease 17.6 22.5 23.7 12.4 -2.8 
COPD 22.0 56.5 51.4 75.6 10.3 
Dementia 1.5 0.8 1.6 -6.5 -7.8 
Depression 14.8 17.8 17.0 8.1 2.0 
Diabetes 67.8 33.5 33.8 -73.1 -0.7 
Heart failure 10.0 31.6 28.8 55.4 6.1 
Hypertension 52.7 52.5 52.8 -0.4 -0.6 
Mental health 1.6 0.8 1.8 -7.5 -9.0 
Asthma 13.8 21.3 22.8 19.7 -3.7 
Stroke / TIA 7.1 11.8 11.3 16.0 1.5 
Notes: Data show percentages unless otherwise specified. TIA = Transient Ischaemic Attack. 
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Figure 15: Quantile-quantile plots showing balance when applying placebo tests to the RCT 
control group 

 

 

6.11.2 Generalised linear regression 
After matched data sets had been assembled, analytical models were applied. Regression models were 

constructed using generalised linear modelling with a log link, and robust standard errors. The 
headline results presented in the paper are adjusted for a set of 51 baseline variables; however, we 

tested a range of other model specifications to assess the robustness of the results. The parsimonious 

model adjusted for 25 variables selected manually by removing and adding variables in such a way as 

to optimise model fit according to the Akaike Information Criterion (AIC). More extensive models 
included interaction terms with age, site and indexed chronic condition, again selected with reference 

to the AIC. Results for the estimated difference in emergency hospital admissions were robust to 

changes in model specification on the matched data sets, with only small changes detected in point 

estimates and confidence intervals (Table 24). 
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Table 24: Sensitivity of the placebo test to alternative specifications of the generalised linear 
models (emergency hospital admissions) 

Model 
Number of 

adjustment variables, 
excluding group 

Incidence rate ratio (95% 
confidence interval) 

Full model 51 1.22 (1.05 to 1.43) 

Parsimonious model 25 1.24 (1.06 to 1.44) 

Including interaction terms with age 32 1.22 (1.05 to 1.43) 

With site and interaction terms with site 41 1.25 (1.07 to 1.45) 

With interaction terms with condition 53 1.27 (1.09 to 1.47) 

Predictive risk score 1 1.31 (1.11 to 1.54) 
Note: All models were applied to the matched data set. 

6.11.3 Time series analysis 
In addition to the generalised linear models, we also considered addressing residual confounding after 
matching by applying repeated measures (‘time series’) models to the matched data. These time series 

models used quarterly utilisation totals spanning the period from two years before the date of 

enrolment into the trial (or the index date, for non-participants) to 12 months afterwards, and 

included an interaction term between group membership and trial period. Error terms were assumed 
to be autoregressive with order one (Cowpertwait and Metcalfe 2009); robust standard errors were 

applied. Compared with the generalised linear models, the time series models were expected to 

reduce the risk of unobserved confounding, provided that the unobserved confounder did not have 

an effect that varied with time. However, it was not possible to apply time series models to the 
mortality data, as no deaths occurred in the study cohorts before the index dates. Results from the 

time series models were similar to those from generalised linear modelling (Table 25). Effect sizes 

from the time series models were also robust to alternative model specification (Table 26).  
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Table 25: Results of the placebo tests (comparison between generalised linear models and 
time series analysis) 

 Generalised linear modelling Time series 

Emergency admissions 
per head 

1.22 
 (1.05, 1.43) 

1.31 
 (1.11, 1.54) 

Elective admissions per 
head 

0.99 
 (0.83, 1.18) 

0.97 
(0.79, 1.19) 

Outpatient attendances 
per head 

1.03 
(0.94, 1.13) 

1.02 
 (0.93,1.12) 

Emergency room visits 
per head 

1.23 
(1.07, 1.43) 

1.18 
 (1.00 1.41) 

Primary care contacts 
per head 

0.92 
 (0.87, 0.97) 

0.92 
 (0.87, 0.98) 

Mortality 2.17 
(1.16, 4.08) n/a 

Notes: Figure are for the incidence rate ratio for the trial controls vs. non-participants and 95% confidence intervals, except 

for mortality, where figures are for the odds ratio. Time series models were not defined for mortality, as no deaths occurred 

before the date of enrolment into the trial. 

 

Table 26: Sensitivity of the placebo test to alternative specifications of the time series models 
(emergency hospital admissions) 

Data level Fixed effects Covariance structure 

Incidence rate 
ratio (95% 
confidence 

interval) 

Quarterly 
Quarterly dummies, 

group membership and 
interaction term 

First order 
autoregressive 

1.31 
(1.11 to 1.54) 

Quarterly 

Quarter expressed as 
continuous variable, 

group membership and 
interaction term 

First order 
autoregressive 

1.25 
(1.08 to 1.43) 

Quarterly 
Quarterly dummies, 

group membership and 
interaction term 

Spatial 1.31 
(1.11 to 1.54) 

Monthly 
Monthly dummies, group 

membership and 
interaction term 

First order 
autoregressive 

1.25 
(1.06 to 1.48) 
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6.12 Appendix C: Analysis for trial intervention group 
Table 27, Table 28 and Table 29 show the results of the matching algorithm when applied to the trial 

intervention group. Figure 16 shows trends in health care use for the RCT intervention group and 

their corresponding matched eligible non-participants. Table 30 shows estimated treatment effects 

using both generalised linear modelling and the alternative modelling approach based on time series 

analysis (see Appendix B for a description of the time series modelling). 

Before matching, non-participants had less severe case-mix than RCT intervention patients (mean 

Combined Model score 0.16 vs. 0.26, standardised difference 57.4%). After matching, both groups 

had mean Combined Model score equal to 0.26 (standardised difference 0.9%). Out of the 65 

baseline variables, six had standardised differences above the 10% threshold after matching, namely 
diastolic blood pressure and rates of current smoking, ex-smoking, atrial fibrillation, dementia, and 

mental health conditions recorded on primary care data (10.5%, -12.1%, 18.0%, 11.9%, -14.4% and -

16.4%). The groups also had similar historic trends in service use (Figure 16). 

 

Table 27: Balance, before and after matching, in the sensitivity analysis as applied to the 
RCT intervention group (practice-level variables) 

 
Non-

participants  
(n=88,830) 

Trial 
intervention 

patients 
(n=1,229) 

Matched 
non-

participants 
(n=1,293) 

Standardised difference 
(variance ratio) 

Before 
matching 

After 
matching 

Mean practice list size 
(number of patients per 
practice ((SD)) 

9,088 
(4,814) 

9,417 
(3,828) 

9,265 
(3,719) 

7.6 
(0.63) 

4.0 
(1.06) 

Diabetes prevalence 5.7 5.8 6.0 13.1 -8.9 

COPD prevalence 1.6 1.5 1.5 -10.4 -3.2 

Heart failure prevalence  0.8 0.8 0.8 21.1 4.8 

Mean socioeconomic 
deprivation score (SD) 23.8 (9.9) 29.2 (11.5) 28.7 (11.2) 50.4 (1.35) 4.5 (1.05) 

Note: Weighted by the sample size for each practice.   
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Table 28: Balance, before and after matching, in the sensitivity analysis as applied to the 
RCT intervention group (person-level variables) 

 
Non-

participants 
(n=88,830) 

Trial 
intervention 

patients 
(n=1,229) 

Matched 
non-

participants 
(n=1,293) 

Standardised difference 
(variance ratio) 

Before 
matching 

After 
matching 

Mean age in years (SD) 66.4 (14.3) 69.1 (11.6) 69.5 (11.3) 21.2 (0.65) -3.3 (1.06) 
Female 46.2 41.0 41.4 -10.4 -0.8 
COPD 24.7 54.7 54.2 64.3 1.0 
Diabetes 70.7 44.8 45.3 -54.5 -1.1 
Heart failure 12.9 33.5 33.8 50.4 -0.7 
Mean CM score (SD)  0.16 (0.15) 0.26 (0.20) 0.26 (0.20) 57.4 (1.83) 0.9 (1.01) 
Number of distinct 
medicines      

     1 to 4 41.8 28.6 28.4 -28.0 0.4 
     5 to 9  42.7 47.0 47.2 8.7 -0.3 
     10 + 7.3 20.3 20.3 38.2 0.0 
Haemoglobin A1c (mean 
(SD))66

7.37 
 (1.63) 

8.55 
(1.95) 

8.44 
(1.92) 

65.6 
(1.42) 

5.5 
(1.03) 

Systolic blood pressure67 133.67 
(16.46)  130.99 

(17.05) 
132.35 
(17.56) 

-16.0 
(1.07) 

-7.9  
(0.94) 

Diastolic blood pressure68 75.94 (9.67)  74.01 (10.03) 75.05 (9.85) -19.6 (1.07) -10.5 (1.03) 
Body mass index69 29.66 (6.27)  29.43 (6.66) 29.08 (6.36) -3.6 (1.13) 5.3 (1.10) 
Smoking status      
    Current smoker 17.6 15.9 20.5 -4.7 -12.1 
    Ex-smoker 37.9 52.6 43.7 29.9 18.0 
    Never smoked 44.5 31.5 35.8 -27.0 -9.1 
Prior numbers of health care contacts per head over various periods of time before index date 
1-360 days       
    Emergency admissions 0.21 (0.67) 0.42 (0.88) 0.41 (0.83) 26.7 (1.73) 1.2 (1.12) 
    Elective admissions 0.29 (0.99) 0.44 (1.25) 0.41 (1.20) 12.5 (1.58) 1.8 (1.08) 
    Emergency room visits 0.29 (0.88) 0.55 (1.18) 0.51 (1.10) 25.4 (1.79) 4.1 (1.13) 
    Outpatient attendances 2.01 (4.01) 3.92 (5.09) 3.55 (4.33) 41.7 (1.61) 7.9 (1.38) 
    Primary care contacts 11.92 (12.06) 13.14 (10.72) 12.93 (10.39) 10.7 (0.79) 2.0 (1.06) 
361-720 days       
    Emergency admissions 0.18 (0.62) 0.48 (0.96) 0.43 (0.93) 37.5 (2.38) 5.6 (1.07) 
    Elective admissions 0.27 (0.96) 0.46 (1.24) 0.40 (1.16) 16.9 (1.69) 5.5 (1.16) 
    Emergency room visits 0.22 (0.78) 0.45 (1.10) 0.42 (1.05) 24.1 (1.98) 2.6 (1.08) 
    Outpatient attendances 1.71 (3.61) 3.33 (4.38) 3.15 (4.18) 40.4 (1.47) 4.3 (1.10) 
    Primary care contacts 11.00 (11.39) 12.65 (11.01) 12.18 (10.28) 14.8 (0.93) 4.4 (1.15) 
Notes: Data show percentages unless otherwise specified. CM = Combined Model.  

                                                 
66 For the diabetes trial subset only (n=346 intervention patients and 346 matched controls). 
67 n=86,519, 1,204, and 1,205, for the three groups, respectively.  
68 n=86,512, 1,204, and 1,205, for the three groups, respect ively.  
69 n=65,552, 841, and 860, for the three groups, respectively.  
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Table 29: Balance, before and after matching, in the sensitivity analysis as applied to the 
RCT intervention group (person-level variables, continued) 

 
Non-

participants 
(n=88,830) 

Trial 
intervention 

patients 
(n=1,229) 

Matched 
non-

participants 
(n=1,293) 

Standardised difference 
(variance ratio) 

Before 
matching 

After 
matching 

Health conditions recorded on hospital data 
COPD 8.0 26.4 23.0 50.1 7.7 
Congestive heart failure 5.7 15.1 15.4 31.2 -0.7 
Diabetes 24.2 27.2 28.2 6.9 -2.2 
Cancer 4.9 6.8 6.5 7.9 1.0 
Cancer (benign) 1.4 2.2 1.9 5.9 2.3 
Alcohol abuse 0.8 1.4 1.1 5.6 3.0 
Hypertension 22.7 37.7 38.5 33.0 -1.7 
Injury 8.3 13.8 12.9 17.3 2.6 
Iatrogenic 2.9 5.7 5.2 13.9 2.2 
Falls 3.4 5.2 5.1 8.9 0.4 
Mental health 3.6 4.9 6.0 6.4 -5.0 
Angina 5.7 13.1 12.6 25.5 1.5 
Ischemic heart disease 10.9 25.1 24.2 37.9 2.1 
Asthma 5.8 12.6 12.9 23.8 -0.7 
Anaemia 3.5 6.4 6.6 13.7 -0.7 
Atrial fibrillation 6.9 16.4 13.9 29.7 6.8 
Cerebrovascular disease 3.3 6.0 5.9 12.8 0.7 
Peripheral vascular disease 3.1 7.1 6.0 18.4 4.3 
Renal failure 2.7 5.6 3.9 14.6 8.0 
Respiratory infection 2.8 7.9 6.3 22.6 6.0 
Number of chronic 
conditions per head (mean 
(SD)) 

0.90 
(1.34) 

1.72 
(1.78) 

1.67 
(1.73) 52.1 

(1.75) 
3.0 

(1.06) 
Health conditions recorded on primary care data 
Atrial fibrillation 8.4 17.9 13.6 28.3 11.9 
Cancer 7.2 9.4 9.2 8.0 0.6 
Coronary heart disease 19.7 35.0 34.3 34.9 1.4 
Chronic kidney disease 17.6 22.9 22.6 13.2 0.6 
COPD 22.0 51.8 47.6 65.0 8.5 
Dementia 1.5 0.3 1.8 -12.0 -14.4 
Depression 14.8 17.8 19.9 8.2 -5.4 
Diabetes 67.8 43.4 44.3 -50.6 -1.6 
Heart failure 10.0 29.9 27.8 51.4 4.5 
Hypertension 52.7 52.7 54.2 0.0 -2.9 
Mental health 1.6 0.2 2.0 -14.1 -16.4 
Asthma 13.8 19.8 19.0 16.0 2.1 
Stroke / TIA 7.1 9.5 9.4 8.8 0.3 
Notes: Data show percentages unless otherwise specified. TIA = Transient Ischaemic Attack.  
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Figure 16: Crude trends in health service use for the sensitivity analysis 

 

Shows mean numbers of contact per patient per quarter. The observations to the left of the vertical line show rates of 

primary and secondary care contact for each of the eight calendar quarters preceding trial recruitment (i.e., for a total of two 

years). The observations to the right of the vertical line show rates for survivors for the four quarters in the trial period. A 

gap has been imposed at the time of recruitment for clarity. Rates for RCT intervention patients are shown in the solid line. 

The dashed line shows rates for the subgroup of non-participants who were matched to the RCT intervention patients. 
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Table 30: Results of the sensitivity analysis (comparison between generalised linear 
modelling and time series analysis) 

  Generalised linear modelling Time series 

 Comparison with 
RCT control group 

Comparison with 
non-participants 

Comparison with 
RCT control 

group 

Comparison with 
non-participants 

Emergency 
admissions per 
head 

0.90 
 (0.77, 1.05) 

1.12 
(0.95, 1.31) 

0.77 
 (0.66, 0.91) 

1.10 
 (0.92, 1.31) 

Elective 
admissions per 
head 

0.95 
 (0.80, 1.14) 

0.87 
(0.73, 1.05) 

0.72 
 (0.58, 0.90) 

0.75 
 (0.58, 0.98) 

Outpatient 
attendances per 
head 

1.02 
(0.93, 1.12) 

1.04 
(0.95, 1.14) 

1.00 
 (0.92, 1.10) 

1.02 
 (0.93, 1.12) 

Emergency room 
visits per head 

0.86 
(0.74, 0.99) 

0.96 
(0.83, 1.11) 

0.66 
 (0.56, 0.78) 

0.95 
(0.80, 1.13) 

Primary care 
contacts per head 

1.06 
(1.01, 1.13) 

1.04 
(0.99, 1.09) 

1.09 
 (1.04, 1.16) 

1.06 
(1.01, 1.11) 

Mortality 0.41 
(0.13, 1.23) 

1.50 
(0.57, 3.94) n/a n/a 

Notes: Figures are for the incidence rate ratio for the trial intervention group, except for mortality, where figures are for the 

odds ratio. Time series models were not defined for mortality, as no deaths occurred before the date of enrolment into the 

trial. 
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Chapter 7 Future directions for research on 

telehealth (research paper 5) 
 

7.1 Preamble to research paper 5  
The findings of the WSD evaluation presented in Chapter 5 led to a Government initiative to spread 

telehealth and similar technologies to three million people in England. However, this study did not 

lend itself to an easy interpretation, especially in light of the assessment of generalisability outlined in 

the previous chapter. Meanwhile, other research using data collected for the WSD trial has found no 
impacts on patient-reported outcomes (Cartwright et al. 2013), no overall cost effectiveness 

(Henderson et al. 2013) and no impacts on general practice contacts (Bardsley, Steventon, and Doll 

2013) associated with telehealth. Modest impacts were detected on glycaemic control among a subset 

of participants with diabetes (Steventon et al. 2014).  

The next paper discusses the possible policy responses to WSD and other recently published 
telehealth studies. It argues that approaches to the evaluation of complex interventions need to be 

improved, and that there is value in formative studies that monitor estimated treatment effects on a 

regular basis and refine the interventions over time.  
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7.2 Introduction 
Telehealth has been seen as a promising way to meet the ‘triple aim’ of better care, better health and 

lower costs for the growing number of people living with long-term health conditions (McLean, 

Protti, and Sheikh 2011; Berwick, Nolan, and Whittington 2008). The hope is that the technology will 

prompt more effective oversight and management of these conditions by professionals and patients, 

thereby improving outcomes while preventing avoidable and costly hospital admissions.  

Recent randomised controlled trials have generally not found that telehealth improves outcomes or 

reduces costs, yet policy initiatives to spread telehealth continue apace. In England, the Department 

of Health launched a campaign to spread these and similar approaches to 3 million people by 2017 

(Department of Health 2012), and incentive payments for providers are now linked to telehealth 
deployment (NHS Commissioning Board 2013). The apparent mismatch between the evidence and 

policy direction is explained partly by the complexity of telehealth services. Telehealth has many 

components, changes over time, and its effects depend on the context into which it is introduced. 

Therefore, even though some trials have been negative, it can be argued that telehealth might be 

beneficial in another context or if designed or implemented differently. 

Although telehealth is directed at some of the most pressing problems in health services, there is also 

the potential for wasted resources and adverse events (Takahashi et al. 2010), while some important 

aspects of care might be going unaddressed. To move forward in a rational manner, it is important to 

improve the way in which we obtain information about how services such as telehealth work and 

about their effects.  

7.3 Research evidence 
Telehealth is part of a broad class of ‘telemedical’ interventions that use technology to deliver health 

care at a distance. Terminology is not always standardised, but often the distinguishing feature of 
telehealth services is the use of technology to make regular transfers of medical information (such as 

blood pressure or symptoms) from patients to health care professionals. In some cases, the medical 

information is accessed during remote consultations (for example, by videoconference); in others, 

professionals assess data outside consultations and use rules to determine when to contact patients 

(for example, if telemonitored blood pressure is over a certain threshold).  
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There are many ways in which medical information can be incorporated into the management of 

long-term health conditions, while the settings in which the services operate also vary significantly. 

Therefore, telehealth is very heterogeneous. Aims also vary, but might include: 

• Enabling faster, more appropriate clinician response to deterioration in health (e.g., timely 
advice about using steroids to manage exacerbations among patients with chronic obstructive 

pulmonary disease);  

• Motivating behavioural change (e.g., by reinforcing the link between health-related behaviour 

and wellbeing);  

• Supporting transitions (e.g., from hospital to the community);  

• Supporting diagnosis (e.g., ambulatory blood pressure monitoring for patients with 

hypertension);  

• Providing more accessible support to patients who live in rural or isolated areas; or 

• Supporting more coordinated care.  

As these interventions are quite different and can be implemented in different ways and contexts, it is 

reasonable to expect them to have different outcomes. 

For a long time, the evidence about telehealth was dominated by small studies of generally poor 

quality (Bergmo 2009). More recently, some large randomised controlled trials have reported. The 
largest one so far (the Whole Systems Demonstrator trial) recruited patients with chronic obstructive 

pulmonary disease, heart failure or diabetes, and found some evidence that patients receiving 

telehealth had fewer emergency admissions and fewer deaths than patients receiving usual care 

(Steventon et al. 2012a). However, the interpretation of these results was complicated by the increase 
in admissions that was observed to occur among usual care participants shortly after their 

recruitment. This raised questions about whether the reported ‘effect’ on admissions was due to 

telehealth or to the implementation of the trial protocol among the control group. Telehealth was not 

found to have an effect on patient-reported outcomes such as quality of life in this trial (Cartwright et 

al. 2013). 

Other large, recent trials have found no change in time to hospitalisation and death among heart 

failure patients (Chaudhry et al. 2010); and no impacts on clinical outcomes, patient-reported 

outcomes or costs among people with chronic obstructive pulmonary disease (Pinnock et al. 2013). 

One trial found that telehealth was associated with lower blood pressure among hypertensive 
patients, but higher primary care costs (McKinstry et al. 2013). An older trial found that telehealth 

was associated with tighter glycaemic control in diabetes, but no reductions in costs (Shea et al. 2009). 
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Previous meta-analyses, which ranged from equivocal to promising, can now be updated (McLean et 

al. 2011; Baron, McBain, and Newman 2012; Polisena et al. 2009; Chaudhry et al. 2007a; Clark et al. 

2007). However, it seems that few, if any, large telehealth trials have conclusively demonstrated 
simultaneous progress towards better care, better health and lower costs. The most positive news 

appears to relate to surrogate outcomes such as blood pressure control, but these are often only steps 

on the way to improved patient outcomes. 

7.4 Limitations of the research evidence 
One response to the recent trial results would be simply to avoid implementing telehealth, and 

instead improve health care in other ways, where there is demonstrable evidence of cost 

effectiveness. When making recommendations about new medicines, technologies and procedures in 
England and Wales, the National Institute of Health and Care Excellence tends to apply a threshold 

of £20,000 to £30,000 for each Quality-Adjusted Life Year (QALY) gained. With the Whole Systems 

Demonstrator reporting a ratio of £92,000 per QALY (Henderson et al. 2013), it is certainly possible 

to argue that telehealth is not cost effective and should not be introduced. 

The alternative view is that telehealth represents a complex change to the way services are delivered 
with extensive applications and potential, and that many of the trials were undertaken while the 

approach and technology were relatively new. The impact of telehealth is likely to depend not only on 

the technology, but also on the whole system, including the interaction between people and the 

technology. The absence of the desired results in some studies might reflect a lack of understanding 
about how best to incorporate telehealth into the support of people living with long-term conditions, 

as well as implementation failure. Consideration of the personal, organisation, cultural, ethical and 

legal implications of telehealth may have lagged behind technological development (Greenhalgh et al. 

2012). Technical improvements might be made in some areas. For example, just as predictive models 
have been developed to identify patients at high levels of clinical risk (Adams and Leveson 2012), it 

might be possible to devise smarter algorithms to determine when the telemonitored data necessitate 

a clinician response. Given the limitations of the available evidence, there is a danger that we might 

not realise the potential of these approaches because we are being too restrictive too early in what we 

class as success. 

The challenge is how to keep exploring these approaches without wasting resources. Based on our 

experience, we suggest a focus on three areas. 

1) How the technology supports users in their day-to-day lives     

Qualitative work has found that patients use telehealth in a variety of, often unexpected, ways 

(Wherton et al. 2012). Also, patients have given a diverse range of reasons for saying ‘no’ to 

participation in telehealth trials, including: perceived problems with the technology; preferences for 
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maintaining existing services; and the perception that telehealth might not support their existing self-

care strategies (Sanders et al. 2012). Refusal rates vary significantly in telehealth trials, from 25% to 

almost 80% (Pinnock et al. 2013; Steventon et al. 2012a). Although these might reflect the perceived 
burdens of participating in trials, they suggest that telehealth might not always fit in well with the 

problems that potential users face.  

Some work is underway to develop more tailored interventions. For example, ethnographic work is 

using ‘cultural probes’ to develop better understandings of problems faced by people living with 

illness, which go beyond the specific medical needs addressed by telehealth devices (Wherton et al. 

2012). 

2) Developing the underlying logic models 

Although the ‘triple aim’ is often cited, the specific aims and objectives of a telehealth service, 
together with the mechanism by which it is believed to have the intended effects, is rarely stated (Car, 

Huckvale, and Hermens 2012). For example, although many services have as their ultimate goal 

improvements in patient outcomes (and, often, reductions in hospital admissions), it is not clear 

whether these are to be achieved through faster response to deteriorations in health, improved self-
care behaviours, or some other means. Ideally, a ‘logic model’ should be devised at the outset that 

links the specific actions being undertaken to their objectives, with input from the intended users and 

their carers.  

The process of discussing a logic model and writing it down can help reach a better consensus about 

what should be implemented as part of a telehealth service and how. Logic models have been used to 
structure evaluation, by informing choices about intermediate outcomes. For example, an 

intervention aiming to reduce hospital admissions by improving self-care behaviours might examine 

the impact on those behaviours as an intermediate outcome (Hibbard and Greene 2013), while 

another intervention predominately focussed on facilitating physician response might track 

consultation rates or waiting times. 

Some studies have found improvements in self-care behaviours (Fairbrother et al. 2013), but not 

reductions in hospital admissions (Pinnock et al. 2013). Thus in some cases the logic model might 

need to be updated in response to learning about how telehealth and the surrounding system is 

functioning, in order to bring about the full range of desired outcomes. 

3) A formative approach to evaluation while maintaining rigour  

A particular telehealth service might include: rules concerning selection and recruitment of patients; 

education and self-care support; collection and transfer of medical information; responses to this 
information; and communication between health care professionals. Success will depend on the 
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degree of integration with existing services, and on the surrounding context, such as financial 

incentives, as this shapes how the technology is used (Dixon-Woods et al. 2013). With this in mind, it 

seems unrealistic to expect that any telehealth service can be fully effective from day one.  

As some iteration may be required to develop a satisfactory telehealth service, including improving 
the technology itself, it is important that evaluation supports efforts to improve services over time. 

Many traditional evaluation studies are modelled on drug trials, and often take the form of 

randomising patients into two or more treatments, which are pre-defined. Although these studies are 

very robust in some important ways, they often assume that the intervention remains broadly the 
same wherever it is implemented and can be neatly separated from the context in which it is 

delivered. Unfortunately, randomised controlled trials of telehealth have limited generalisability, as 

the results are affected by the context and manner of implementation. For example, telehealth may be 

more effective when integrated into clinical care pathways, but some studies have reported that trial 

protocols have limited integration (Hendy et al. 2012). 

If, within a particular country or locality, policy makers have already decided that telehealth should be 

introduced, then research efforts might be better targeted at supporting improvement, rather than 

merely assessing the effects. These more ‘formative’ studies should: 

• Be tailored to the local context; 

• Provide information on metrics that are tied to local goals and the logic model; 

• Provide close to real-time feedback on effectiveness and costs; and  

• Be tied to a quality improvement initiative that is able to act on the information about 

effectiveness. This might mean refining, spreading or stopping telehealth. 

Although a series of RCTs could be used for these more formative studies, in many cases the 
evaluation methods will be nonrandomised. This does not remove the need to attribute any changes 

in outcomes to specific programmes or activities.  

7.5 Developing better evaluations 
One potential way forward is to exploit the relatively rich sources of data available to people 

implementing telehealth, including the large amount of medical information collected by the 

telehealth systems. In addition, telehealth triage centres hold patient identifiers, and thus data on 

telehealth users can be linked pseudonymously to routine data sets, such as hospital administrative 
data or the electronic medical record. The frequency with which routine data sets are updated means 

that it is possible to track the impact of services in close to real time, the cornerstone of many quality 

improvement approaches. However, there are problems associated with these data sources that must 

be addressed (Steventon 2013). 
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People receiving telehealth in routine clinical practice are likely to be very different from those in a 

comparison group (e.g., those receiving usual care or another intervention). Thus, unadjusted 

comparisons between the outcomes of these two groups will give a biased picture of the effect of 
telehealth. To date, many published nonrandomised studies of telehealth have attempted to sidestep 

this issue by comparing outcomes before and after the introduction of telehealth for the same group 

of people (Darkins et al. 2008). Unfortunately, before-and-after studies can overstate treatment 

effects due to regression to the mean. This arises because telehealth services and their associated 
evaluations often enrol patients after a recent hospital admission; such patients tend to show 

reductions in hospital use over time even in the absence of specific new interventions (Roland et al. 

2005). 

There are several ways to improve on before-and-after designs. One option is to select control 

patients retrospectively on the basis of them having similar characteristics to those patients receiving 
telehealth (Chumbler et al. 2008). If these matched control groups are selected properly, then a 

comparison of their outcomes with those of telehealth patients should reflect the relative effect of the 

services received, rather than differences in patient characteristics. However, routine data sources 

such as hospital administrative data might not contain sufficiently detailed information to adjust for 

important differences in the characteristics of telehealth and non-telehealth patients (Rubin 2010). 

Matched controls are being used in telehealth research, with promising findings (Barnett et al. 2006; 

Baker et al. 2011). However, since it is not clear to what extent routinely collected data contain 

sufficiently detailed information on patient characteristics, more methodological work is needed in 

parallel with greater uptake of these methods. This could encompass sensitivity analyses that illustrate 
the degree of robustness to unobserved confounding (Keele 2010). Newer methods such as ‘synthetic 

controls’ are being developed to compare a region’s outcomes with a weighted average of the 

outcomes of several control regions (Abadie, Diamond, and Hainmueller 2010). 

If done appropriately, extending data linkage to more data sets would help deal with confounding, as 

well as extend the range of outcomes that can be assessed. Feedback to local health practitioners also 

needs to be made faster in order to create a learning system.  

7.6 More systematic data collection 
In practical terms, there are a number of ways in which information systems could be configured to 

support more timely evaluation in this area. At a local level, the funders of care might use local data 
sets to conduct analysis. More progressive telehealth providers might also start to integrate controlled 

evaluation methods into their normal practice, in order to improve their services and demonstrate 

value to their customers. At a regional or national level, it is possible to envisage initiatives that would 

invest in infrastructure to systematically make routinely collected data from telehealth devices 
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available for research across whole health systems. Rather like the way disease registries have been 

used, there are significant advantages in pooling intelligence across suppliers and settings. A similar 

registry for telehealth would enable research to be conducted at greater scale in a way that can explore 

the impact of context on outcomes. 

There is another reason to improve data collection. If those implementing telehealth services learn 

from continuing evaluation and respond with more targeted, useable and integrated solutions, then 

these services might be more effective than those of the past. However, to go too far down the 

wrong track risks embedding ineffective interventions into health care. Therefore, we need to review 
the spread of these technologies. This would seem particularly valuable in England where, despite the 

stated ambition to reach ‘3 million lives’, it is not clear how progress towards this goal is being 

assessed. For the time being, there appears to be some distance to go before telehealth produces the 

sought-after improvements in patient outcomes and efficiency, and those implementing telehealth 

need to be prepared to develop and refine their approaches. 

 

Box 8: Key messages 

 

• Recent RCTs have not conclusively demonstrated the effectiveness of telehealth in 

improving care, improving health and lowering costs. Yet, there might be opportunity to 
increase its effectiveness by a clearer focus on how the technology is actually used and the 

mechanism by which it is intended to have an effect. 

• As a telehealth service consists of several different components, it seems unrealistic to expect 

that it can ever be fully effective from day one or work in the same way across all settings. A 
formative approach would involve monitoring outcomes on a regular basis and refining the 

service over time. 

• Studies that track the outcomes of patients receiving telehealth in routine clinical practice in 

close to real-time appear to be crucial to support a learning system. These studies could 

exploit routinely collected data and use matched controls, though more methodological 
development is needed in parallel, in particular to address inevitable concerns about 

confounding.  

• More systematic data collection concerning patients receiving telehealth in routine clinical 

practice would help measure the spread, cost and effectiveness of telehealth. 
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Chapter 8 Discussion 
 

8.1 Introduction 
This thesis addresses gaps in the methodological and applied literatures pertaining to an area of high-
policy relevance, namely the evaluation of complex interventions for people living with long-term 

health conditions. My focus was on the estimation of treatment effects in these studies, particularly 

the internal validity of observational studies and the generalisability of RCTs. Using routinely 

collected data throughout, I had the following specific objectives: 

1. To critically review methods appropriate to addressing the internal validity of observational 
studies of complex interventions and the external validity of RCTs of these interventions 

(Chapter 2). 

2. To estimate the effect of Birmingham OwnHealth on the utilisation of hospitals, by 

employing an observational study design (Chapter 3). 
3. To assess the implications of the choice of control population in observational studies for 

the bias and efficiency of the resulting estimates of relative treatment effect (Chapter 4). 

4. To estimate the effect of telehealth on hospital utilisation and mortality, within a large RCT 

(Chapter 5). 
5. To develop an analytical method to assess the generalisability of RCTs, together with a 

sensitivity analysis to explore the consequences of potential causes of non-generalisability 

(Chapter 6). 

6. To make recommendations for policy development and evaluation methods (Chapter 7). 

The next section briefly reviews the methodological gaps identified for both observational studies 
and RCTs. The findings, contributions and limitations of my work are then presented separately for 

observational studies and RCTs in Sections 8.3 and 8.4. Section 8.5 summarises the recommendations 

for policymaking and evaluation methods, while Section 8.6 outlines some areas for future research. 

The final section concludes. 

8.2 Findings from the review of the methodological literature 

8.2.1 Improving the internal validity of observational studies 
While there are many methods for dealing with confounding in observational studies, the critical 

literature review in Chapter 2 identified matched control methods as being particularly suitable for 

the current context. These benefit from the availability of a clear diagnostic (i.e., balance) (Hill 2008). 
Moreover, if the data are first pre-processed using a matching algorithm, this can reduce the 
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dependence of the estimated treatment effects on model specification versus applying regression 

methods to unmatched data (Ho et al. 2007). Unobserved confounding will be a concern in matched 

control studies, and strategies to deal with it require good evaluation design (Rubin 2010). Studies 
have compared strategies for selecting the variables included in the matching algorithm (Austin, 

Grootendorst, and Anderson 2007), but one aspect of study design that has received scant attention 

in the methodological literature concerns the choice of higher-level unit(s) from which to select the 

matched control patients. This thesis therefore examined the impact of the choice of control 
population on balance within the context of a particular case study, as well as the implications for bias 

and mean-squared error through simulations. 

8.2.2 Assessing and extending the generalisability of RCTs 
Generalisability is widely recognised as a concern in RCTs, and it may explain why technologies that 

have been shown to be beneficial in RCTs have often not been diffused into routine clinical practice 
(Rothwell 2005). Much of the effort that has gone into improving the generalisability of RCTs has 

focussed on design-stage strategies, such as the use of pragmatic trial designs (Roland and Torgerson 

1998). Analytical approaches to assessing generalisability have until recently been limited, for example 

relying on interpreting the 'representativeness' of patients from tables of baseline characteristics 

(Schulz, Altman, and Moher 2010).  

Building on earlier work (Stuart et al. 2011), recent advances in the analytical literature include the use 

of placebo tests to establish the feasibility of adjusting RCT-based estimates of the sample treatment 

effect to produce unbiased estimates of population treatment effects (Hartman et al. 2015). However, 

these tests have only been applied to a relatively narrowly defined surgical intervention, namely 
pulmonary artery catheterisation, and not to more complex interventions. Also, Hartman and 

colleagues focussed on the adequacy of the methods used to adjust for differences in patient 

characteristics between settings, and they did not consider whether the intervention and control 

regimens tested within the RCT setting were the same as those delivered in routine practice. This is 
an important issue for RCTs of complex interventions, as the implementation of the trial protocol 

might affect the nature of the interventions being delivered in unintended ways (Chapter 1). 

Furthermore, previous work has not addressed what can be done when the placebo tests fail. 

Therefore, the thesis developed placebo tests for RCTs of complex interventions, and proposed a 

new form of sensitivity analysis to assess the consequences of potential causes of non-generalisability. 

8.3 Discussion of objectives relating to observational studies 

8.3.1 Applied case study - evaluation of telephone health coaching service 
As well as the methodological contributions outlined above, the thesis aimed to add to the applied 

literatures by evaluating specific complex interventions. Observational, matched control methods 
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were used to evaluate a large telephone-health coaching service for people with long-term health 

conditions in a large English city (namely, Birmingham OwnHealth, see Chapter 3). Patients enrolled 

into this service received a series of telephone calls from nurses and a personalised care plan. In 
conducting this study, I retrospectively linked health-coached patients to national hospital 

administrative data and selected matched control patients using prognostic score matching (n=2,698 

patients in each group). Matched controls were sourced from areas of England that were similar to 

the area that offered the intervention, rather than from within the intervention area. This was partly 
because, at the time of the study, it was unclear which strategy to control area selection was optimal. 

Moreover, there were concerns about spillover effects and non-identification of intervention patients 

from within the administrative data. 

Mortality rates were similar between the health-coached patients and matched controls, while the 

health-coached patients experienced a faster increase in emergency hospital admissions than matched 
controls (difference 0.05 admissions per head over 12 months, 95% confidence interval 0.00 to 0.09, 

p=0.046). Because confounding remained a concern, I conducted sensitivity analysis to assess the 

potential impact of hypothetical unobserved confounders on the findings, using a simulation method 

(Higashi et al. 2005). This revealed that, in order for the finding of a reduction in emergency hospital 
admissions to have been reversed, the person-level unobserved confounder would need to be more 

strongly correlated with treatment assignment and outcome than was realistic based on the previous 

literature (Jordan, Lancashire, and Adab 2011).  

The study was believed to be the largest observational study of telephone health coaching at the time 

of publication. The findings were consistent with a previous observational study and a previous RCT, 
both of which concerned low-income or disabled adults in the U.S. Medicaid programme (Lin et al. 

2012; Kim et al. 2013).70

                                                 
70 Medicaid is a publicly funded health insurance programme for families and individuals with low income and 
limited resources in the United States. 

 However, a separate RCT of telephone health coaching for privately-insured 

individuals, also in the United States, had found reductions in hospital utilisation (Wennberg et al. 

2010). Discrepancies with my study might have been due to the use of predictive risk models to 
identify cohorts of patients for health coaching in the RCT, or to their inclusion of an element of 

shared decision making for preference-sensitive conditions, as discussed in Chapter 3. Since my study 

was published, another study has reported findings for the impact of Birmingham OwnHealth on 

hospital admissions (Nymark et al. 2013). This study found fewer hospital admissions among health-
coached patients than matched controls over the year following enrolment (0.61 vs. 0.84 per head, a 

relative reduction of 27%). These authors matched on some clinical metrics that were not available in 

my data, including HbA1c, but they did not report balance on the prior rate of hospital admissions, 

which is arguably the most important prognostic variable (Billings et al. 2013). Another matched 
control study found that telephone health coaching was associated with lower health service 
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expenditures than usual care, but not reductions in emergency department visits (Jonk et al. 2015). A 

further RCT is underway, this time in Germany, but has not yet reported (Dwinger et al. 2013). 

Overall, the study in Chapter 3 demonstrated an approach to evaluation based on linking patients to 

national hospital administrative data, forming matched control groups, and conducting sensitivity 
analysis for unobserved confounding. Although the sensitivity analysis suggested it was implausible 

that unobserved confounding at the individual level obscured reductions in hospital admissions, a 

residual concern related to control area selection. Confounding could have been introduced at the 

area level as a result of selecting matched control patients from areas similar to Birmingham, rather 

than from within Birmingham itself. 

8.3.2 Implications of the choice of control population 
To explore issues around the choice of control population, Chapter 4 began by reanalysing another 

matched control study, this time a rapid-response service that was delivered as part of the Partnership 

for Older People Projects (POPPs) (Steventon et al. 2012b). In the original evaluation, matched 
controls had been selected from areas of England that were matched to the characteristics of the 

intervention area, in a similar manner to the Birmingham OwnHealth study. My reanalysis 

investigated three further approaches to control area selection, namely local controls, controls from 

arbitrarily chosen areas of England, and national controls.  

In the reanalysis, lower standardised differences were achieved on observed, person-level variables 

when using external rather than local controls. To assess the potential effect of the choice of control 
population on the balance of unobserved variables, two important prognostic variables were omitted 

from the matching algorithm, namely age and the predictive risk score. Imbalances on these variables 

were also minimised when using external rather than local controls. Treatment effects varied 

markedly depending on the choice of control area, but in the case study the variation was minimal 

after adjusting for the characteristics of areas. 

Simulations were used to assess the implications of the choice of control population on the bias and 

mean-squared error of the resulting treatment effects, as this was not possible within a case study 

setting. The simulations found that selecting controls from a matched area produced the least bias of 

all the strategies, provided that two restrictive assumptions were met. First, area-level variation in 
outcomes must either not exist or be largely explained by area-level variables accounted for in the 

matching. Second, unobserved confounding must be a threat within the local area, for example 

because there is a strong confounder and high intervention saturation. The study concluded that, 

when the endpoint relates to hospital admissions in England, there is likely to be a large degree of 
unexplained variation in the outcome between geographic areas. The impact of this variation dwarfed 
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the benefits of the better balance achieved on individual-level variables when using external controls, 

leading us to prefer local controls for analyses of this endpoint. 

8.3.3 Contributions of this thesis for the design of observational studies 
Careful design is of paramount importance to observational studies since, however advanced the 
analytical method, the study is likely to be biased if the underlying assumptions are not met (Rubin 

2008). Investigators have used a range of approaches to define the control population when 

evaluating health care interventions, but the relative benefits of some popular design choices (in 

particular, local or external control groups) have rarely been directly assessed. Although within-study 
comparisons and meta-epidemiological analyses have been done, these can rarely account for all 

confounders of study design (Deeks et al. 2003). The few studies that have assessed control area 

selection directly have either focused on methods that use several control groups (Rosenbaum 1987; 

Lu and Rosenbaum 2004) or have assumed no unobserved confounding at the individual level (Stuart 
and Rubin 2008). The former approach has been criticised because it does not provide information 

about which control group produces least bias (Rothman, Greenland, and Lash 2008), while the latter 

approach does not address a critical threat to the validity of observational studies (Rubin 2010). 

The papers contained in this thesis will help inform the design of future observational studies. For 

example, the interim evaluation of the Pioneer Accountable Care Organisations in the United States 
reported treatment effects estimated using two sets of controls, one selected from within the local 

market for health care and another from similar markets elsewhere (L&M Policy Research LLC 

2013). In this study, there was little indication about which control group should be preferred, but 

future studies could be informed by the conclusions in Chapter 4. One practical message is that, if 
there is likely to be substantial unexplained variation in outcomes between areas, a local approach to 

control groups should be preferred, even if the intervention saturation is high and the availability of 

local controls is limited. If these research findings had been available when designing the Birmingham 

OwnHealth study, they would have provided greater motivation to use local controls, 
notwithstanding concerns about spillover effects and non-identification of intervention patients. This 

could have altered the estimated treatment effect in either direction. 

8.3.4 Limitations in relation to observational studies 
While the simulations were calibrated to case study data, no simulation study can consider every 

setting that might be relevant in applied research. Observed variables were relatively easy to balance 

in all of the scenarios considered, but in the more general situation other matching methods, such as 
genetic matching, might be required to maximise covariate balance (Diamond and Sekhon 2013). The 

simulations did not address situations in which adequate balance on observed variables was simply 

not possible within the local area, even when more sophisticated matching algorithms are used. In 

these instances, it is likely that the data are not adequate to answer the causal questions being asked of 
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them (Rubin 2010), as was the conclusion in a recent study examining Virtual Wards (Lewis et al. 

2013). 

For simplicity, the simulations did not address the possibility of selecting multiple matched control 

areas for a single intervention area, as was the approach taken in the Birmingham OwnHealth study 
(Chapter 3). However, the existing literature about the relative performance of 1-1 versus 1-many 

matching in a single-level setting is informative (Austin 2010). It is reasonable to suppose that using 

multiple matched areas would reduce the variability of treatment effect estimates compared with 

strategies that use a single matched area, but that it would lead to higher levels of covariate imbalance, 

and so increase bias.  

The simulations assumed a single intervention area, but other strategies become available in more 

general settings. For example, Griswold and Localio (2010) fitted a single, multilevel propensity score 

model using individual-level data from several hospitals. This model aimed to reflect both area-level 

and individual-level decision-making and it was used within a one-step matching process. In these 
more general settings, it is possible to select a varying number of matched control areas for each 

intervention area, a strategy that has been shown to be effective at reducing bias in the single-level 

setting compared with using a fixed number of controls per intervention patient (Ming and 

Rosenbaum 2000). The implications of these strategies were not assessed in Chapter 4. 

In determining the approach to control area selection, investigators will need to consider factors such 

as spillover effects, differences in measurement between areas, and data availability. These were not 
the focus of this thesis. Although the simulation study found substantial variation in hospital 

admissions between areas of England that could not be accounted for by observed, individual-level 

variables, it did not set out to identify variables that could explain this phenomenon.  

The limitations of the case study are described in Chapter 3 and include the possibility of unobserved 

confounding and a single-variable approach to sensitivity analysis. 

8.4 Discussion of objectives relating to RCTs 

8.4.1 Applied case study - evaluation of telehealth 
The second case study concerned the Whole Systems Demonstrator (WSD) cluster randomised trial 

of telehealth compared with usual care (Chapter 5). As selection bias is a potential concern in non-

blinded cluster randomised trials, treatment effects were estimated after adjusting for differences in 
important prognostic variables between intervention and control groups, including differences in a 

predictive risk score. 

The study reported that telehealth was associated with lower emergency hospital admission rates than 

usual care over 12 months (incidence rate ratio 0.81, 0.65 to 1.00, p=0.046), as well as lower mortality 
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at 12 months (odds ratio 0.54, 0.39 to 0.75, p<0.001). Subsequent studies of data collected for this 

trial have found no impacts on rates of general practice contact (Bardsley, Steventon, and Doll 2013) 

or quality of life, anxiety or depressive symptoms (Cartwright et al. 2013), and telehealth was not 
cost-effective (Henderson et al. 2013). No clear subgroup effects were reported for the primary 

outcomes (Newman et al. 2014), though modest improvements in glycaemic control were detected 

among a subset of patients with diabetes (Steventon et al. 2014). Further studies are ongoing 

(Newman et al. 2014), for example regarding impacts on self-efficacy. 

More recent RCTs have reported that telehealth was associated with modest improvements in clinical 
metrics such as blood pressure (Stoddart et al. 2013). However, they have not replicated the lower 

rates of hospital use reported by WSD (Vuorinen et al. 2014; Pinnock et al. 2013). The U.S. Veterans 

Health Administration has reported an updated observational study of the effectiveness of its large 

telehealth deployment (Darkins et al. 2015, 2008), this time assessed against a matched control group. 
Like the previous study, the updated study reported that telehealth was associated with fewer hospital 

admissions than usual care. Compared to other studies including WSD, the telehealth service in the 

Veterans Health Administration was more tightly specified and was also targeted at different groups 

of patients, with a particular focus on people with mental health conditions. Updated systematic 
reviews are needed as, although several reviews have concluded that telehealth may reduce 

admissions (McLean et al. 2013), these have not reflected the most recent trials. 

Chapter 5 examined the potential limitations of the WSD study with respect to both internal and 

external validity. Tables of baseline differences appeared to confirm that randomisation produced 

similar treatment groups (i.e., estimates were internally valid under the intention-to-treat method 
applied), despite some differences in the median number of patients per cluster. Of greater concern 

were the patterns of emergency admissions for the control group, which were observed to increase 

shortly after their recruitment. The paper discussed three possible explanations for this increase. First, 

it could reflect the natural pattern of admissions for these patients. If this were the case, then 
generalisability would not have been compromised. Alternatively, the health care professionals who 

recruited patients into the trial might have identified unmet need during the recruitment process, 

resulting in additional health care being provided to control patients. This explanation assumes that 

health care professionals were content to use telehealth to manage any additional need identified 
within the intervention group. Finally, it is possible that some patients in the control group reacted to 

their treatment allocation in ways that meant they sought more care from emergency departments. 

This theory, if true, would imply that the trial had poor generalisability with respect to emergency 

department utilisation, as the comparison was not with ‘usual care’ as defined in the target 
population. Thus, the case study illustrated the need for an empirical approach to assess the 
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generalisability of RCTs. This is particularly important as the paper has been widely cited,71

8.4.2 Placebo tests and associated sensitivity analyses 

 and led to 

an initiative to increase the numbers of people receiving telehealth and similar assistive technologies 

in England to three million (Department of Health 2012), though this policy has since been revised. 

This thesis proposes an approach to assessing aspects of generalisability, based on using placebo tests 

to compare the outcomes of trial participants and non-participants receiving similar treatments, after 

adjusting for differences in their baseline characteristics. Ideally, investigators would be able to 

confirm that these adjusted outcomes are similar. In these instances, policymakers could have 
confidence that, first, the treatments were similar across settings and, second, important differences 

in the characteristics of patients had been identified (assuming multiple effects did not cancel out).  

The proposed approach to placebo tests has several important features. First, it recognises that 

generalisability relates not only to the characteristics of the research participants but also to the 

treatments themselves. This is particularly important when evaluating complex interventions because 
these interventions can interact with their context, as described in Chapter 1. Second, the placebo 

tests harness routinely collected data, meaning that they can be readily applied to RCTs that use these 

data to define their endpoints and eligibility criteria. Third, in the event that the placebo tests fail, 

sensitivity analyses are proposed to examine the consequences of potential causes of non-

generalisability. 

When placebo tests were applied to the WSD data (Chapter 6), the placebo tests passed or were close 
to passing for rates of general practice contacts, outpatient attendances and elective admissions. Thus, 

we can be confident that the RCT control group used these types of health care at a similar rate to 

matched non-participants. However, the RCT control group experienced more emergency hospital 

admissions and deaths than the matched non-participants, and the placebo test failed for these two 
endpoints. Although the estimate for either endpoint might have been biased due to unobserved 

confounding, these findings supported the theory that some patients in the control group reacted to 

their treatment allocation in ways that meant they sought more care from emergency departments. 

Regardless of the reason for the failure of the placebo tests for emergency admissions and mortality, 
the conclusion is the same: there was no evidence that the trial was generalisable with respect to these 

two endpoints.  

The sensitivity analysis for emergency admissions showed that, if one assumes that the placebo test 

failed due to differences in treatments between settings rather due to differences in patient 

characteristics, then telehealth was associated with a trend towards an increase rather than a reduction 

in emergency hospital admissions. 

                                                 
71 194 citations according to Google Scholar, as at  3 March 2015. 
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8.4.3 Contributions of this thesis for the analysis of RCTs 
The proposed placebo tests and sensitivity analyses build on previous work in this area. Many 

previous comparisons of estimated treatment effects between randomised and nonrandomised 
studies have aimed to establish whether the method used to address patient-level confounding in the 

nonrandomised study was reliable (LaLonde 1986; Dehejia and Wahba 2002). I have argued that this 

approach fails to recognise a crucial aspect of the treatment assignment mechanism, which concerns 

recruitment into the trial, rather than treatment allocation within routine practice. Also, existing 
comparisons have not often met the quality criteria that have been developed in this area (Cook, 

Shadish, and Wong 2008). For example, they have not standardised measurement across randomised 

and nonrandomised settings (LaLonde 1986). Indeed, a systematic review of comparisons between 

RCT and non-RCT patients (Gross et al. 2006) found that very few of these made any adjustment for 
differences in patient characteristics between the two settings. The use of placebo tests is therefore a 

particularly important innovation (Jones 2007). While another recent study proposed using placebo 

tests to assess generalisability (Hartman et al. 2015), these authors did not propose a strategy for 

estimating population treatment effects in settings where the placebo tests failed, whereas in this 

thesis I proposed combining placebo tests with sensitivity analysis. 

One of the contributions of this thesis is that it applies placebo tests to an RCT of a complex 

intervention that was delivered outside of hospital settings. The outcomes of participants in RCTs of 

these interventions have not often been compared to those of non-participants (Gross et al. 2006). A 

recent study in Austria compared outcomes for patients receiving disease management in a cluster 
randomised trial (n=649) with those of patients receiving similar programmes routinely (Nolte and 

Hinrichs 2012). Metabolic control was found to improve more quickly amongst trial participants than 

non-participants after adjusting for differences in patient-level characteristics, but the non-

participants were selected from other regions of Austria, and thus regional or provider characteristics 
might have confounded the results. Moreover, the comparisons were not formulated as placebo tests. 

In another study, parallel randomised and observational studies were undertaken of an intervention 

involving remote patient monitoring during nurse teleconferences (Pekmezaris et al. 2012). Both of 

the constituent studies reported no effect on hospital admissions, but the inclusion criteria were 
applied more strictly in the randomised than the observational study.  

The importance of placebo tests is underscored by a recent RCT of telehealth for patients with 

multiple morbidities (n=205) (Takahashi et al. 2012). This reported lower mortality rates among RCT 

control patients than non-participants, after standardising for a risk score based on administrative 
data (3.9% compared with 13% of patients over 12 months). The RCT controls also experienced 

lower mortality rates than telehealth patients (3.9% compared with 14.7%). Thus, although the 

Takahashi study reported a treatment effect for mortality that had the opposite sign to that from 
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WSD, similar concerns arose from both trials about the possibility that the reported treatment effects 

were due to unexpected patterns among trial control patients. 

8.4.4 Limitations 
The study in Chapter 6 only addressed only some aspects of generalisability, namely those related to 
the characteristics and treatments of the control group. The generalisability of the intervention 

regimen could have been addressed with very similar methods, but comparable data were not 

available on patients receiving telehealth in routine practice settings. Moreover, the method cannot 

determine whether the placebo tests failed due to differences in the treatments or differences in the 
baseline characteristics of participant and non-participant groups. However, both possibilities imply 

problems with the generalisability of the RCT.  

In the WSD trial, routinely collected data were used as the source of information on outcomes, and 

moreover the trial inclusion criteria were such that it was possible to identify eligible patients from 

within these data. However, this will not be the case for all trials, and thus placebo tests may require 
additional data collection in some instances or might not be feasible. For example, it would be 

challenging to apply placebo tests to the other RCT that was conducted as part of the WSD 

programme, which concerned the effect of remote, automatic and passive monitoring for people with 

social care needs ('telecare'). Although the primary endpoint of this trial also related to hospital 
admissions (Steventon et al. 2013a), it was not possible to establish the eligibility of potential 

comparison patients from within routinely collected data, as these data did not contain sufficient 

information on social care needs. Where resources are constrained, a question remains about the 

relative importance of collecting data to assess generalisability versus, for example, extending the trial 

follow-up period. 

In developing the placebo tests, we did not address difficulties associated with multiple endpoints. 
These difficulties are well illustrated by the WSD trial, for which the placebo tests passed for some 

endpoints but not others. We suggested that in future studies one could weight the alternative 

endpoints and apply the placebo tests to overall metrics such as those used in cost-effectiveness 

analyses (for example, to contrast net monetary benefits between the RCT and routine practice 
settings). Finally, we did not make extensive comparisons between alternative estimators for the 

placebo tests, or consider situations with missing endpoint data. 

8.5 Recommendations for policymaking and evaluation methods 
Health services around the world face a pressing need to improve the quality of care being delivered 

to people living with long-term health conditions, to improve outcomes for these people, and to 

reduce costs. One recent initiative in England is the Five Year Forward View, which emphasises the 

need for new models of care that "break down the barriers in how care is provided between family 
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doctors and hospitals, between physical and mental health, [and] between health and social care" 

(NHS England 2014).  

The methods developed in this thesis can improve the design and analysis of evaluations of complex 

interventions such as those proposed by the Five Year Forward View. However, it must be 
acknowledged that, in keeping with the literature, this thesis did not provide evidence to suggest that 

any of the interventions considered reduced hospital admissions (Purdy 2010; Dusheiko et al. 2011). 

Unfortunately, little information is available to understand the reasons for the failure of many 

interventions to reduce admissions. Possible explanations include: the interventions were targeted at 
patients unlikely to benefit from them; there were problems with the implementation such that 

fidelity to the original intervention design was lost; the hypothecated mechanisms for the effect were 

incorrect; or the contexts in which the interventions operated were not conducive to the changes 

being proposed.  

Chapter 7 argued that, for progress to be made in improving out-of-hospital health care for people 
with long-term conditions, the evaluation methods themselves need to change to provide information 

that is more closely tailored to the decisions that must be made by policymakers, practitioners and 

patients. Evaluations must also be more focussed on how patients interact with the services and 

acknowledge that services are not fully effective from day one and work in a different way depending 
on the local context. Moreover, in rolling out the intervention, it is useful to support learning and 

improvement and continue to evaluate the changing nature of the intervention. These observations 

motivate some avenues for future research that build on the contributions made by this thesis. 

8.6 Future research 
This thesis did not seek to determine whether randomised or observational methods are more 

appropriate for evaluating complex interventions. Although the debate about the relative advantages 

of these methods will continue, in some ways it is a false dichotomy. Indeed, this thesis has 

demonstrated a way to combine observational and randomised methods with placebo tests, which 
preserve the benefits of randomisation while also testing some of the assumptions required for 

generalisability. Because both observational and randomised studies are needed, efforts should be 

placed on maximising the validity of both. The following sections briefly outline some research 

agendas that could be pursued. 

8.6.1 The sufficiency condition for the internal validity of observational studies 
Both theoretical (Rosenbaum and Rubin 1983; Drake 1993) and empirical work (Shadish, Clark, and 

Steiner 2008) has showed that observational studies can yield unbiased estimates of treatment effects 

if the assumptions underlying their analytical methods are met. This thesis focussed on methods to 

reduce the likelihood of bias from unobserved confounding by means of careful selection of the 
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control population. However, the question remains about whether routinely collected data are 

adequate to answer the questions being asked of them (Rubin 2010). Several strands of research 

could be explored, relating to the treatment assignment mechanism, the data sets, control by 

systematic variation, and sensitivity analyses. 

8.6.1.1 Understanding the treatment assignment mechanism 

Rubin's conceptual framework for dealing with confounding in observational studies rests on 

understanding the treatment assignment mechanism (Chapter 2). The theory underlying many 

methods from causal inference treats this mechanism as being knowable (Rosenbaum and Rubin 
1983), but for complex interventions it is a product of a dynamic and unpredictable system, and so 

may be unknowable. The approach to placebo tests in Chapter 6 followed best practice for 

observational comparisons, and variable selection was informed by a qualitative study about the 

reasons given by patients for declining to participate in the RCT (Sanders et al. 2012). However, there 
was still the problem about how well the themes emerging from the qualitative study could be 

mapped onto the routine data sets, and moreover the qualitative study only reflected part of the 

treatment assignment mechanism, and not the full complexity of how patients, clinicians and others 

interact with each other over time. An alternative approach that may be more successful at reducing 
bias within observational studies of complex interventions focuses on modelling the relationships 

between patient characteristics and outcome, for example using the prognostic score (Hansen 2008a). 

However, experience suggests that some outcomes can be predicted with greater accuracy using 

routinely collected data than others.  

When placebo tests were applied to the WSD trial in Chapter 6, they failed for mortality in ways that 
could not easily be explained by differences in treatments, suggesting that unobserved confounding 

was responsible. Furthermore, some observational studies have reported unexpected differences 

between the mortality rates of patients receiving complex interventions and those of matched 

controls (Steventon et al. 2012b; Steventon, Bardsley, and Mays 2014; Roland et al. 2012). It is true 
that unexpected mortality differences have also been detected in RCTs of complex interventions 

(Alkema et al. 2007; Takahashi et al. 2012), and they were not present in the observational study of 

Birmingham OwnHealth presented in Chapter 3. Nevertheless, it is a plausible hypothesis that 

unobserved confounding is more likely to occur when routine data sets are used to study health 
outcomes such as mortality than when they are used to study the utilisation of hospital care. Indeed, 

health is influenced by many more factors than clinicians can realistically take into account when 

deciding whether to admit patients (Marmot and Wilkinson 2009), suggesting that there are more 

potential confounders of mortality than admissions. Although reasonably accurate prognostic models 
have been built for hospital admissions and readmissions (Billings et al. 2006; Tan et al. 2013), models 

for mortality have tended to focus on immediate post-operative mortality, rather than mortality over, 
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say, a 12 month period for people with long-term conditions (Aylin, Bottle, and Majeed 2007; 

Burroughs et al. 2006). Further work is warranted to investigate which outcomes can be predicted 

most accurately from routinely collected data. Moreover, the performance of prognostic score 
matching for these outcomes could be compared with that of propensity score matching in terms of 

the bias and statistical precision of the resulting treatment effects. 

8.6.1.2 The value and accuracy of different types of routine data 

A distinction can be made between routine data that are generated during the delivery of care (such as 

the electronic medical record) and those produced by the administrative systems of health care 
organisations (Aylin, Bottle, and Majeed 2007). One study found that propensity score matching 

using administrative variables was not sufficient to balance additional variables available from clinical 

data (Austin et al. 2005). Further work is needed to assess whether this finding holds true in the more 

general setting, since it has implications for the value of these alternative data sets in observational 
studies. Moreover, studies could attempt data linkage across sectors or could harness the growing 

amount of routine data that is patient, rather than clinically, generated (Nelson et al. 2015).  

There is also the long-standing question about the accuracy and relevance of routine data (Roos et al. 

1993; Spencer and Davies 2012). One area where progress could be easily made is in comparing the 

accuracy of self-reported and administrative data on the use of services. Several existing comparisons 
are now quite out-of-date (Wallihan, Stump, and Callahan 1999; Bellón et al. 2000) and did not 

address social care. I am currently working on a comparison between the routine and survey data 

collected for the WSD trials. If data from a third source were available, then latent class modelling 

could be used to estimate the accuracy of data from each source (Dendukuri et al. 2005). 

8.6.1.3 Extending control by systematic variation 

Another strategy that could be explored exploits the large size of routine data sets to generalise 
Campbell’s 'control by systematic variation' (Campbell 1969). Indeed, Chapter 4 suggests a potential 

diagnostic criterion for unobserved confounding, namely the degree to which treatment effects vary 

over many alternative control populations after adjustment for both individual-level and area-level 

variables. The application of this diagnostic in the current setting may, however, require better 
measurement of the reasons for area-level variation in outcomes than currently exists (Fisher, 

Goodman, and Chandra 2008).  

8.6.1.4 Extending simulation methods for assessing the potential impact of unobserved confounding 

The sensitivity analysis developed for the Birmingham OwnHealth study (Chapter 3) assessed the 

robustness of the evaluation findings to unobserved confounding. Important aspects of the approach 
include: simulating hypothetical unobserved confounders with varying levels of association with the 

treatment assignment and outcome; assessing the strength of association required to overturn the 
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headline evaluation findings; and assessing whether these associations are likely to have occurred, 

based on the existing literature. My work developed a method from previous applied work (Higashi 

et al. 2005) but Jennifer Hill and colleagues have since proposed a more general approach to these 
sensitivity analyses, which I have applied in a subsequent telehealth study using data from North 

Yorkshire (both articles are currently under peer review). Potential extensions of Hill and colleagues' 

method would address binary endpoints or multiple confounders. 

8.6.2 Use and development of placebo tests 
Following recent developments in the literature about assessing the generalisability of RCTs (Cole 
and Stuart 2010; Hartman et al. 2015), there is now the opportunity to apply placebo tests to more 

examples, which may raise further challenges for the methods. Placebo tests may be particularly 

applicable to pragmatic RCTs that are embedded within routine data sets. These include randomised-

registry trials (Lauer and D’Agostino 2013), such as the recent Thrombus Aspiration in ST-Elevation 
Myocardial Infarction (TASTE) trial in Scandinavia (Fröbert et al. 2013; Lagerqvist et al. 2014). This 

used national health registry data to assess the long-term mortality outcomes of both RCT 

participants and non-participants, but did not assess the implications of differences in the baseline 

characteristics of these groups within placebo tests. Another category of trials that might be well 
suited to placebo tests is the point-of-care RCT, as described by Van Staa and colleagues. Here, the 

electronic medical record in primary care is used to alert doctors of a patient's eligibility for the trial 

during the course of a regular consultation, to record treatment decisions, and to obtain information 

about outcomes (van Staa et al. 2012). The approach was piloted in the Randomised Evaluations of 
Accepted Choices in Treatment (REACT) trials for statins and antibiotic treatments (van Staa et al. 

2014), but the authors reported problems obtaining research governance approvals and that clinicians 

chose to apply the method to those patients who did not have an acute illness. Nevertheless, 

investigators from this and similar trials have been optimistic about the long-term applicability of the 
method (Mosis et al. 2006; D’Avolio et al. 2012). In general, placebo tests may be appropriate in 

comprehensive cohort studies, in which patients who do not consent to randomisation are 

nevertheless followed up, either using routinely collected data or primary data collection (Olschewski, 

Schumacher, and Davis 1992; Brewin and Bradley 1989). 

More routine use of placebo tests would build up valuable evidence about the empirical 
generalisability of RCTs of complex interventions, and enable more precise meta-epidemiological 

assessment of the effect of alternative aspects of trial design on the level of generalisability achieved. 

The WSD studies presented in Chapters 5 and 6 suggest that it is important to understand the effects 

on outcomes of the information provided to patients during the recruitment stage of an RCT, and 

likewise the effects of patient preferences for the intervention versus control (Zelen 1990).  
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Many of the outstanding questions about placebo tests (see Section 8.4.4) concern the relative merits 

of alternative estimation approaches (e.g., time series versus generalised linear modelling). The relative 

merits will differ by context and it would be useful to consider them. In situations in which the new 
treatment of interest is offered routinely as well as within an RCT, then it is possible to compare the 

outcomes of treated patients between settings. This is the approach that Hartman and colleagues 

took for pulmonary artery catheterisation (Hartman et al. 2015), and could be taken for telehealth 

now that the technology is being introduced more widely in England. 

8.6.3 Specifying and testing the logic model 
Frangakis pointed out the importance of understanding the mechanism by which interventions are 

believed to have an effect when assessing the generalisability of evidence from RCTs (Frangakis 

2009). Although his argument applies to any mediator of the treatment effect, he illustrated the issues 

using the example of non-compliance, and divided both RCT and routine practice populations into 
principal strata (i.e., into 'never-takers', 'always-takers', and 'compliers') (Frangakis and Rubin 2002). 

He showed that the predicted outcomes for people allocated to the treatment in routine practice will 

in general be biased if the analysis does not reflect differences in the distribution of principal strata 

between settings (Frangakis 2009). 

Chapter 1 highlighted more general reasons why attention should be given to the mechanism by 
which interventions are believed to have their effect. That discussion focussed on telehealth, and 

identified several theories from the peer-reviewed literature about why this kind of intervention might 

reduce hospital admissions, for example by improving self-management skills, improving drug 

titration, or facilitating coordination between care teams. In other words, to borrow language from 
the quality improvement literature, there are various 'content theories' for telehealth (Parry et al. 

2013).72

                                                 
72 Content theory is  the rationale for how any improvement in the process measures that is associated with 
applying the new model of care wil l lead to improvements in patient outcomes. The other part of a logic model 
is the 'execution theory', i.e., how the improvement in process measures will be obtained. 

 Also, certain approaches to telehealth may be more effective for some patients than others. 

As evidence is limited about which of these mechanisms is most likely to be realised and for which 

patients, ideally evaluations would accumulate evidence to inform future choices about the design of 
interventions and patient selection (potentially within the formative evaluation framework described 

below). In the case of WSD, some intermediate outcomes were tested (Steventon et al. 2014), but the 

relationships between these and the primary endpoint of hospital admission were not assessed. 

Methods exist from both the causal inference and the social sciences literatures to estimate direct and 
indirect effects of a treatment in the presence of a single mediator (De Stavola et al. 2015) or a small 

number of mediators (Daniel et al. 2014). These methods could be applied to test whether the 

content theory behind telehealth interventions is being realised in practice (Trief et al. 2009).  
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A promising strand of research considers the extent to which the medical information collected from 

telehealth systems can predict events such as hospital admissions (Hamad, Crooks, and Morice 2015). 

This is important because the logic model of all telemonitoring interventions assumes that the data 
collected have predictive power. Previously, case-control methods have been used to compare 

telemonitored data between hospitalised and non-hospitalised patients with heart failure (Chaudhry et 

al. 2007b), and I am currently collaborating on an application of these methods to a recent RCT 

(Chaudhry et al. 2010). Research is also needed to examine the role of context in mediating treatment 

effects (Bate et al. 2014). 

8.6.4 Formative evaluation 
The case studies in this thesis did not report convincing evidence that the desired reductions in 

hospital admissions were achieved. This is in line with many other studies in this area (Purdy 2010). 

One possibility is that complex interventions, with their many elements, require a substantial degree 
of refinement before they become effective. Therefore, an evaluation model that provides real-time 

data to enable learning and improvement might have value alongside evaluations that are done as a 

‘one off’ exercise. A potential advantage of working with routinely collected data is that regular 

refreshes of the data can be made available for research, provided the information infrastructure 
allows this. Therefore, many of the methods discussed in this thesis could be extended to allow for 

the ongoing monitoring of effectiveness. If updated estimates were made available to those people 

delivering the interventions, then the approach could be described as 'theory-driven, formative' 

evaluation rather than 'summative' evaluation (Scriven 1966).  

Some of the issues that need to be addressed in developing formative evaluation approaches relate to 
the correspondence between the research questions and the decisions that must be made by people 

developing health care services. For example, the case studies in this thesis addressed questions about 

'did it work?' but answering these questions provides limited insight into whether decision makers 

should, for example, refine the selection of patients, improve implementation to increase fidelity to 
the original intervention design, alter aspects of the design of the intervention, change the context in 

which the intervention operates, or stop altogether. Moreover, the degree of belief required for each 

of these actions might vary depending on whether the intervention is at its early, developmental stage 

or at its later, scale-up stage (Patton 2011). The multi-phase approach to evaluation described by the 
Medical Research Council does not fully capture these complexities, for example because it does not 

assess the role that context can play in determining effectiveness (Craig et al. 2008).  

Hargreaves outlined three approaches to rapid evaluation, namely quality improvement, rapid-cycle 

evaluation, and systems change evaluation (Hargreaves 2014). The Center for Medicare and Medicaid 

Innovation applied rapid-cycle evaluation methods to its Accountable Care Organisation programme, 

largely by repeating matched control analyses at regular intervals within the context of a network that 
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facilitated learning between similar sites (Shrank 2013). This analytical approach does not reflect the 

multifaceted nature of decision making as described above. Enhancements may be possible by 

drawing on developments in other fields. For example, the literature on adaptive trial designs 
provides approaches to inform changes to rates of patient recruitment (Mehta 2013), while some 

methodological developments for multi-arm trials may be adapted to allow for the multiplicity of 

health care services offered within a geographic area (Parmar, Carpenter, and Sydes 2014). Decision-

theoretic approaches might be helpful to inform decision makers about the trade-offs that they must 
make (Forster and Pertile 2013), while Bayesian methods (Spiegelhalter et al. 1999) could incorporate 

prior beliefs from the literature and expert opinion. These methods do not seem to have been widely 

applied in the evaluation of complex interventions, but could be explored. Regardless of whether 

these methods are applied within RCTs or observational studies, the focus should be on reducing the 
gap between the nature and quality of the information provided by the study and the information 

likely to be most useful to those people who are making decisions about health care services (Patton 

2008). It was not an aim of this thesis to develop methods for formative evaluation, but some of the 

contributions made by this thesis, for example the development of methods to increase the validity of 

causal estimates from routinely collected data, will facilitate future work in this area.  

8.7 Conclusions 
By examining complex interventions, this thesis identified particular challenges to evaluation methods 
that have not been well addressed elsewhere, namely the selection of control areas in observational 

studies and the assessment of the generalisability of treatments delivered in RCTs. This thesis 

extended methods for both observational studies and randomised controlled trials, and has 

applications to evaluations in health services research and beyond.  

Based on the case studies examined in this thesis and the wider literature, it seems that many complex 
interventions are failing to achieve the anticipated reductions in emergency hospital admissions for 

people with long-term health conditions. This may be because the interventions were targeted at 

patients unlikely to benefit; the hypothecated mechanisms for effect were incorrect; there were 

problems with implementation; or the contexts in which the interventions operated were not 
conducive to the changes being proposed. In order to provide robust evaluations of complex 

interventions that can help policymakers allocate resources to maximise population health within 

constrained budgets, further development of evaluation methods is therefore necessary. 
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Appendix: R code for simulations 
 

library('MASS') 

library('Matching') 

library('lme4') 

  

 

############################################ 

##### constants 

############################################ 

 

# number of simulations 

NSIM = 20000 

 

# number of control areas (i.e., excluding intervention area) 

NAREA = 49 

 

# number of people in each area 

NPOP = 1000 

 

# number of iterations to perform to produce target saturation (set to a high number) 

NSAT = 1000000 
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############################################ 

###### run code for the various sensitivity analyses considered in the paper 

############################################ 

 

# compile all the functions below before running these! 

main(N_run = 0.1, a2_run = 0.3) 

main(N_run = 0.3, a2_run = 0.3) 

main(N_run = 0.5, a2_run = 0.3) 

 

main(N_run = 0.1, a2_run = 0.1) 

main(N_run = 0.3, a2_run = 0.1) 

main(N_run = 0.5, a2_run = 0.1) 

 

main(N_run = 0.1, a2_run = 0.2) 

main(N_run = 0.3, a2_run = 0.2) 

main(N_run = 0.5, a2_run = 0.2) 

 

 

########################################### 

#### functions follow below 

########################################### 

 

# this is the main function that outputs arrays of balance statistics and estimated treatment effects 
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main <- function(N_run, a2_run) { 

 

 

 ############################################ 

 ##### set assumptions 

 ############################################ 

  

 # set mean of area-level variables  

 

 amean <- c(0,0,0) 

 

 # set covariance matrix of x1,1 and x2,1 

 

 icov <- diag(2) 

 icov[1,2] <- 0.2 

 icov[2,1] <- 0.2 

 

 # set propensity score coefficients 

 

 a <- c(-1.7, 0.5, a2_run) 

 

 # set target saturation 

 

 N <- N_run 
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 ############################################ 

 ##### calibrate propensity score 

 ############################################ 

  

 # function returns saturation for given covariate 

 

 find_sat <- function(x) { 

  

  avar_m1 <- c(1,1,1) 

  ivar_m1 <- mvrnorm(n=NSAT, mu=c(1, avar_m1[2]), Sigma=icov) 

  

  p_m1 <- x + a[2]*ivar_m1[,1] + a[3]*ivar_m1[,2] 

    p_m1 <- exp(p_m1) / (1+exp(p_m1)) 

 

  tr_m1 <- rbinom(NSAT, 1, p_m1) 

 

  mean(tr_m1)-N 

 

 } 

 

 # use R optimisation routine to find the covariate value that produces target saturation in 

expectation 



232 
 
 

 

 opt <- uniroot(find_sat, c(-10,10)) 

 a[1] <- opt$root 

 

 

 ############################################ 

 ##### conduct simulations 

 ############################################ 

 

 # this will contain estimated treatment effects 

 

 r_c <- NULL 

  

 # this will contain balance statistics (standardised differences) 

   

 b_c <- NULL 

  

 # loop through iterations of the data generating process 

 

 for(i in 1:NSIM) { 

 

 

 

  ############################################ 
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  ##### obtain matched data from all strategies 

  ############################################  

  

  m <- getpairs(i, a, amean, icov) 

 

  # get number of matched intervention patients 

 

  n_matched <- sum(1*(m$tr==1)*(m$meth=="Method 1")) 

 

  # get balance statistics (standardised differences) under each strategy 

 

  b1 <- MatchBalance(tr~x1+x2, data = subset(m,m$meth=="Method 1"), ks = 

FALSE, nboots = 0, print.level = 0) 

  b2 <- MatchBalance(tr~x1+x2, data = subset(m,m$meth=="Method 2"), ks = 

FALSE, nboots = 0, print.level = 0) 

  b3 <- MatchBalance(tr~x1+x2, data = subset(m,m$meth=="Method 3"), ks = 

FALSE, nboots = 0, print.level = 0) 

  b4 <- MatchBalance(tr~x1+x2, data = subset(m,m$meth=="Method 4"), ks = 

FALSE, nboots = 0, print.level = 0) 

 

  # sort these out into a tidy array and add to b_c 

 

  compile <- function(df,meth) { 

   var <- c("x1", "x2") 

   sdiff <- c(df$BeforeMatching[[1]]$sdiff, df$BeforeMatching[[2]]$sdiff) 
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   meanTr <- 

c(df$BeforeMatching[[1]]$mean.Tr,df$BeforeMatching[[2]]$mean.Tr) 

   meanCo <- c(df$BeforeMatching[[1]]$mean.Co, 

df$BeforeMatching[[2]]$mean.Co) 

   varTr <- c(df$BeforeMatching[[1]]$var.Tr, df$BeforeMatching[[2]]$var.Tr) 

   varCo <- c(df$BeforeMatching[[1]]$var.Co, df$BeforeMatching[[2]]$var.Co) 

       data.frame(var, sdiff, meanTr, meanCo, varTr, varCo, factor(meth), 

n_matched) 

  } 

  

  b <- rbind(compile(b1, "Method 1"), compile(b2, "Method 2"), compile(b3, 

"Method 3"), compile(b4, "Method 4")) 

  b$sim <- i 

 

  b_c <- rbind(b_c,b) 

  

  

  ############################################ 

  ##### get estimated treatment effects under each scenario (for both binary and 

normally-distributed outcome) 

  ############################################ 

 

  r1 <- getresponse( 

   m=m, 

   b0 = 1.7,  

   b1 = 0.3,  
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   b2 = 0.15,  

   b3 = 0.01,  

   b4 = 0.05,  

   b5 = 0.06,  

   delta = 0,  

   scen = "Base case",  

   i=i) 

 

  r2 <- getresponse( 

   m=m, 

   b0 = 1.7,  

   b1 = 0.3,  

   b2 = 0,  

   b3 = 0,  

   b4 = 0,  

   b5 = 0,  

   delta = 0,  

   scen = "Simple confounding",  

   i=i) 

    

  r3 <- getresponse( 

   m=m, 

   b0 = 1.7,  

   b1 = 0.3,  
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   b2 = 0.15,  

   b3 = 0,  

   b4 = 0,  

   b5 = 0,  

   delta = 0,  

   scen = "No area-level variation",  

   i=i) 

 

  r4 <- getresponse( 

   m=m, 

   b0 = 1.7,  

   b1 = 0.3,  

   b2 = 0.15,  

   b3 = 0.01,  

   b4 = 0.05,  

   b5 = 0,  

   delta = 0,  

   scen = "No unexplained area-level variation",  

   i=i) 

 

  r5 <- getresponse( 

   m=m, 

   b0 = 1.7,  

   b1 = 0.3,  
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   b2 = 0.15,  

   b3 = 0.01,  

   b4 = 0.05,  

   b5 = 0.3,  

   delta = 0,  

   scen = "High unexplained area-level variation",  

   i=i)    

       

  # combine estimated treatment effects from all scenarios 

    

  r <- rbind(r1, r2, r3, r4, r5) 

  

  r_c <- rbind(r_c, r) 

 

 

 } 

 

 

 ############################################ 

 # save output files  

 ############################################ 

   

 desc <- paste("N(",N,") ", "a2(", a[3], ")", 

  sep = "") 
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 path <- "C:/" # update path for output files as appropriate 

 

 filename_r <- paste(path,"Response ", desc, ".csv", sep="") 

 filename_b <- paste(path,"Balance ", desc, ".csv", sep="") 

 filename_mor <- paste(path,"MOR ", desc, ".csv", sep="") 

 

 write.csv(r_c, filename_r) 

 write.csv(b_c, filename_b) 

 write.csv(estmor_c, filename_mor) 

 

 

  

} 

 

 

 

############################################ 

##### this function simulates outcome data and returns estimated treatment effects 

############################################ 

 

getresponse <- function(m, b0, b1, b2, b3, b4, b5, delta, scen, i) { 
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 ############################################ 

 ##### first assume binary outcome 

 ############################################ 

 

 # simulate outcomes with actual treatment assignment 

 # note that, in the notation of the paper, b1-b5 are b1,1, b2,1, b1,2, b2,2, and b3,2, 

respectively 

 

 logit <- b0 + b1*m$x1 + b2*m$x2 + b3*m$x3 + b4*m$x4 + b5*m$x5 + delta*m$tr 

 logit <- exp(logit) / (1+exp(logit)) 

 

 n <- nrow(m) 

 y <- rbinom(n, 1, logit) 

  

 # estimate treatment effects (using difference-in-means estimator) 

 

 eff_m1 <- mean(y[m$meth=="Method 1" & m$tr ==1]) - mean(y[m$meth=="Method 1" 

& m$tr ==0]) 

 eff_m2 <- mean(y[m$meth=="Method 2" & m$tr ==1]) - mean(y[m$meth=="Method 2" 

& m$tr ==0]) 

 eff_m3 <- mean(y[m$meth=="Method 3" & m$tr ==1]) - mean(y[m$meth=="Method 3" 

& m$tr ==0]) 

 eff_m4 <- mean(y[m$meth=="Method 4" & m$tr ==1]) - mean(y[m$meth=="Method 4" 

& m$tr ==0]) 

 

 meth <- c("Method 1", "Method 2", "Method 3", "Method 4")  
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 eff <- c(eff_m1, eff_m2, eff_m3, eff_m4) 

  

  

 ############################################ 

 ##### then with normally-distributed outcome 

 ############################################ 

 

 # simulate outcomes with actual treatment assignment 

  

 linear <- b0 + b1*m$x1 + b2*m$x2 + b3*m$x3 + b4*m$x4 + b5*m$x5 + delta*m$tr 

 

 n <- nrow(m) 

 y <- rnorm(n, linear, sd = 0.5) 

  

 # estimate treatment effects (using difference-in-means estimator) 

 

 eff_m1 <- mean(y[m$meth=="Method 1" & m$tr ==1]) - mean(y[m$meth=="Method 1" 

& m$tr ==0]) 

 eff_m2 <- mean(y[m$meth=="Method 2" & m$tr ==1]) - mean(y[m$meth=="Method 2" 

& m$tr ==0]) 

 eff_m3 <- mean(y[m$meth=="Method 3" & m$tr ==1]) - mean(y[m$meth=="Method 3" 

& m$tr ==0]) 

 eff_m4 <- mean(y[m$meth=="Method 4" & m$tr ==1]) - mean(y[m$meth=="Method 4" 

& m$tr ==0]) 
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 meth <- c("Method 1", "Method 2", "Method 3", "Method 4")  

 eff_norm <- c(eff_m1, eff_m2, eff_m3, eff_m4) 

  

  

 ############################################ 

 ##### finally return estimated treatment effects to main loop 

 ############################################ 

  

 data.frame( 

  meth = c(meth, meth),  

  type = c(rep("Binary",4), rep("Normal",4)), 

  eff = c(eff, eff_norm),  

  scen = scen,  

  sim = i) 

 

} 

 

 

 

############################################ 

##### this function produces matched pairs from all strategies 

############################################  

 

getpairs <- function(i, a, amean, icov) { 
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 # generate area-level variables (x1,2-x3,2) 

 # (assumed independent) 

 

 avar <- mvrnorm(n=NAREA, mu=amean, Sigma=diag(3)) 

 

 # select matched control area by minimizing Euclidean distance from the intervention area 

 # note values for intervention area are hardcoded as 1 

 

 t <- (avar-1)*(avar-1) 

 euclid <- t[,1] + t[,2] 

 match <- which(euclid == min(euclid)) 

 

 # select random control area 

 

 area.random <- ceiling(runif(1, 0, NAREA-0.00001)) 

 

 # compile area-level covariates for each strategy 

 # strategy 4 (national controls) is dealt with below 

 

 avar_m1 <- c(1,1,1)    # strategy 1 (local controls) 

 avar_m2 <- avar[area.random,]   # strategy 2 (random area) 

 avar_m3 <- avar[match,]   # strategy 3 (matched area) 



243 
 
 

  

 # generate individual-level covariates for all individuals in intervention area 

 

 ivar_m1 <- mvrnorm(n=NPOP, mu=c(1, avar_m1[2]), Sigma=icov) 

 

 # slightly more difficult for other three methods as we need to do all areas 

 

 ivar <- array(0, dim=c(NAREA,NPOP,2)) 

 for(j in 1:NAREA) { 

  ivar[j,,] <- mvrnorm(n=NPOP, mu=c(1, avar[j,2]), Sigma=icov) 

 } 

 

 ivar_m2 <- ivar[area.random,,]      # strategy 2 

(random area) 

 ivar_m3 <- ivar[match,,]       # strategy 3 

(matched area) 

 ivar_m4 <- cbind(c(ivar[,,1]), c(ivar[,,2]))  # strategy 4 (national) 

 

 # generate true propensity score 

 

 p_m1 <- a[1] + a[2]*ivar_m1[,1] + a[3]*ivar_m1[,2] 

   p_m1 <- exp(p_m1) / (1+exp(p_m1)) 

 

 # these arrays will hold treatment assignments 

 



244 
 
 

 ab <- NPOP*NAREA 

 tr_m1 <- rbinom(NPOP, 1, p_m1) 

 tr_m2 <- rep(0,NPOP) 

 tr_m3 <- rep(0,NPOP) 

 tr_m4 <- rep(0,ab) 

 

 # tidy up data by putting it into data frames (not strictly necessary) 

 # this is slightly more difficult for method 4 (national), as area-level covariates are not 

constant  

  

 data_m1 <- data.frame(tr = tr_m1, x1 = ivar_m1[,1], x2 = ivar_m1[,2], x3 = avar_m1[1], x4 

= avar_m1[2], x5 = avar_m1[3]) 

 data_m2 <- data.frame(tr = tr_m2, x1 = ivar_m2[,1], x2 = ivar_m2[,2], x3 = avar_m2[1], x4 

= avar_m2[2], x5 = avar_m2[3]) 

 data_m3 <- data.frame(tr = tr_m3, x1 = ivar_m3[,1], x2 = ivar_m3[,2], x3 = avar_m3[1], x4 

= avar_m3[2], x5 = avar_m3[3]) 

 

 data_m4 <- data.frame( 

  tr = tr_m4,  

  x1 = ivar_m4[,1],  

  x2 = ivar_m4[,2],  

  x3 = avar[ceiling((1:(NPOP*NAREA))/NPOP),1], 

  x4 = avar[ceiling((1:(NPOP*NAREA))/NPOP),2], 

  x5 = avar[ceiling((1:(NPOP*NAREA))/NPOP),3] 

 ) 
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 # fit empirical propensity score to data from intervention area, then apply coefficients to 

other areas  

 

 fm <- glm(tr~x1, data = data_m1, family=binomial(link="logit")) 

 

 data_m1$p_est <- fm$coeff[1] + fm$coeff[2] * data_m1$x1 

 data_m2$p_est <- fm$coeff[1] + fm$coeff[2] * data_m2$x1 

 data_m3$p_est <- fm$coeff[1] + fm$coeff[2] * data_m3$x1 

 data_m4$p_est <- fm$coeff[1] + fm$coeff[2] * data_m4$x1 

 

 data_m1$p_est <- exp(data_m1$p_est) / (1+exp(data_m1$p_est)) 

 data_m2$p_est <- exp(data_m2$p_est) / (1+exp(data_m2$p_est)) 

 data_m3$p_est <- exp(data_m3$p_est) / (1+exp(data_m3$p_est)) 

 data_m4$p_est <- exp(data_m4$p_est) / (1+exp(data_m4$p_est)) 

 

 ############################################ 

 # now we will form matched pairs 

 ############################################ 

 

 # select cases from intervention area 

 

 cases <- subset(data_m1,data_m1$tr==1) 
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 # append cases to data frames for the three external strategies 

  

 data_m2_app <- rbind(data_m2,cases) 

 data_m3_app <- rbind(data_m3,cases) 

 data_m4_app <- rbind(data_m4,cases) 

 

 # do matching on 1-1 basis with replacement 

 

 m1 <- Match(Tr=data_m1$tr, X=data_m1$p_est, M=1, estimand = "ATT", replace = 

TRUE, ties = FALSE) 

 m2 <- Match(Tr=data_m2_app$tr, X=data_m2_app$p_est, M=1, estimand = "ATT", 

replace = TRUE, ties = FALSE) 

 m3 <- Match(Tr=data_m3_app$tr, X=data_m3_app$p_est, M=1, estimand = "ATT", 

replace = TRUE, ties = FALSE) 

 m4 <- Match(Tr=data_m4_app$tr, X=data_m4_app$p_est, M=1, estimand = "ATT", 

replace = TRUE, ties = FALSE) 

 

 # compile matched data sets under each strategy 

 

 match_m1 <- data_m1[c(m1$index.treated, m1$index.control),] 

 match_m2 <- data_m2_app[c(m2$index.treated, m2$index.control),] 

 match_m3 <- data_m3_app[c(m3$index.treated, m3$index.control),] 

 match_m4 <- data_m4_app[c(m4$index.treated, m4$index.control),] 

  

 # add pair ID 
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 match_m1$pair <- rep(1:length(m1$index.treated),2) 

 match_m2$pair <- rep(1:length(m2$index.treated),2) 

 match_m3$pair <- rep(1:length(m3$index.treated),2) 

 match_m4$pair <- rep(1:length(m4$index.treated),2) 

   

 # produce combined data set of matched data from all strategies 

 

 match_m1$meth <- factor("Method 1") 

 match_m2$meth <- factor("Method 2") 

 match_m3$meth <- factor("Method 3") 

 match_m4$meth <- factor("Method 4") 

 

 match_all <- rbind(match_m1, match_m2, match_m3, match_m4) 

 match_all$sim <-i 

 

 # return combined data set to main loop 

 

 match_all 

  

}  
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