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Abstract. The impact that cyber issues might have on thetyahd resilience
of railway systems has been studied for more thanykears by industry spe-
cialists and government agencies. This talk pressorme of the work done by
Adelard in this area, ranging from an analysisat&ptial vulnerabilities in the
ERTMS specifications through to a high-level cybersity risk assessment of
a national ERTMS implementation and detailed anslygparticular ERTMS
systems on behalf of the GB rail industry. The footihe paper is on our
overall methodology for security-informed safetyldrazard analysis. Lessons
learned will be presented but of course our detaisults remain proprietary
or sensitive and cannot be published.
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1 I ntroduction

The European Railway Traffic Management System (ERYis a ma-
jor industrial project that aims at replacing thany different national
train control and command systems in Europe witaadardised sys-
tem. In Great Britain, Network Rail are preparingritroduce ERTMS
as part of the upgrade of the signalling and comoations systems
running on Britain’s rail infrastructure. This upgie has the potential
to increase the risk of an electronic attack orr#lilenfrastructure, as it
brings more systems under centralised control. Gorent and rail-
way stakeholders identified a need to understaadécurity implica-
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tions of the new technology more than five years agd there have
been a number of studies by industry specialisisgawvernment agen-
cies of the impact that cyber issues might havthersafety and resil-
ience of railway systems.

This paper presents some of the work done by Adetfethis area,
ranging from an analysis of potential vulneratgktin the ERTMS
specifications [1] through to a high-level cybecwaty risk assessment
of a national ERTMS implementation and detailedsis of particu-
lar ERTMS systems on behalf of the GB rail indusiiye focus of the
paper is on our overall methodology for securitipimed safety and
hazard analysis. Lessons learned will be presdntedf course our
detailed results remain proprietary or sensitive @nnot be published.

2 Railway security requirements

Traditionally, computer security deals with thre@sonfidentiality,
integrity, and availability, but here we are comsat with train move-
ments rather than information, so our primary com@g integrity, then
availability, and finally confidentiality. Loss afitegrity could result in
accidents or collisions, whereas loss of availgbiliould bring the
railway system to a halt. Loss of confidentialgyléss of an immediate
threat, but might result in the leak of sensitipe@tional information.
Reliability is also important, since an unreliatyin service will result
in a loss of public confidence in the railway opers.

Thus, the hazards or potential failures or undbirautcomes to be
avoided are:

* a collision involving multiple trains;

* an accident such as derailment involving a singlient

» widespread disruption of train service over a largs,;

« disruption to individual trains, or trains within@cal area;

 creation of a situation that leads to panic ane il loss of life
(e.g., an emergency stop and uncontrolled evacuatito the track);

 creation of a situation that leads to passengepdifort and dissatis-
faction,
(e.g., stopping a train indefinitely in a tunnel);



* loss of public confidence in the railway system twetermittent
low-level
problems affecting the reliability of the service;

* leak of sensitive information (e.g., movements afdrdous cargoes
or VIPS).

The ERTMS safety analysis considers the effecotétially catastro-
phic events on the integrity of the system. Fathiés could result in an
accident need to be considered in both a safetwacurity analysis,
regardless of the underlying cause of the faulti(ental, deliberate or
malicious).

3 Security analysis of ERTM S specifications

The starting point for our ERTMS work was a seguaitalysis of the
ERTMS specifications that we were commissionedetdgom on be-
half of key UK railway stakeholders and UK govermhabout five
years ago. The aim of the study was to examin&RIEMS specifica-
tions for potential security vulnerabilities anedify systemic weak-
nesses in the ERTMS specifications. We were coedewith concep-
tual problems with the specifications rather thamegrabilities intro-
duced by design flaws, bugs in implementationsRTHES technology
or vulnerabilities that might be caused duringdperation or mainte-
nance of an ERTMS system. Such vulnerabilitiesraportant but
were outside the scope of our study.

Our analysis was holistic and considered whetheti@nal deploy-
ment of ERTMS might introduce vulnerabilities it national rail
infrastructure. Our review focused on ERTMS Appiica Level 2,
which made it possible to restrict attention tauanber of core specifi-
cations, and ignore specifications for interactvth legacy train pro-
tection systems and trackside signalling equipméfat.also considered
the security of GSM-R and analysed how GSM securfacts on
GSM-R security. We were particularly interesteel@ctronic attacks
that could be launched remotely and would causespicead disrup-
tion.



3.1 Methodology

Our approach was to consider the trust relatiorsshgiween the vari-
ous components of the overall architecture andyarahe consequence
of a breach of trust. This enabled us to identi§gaof potential weak-
nesses and vulnerabilities in the specifications.ti#én developed sce-
narios that showed how these weaknesses couldptaiter by an at-
tacker. These scenarios were refined and validatdscussion with
railway stakeholders, and proved to be a very gffeavay of commu-
nicating the risks of an ERTMS implementation betoghpromised.

Analysisof trust relationships. ERTMS is implemented using a num-
ber of trackside and on-board sub-systems, anBREMS/ETCS
specifications describe the interfaces by whiclséhearious subsys-
tems interact to ensure that trains move safellgowit exceeding their
movement authority. We performed a systematic amabyf the
ERTMS/ETCS specifications from a security perspechiy examining
the on-board ETCS application, and consideringqtesfaces and trust
relationships with other components of the ERTMSZETsystem, both
trackside and on-board the train.

Development of attack scenarios. Having identified some potential
vulnerabilities in the ERTMS specifications, we @d attack scenar-
ios to explore the ways in which an attacker caxploit these poten-
tial weaknesses and vulnerabilities to achieveadriee undesirable
outcomes identified in Section 2.

We devised seven attack scenarios and then anagsbdscenario in
detail by considering the following questions:

How is the attack performed?

What vulnerabilities does the attack exploit?

Wher e can the attack be launched from?

What are the possible mitigations?
We then graded each attack according to a rangetefia:

» Thetype of accessrequired to exploit a vulnerability



* Thelevel of technical sophistication required to exploit a vulner-
ability

» Thetypeof failure caused by a successful attack

» Thescale of effect for a successful attack

» Thescalability of the attack from the attacker’s perspective
» Thetypeof impact caused by a successful attack

* Thetypesof mitigation strategy that are possible

» Thelevel of difficulty for implementing each mitigation

We did not attempt to rank the various attack sgesaising a
weighted average of the category scores becaubehese that such a
ranking would be too simplistic — the relative waigg of the various
categories and the ranking of the scenarios isteenfar government
and industry stakeholders. Similarly, we did né¢mipt to estimate the
likelihood of attacks being successful becausevtioigld depend on the
national implementation of ERTMS and is therefoestheft to the
domain experts. Instead, we used colour codihgH, MEDIUM, LOw)

to highlight the issuedJsing this colour coding, we produced a table
summarising our grading of each attack scenari@utigt various
headings to enable the scenarios to be easily aeahpa

Broadly speaking, attacks that can be launched tedyndo not require
a high level of sophistication and are highly sbbda- however, such
attacks are relatively easy to mitigate. Conversathacks that require
local access are less scalable but also moreuiffic mitigate. Hence
important trade-offs need to be made by the reles@cision makers
and risk managers. The advantage of the analydigiauing approach
presented here is that it identifies these tradearfd helps decision
makers to make more informed decisions.

4 Risk assessment of a national implementation of ERTMS

Following on from our initial security analysis ibfe ERTMS specifi-
cation, we were asked to provide a risk assessfoeatnational im-
plementation of ERTMS.



In Great Britain, Network Rail are planning to iraplent an ERTMS
overlay on top of the existing signalling and cohsystem [2]. There
are also plans to introduce a new traffic manageémsysiem and elimi-
nate the need for about 800 small signal boxesehiralising traffic
management into a small number of regional comiatres. This cen-
tralisation will require a more network-orientedlitecture with re-
mote access to local (normally unmanned) equipmganhs via Net-
work Rail’'s fixed telecommunications network (FTNhe infrastruc-
ture is expected to evolve over time, with moreigopent being cen-
tralised and the core FTN being updated to usea&dh protocols
rather than dedicated voice and data channels.

Adelard were asked to determine on behalf of Gawnent whether
these changes represented a high-level risk todtienal infrastruc-
ture. At this stage in the upgrade programme, Xaetedetails of the
planned infrastructure changes have not yet betmede so we pro-
vided a high level assessment of the cyber seausiyg associated with
a generic ERTMS-based railway infrastructure.

4.1 Approach

The risk assessment methodology that we followettscribed briefly
below.

The first step was to establish the system coratedtagree on the
scope and motivation for the assessment with std#ters. The major
system assets and services were identified in eodemsure that the
risk assessment was focused on high impact scen&abential threat
sources were identified and attack capabilitiesiemghct levels were
defined.

The next step was to perform a preliminary risklgsig, identifying
potential hazards and consequences, and relevimarahilities and
causes together with any intrinsic mitigations aadtrols. This analy-
sis was then refined to identify specific attackrsarios, which were
prioritised according to the capabilities requieadl the potential con-
sequences of the attack.

The final step was to summarise the results ofitkeanalysis, identify
areas of uncertainty, possible mitigations androdsitand present the
results of the risk assessment in the followingter

» a set of potential attacks on an ERTMS-based system



 the capabilities needed to implement these attacks
 the worst case impact of each attack

In order to quantify the actual risk, it would becessary to combine
these results with an intelligence assessmentedikélihood of a par-
ticular threat source having the necessary capiabilio perform each
attack.

4.2 System context

ERTMS is designed to be an overlay on an existigigadling infra-
structure so it is necessary to consider the uyiderkailway system as
part of any implementation of ERTMS. Following dissions with
Network Rail, we modeled the railway system asrees®f layers.
Table 1Isummarises the functionality provided by each layet the
required safety integrity level (SIL).

L ayer Safety Integrity | Functionality
L evel
Business SILO Timetable,

Train Information,
Operations and Maintenance

Control SIL2 Traffic management,
Automatic Route Setting,
SCADA

Safety SIL4 ETCS (trackside and on-board
Interlocking

Communications SILO Fixed Telecommunications Net-
work (FTN),
Radio (GSM-R)

Lineside SIL4 Signals, Points, Train Detection

Table 1.Railway layers

With conventional signalling systems, the safejetas implemented
solely by trackside equipment, but the introductidim-cab signalling
and automatic train protection systems such as ERMiMans that the



safety layer is now partially implemented by on-tobaquipment.
Thus, it is important to consider both tracksidd an-board equipment
as part of any risk assessment.

Fig. 1provides a high-level overview of the architectaf@ national
railway system implemented using ERTMS. The diagiamstrates the
main interactions between the various layers astesy components,
and the criticality of each layer (SILO, SIL2, S)L&ince railway sig-
nalling and control is a socio-technical systerme,dragram includes
people as well as equipment. The main roles coresidaclude the
controller, the driver, and the system maintainers.

External
network Key:
Business layer v |:| SILO
Business systems
! I— []sL2
FTN
Control layer J |:| SIL 4
Power management Traffic management Controller )
SCADA ™S % Queries

Safety layer J l

Interlocking |»{ RBC

Position reports

[oawe
Lineside layer L Movement authority
I .
Driver
Train detection Odometry Q —
Track controls JAN Instructions

i [ ] ‘ Balise antenna @9 @ A i

Balise

Indications

Fig. 1.Conceptual architecture of an ERTMS-enabled railgiggalling system

4.3 Scope of assessment

The focus of the risk assessment was on failuréseofailway signal-
ling and control system that could have a majoionat impact,
namely:

« Attacks that result in unsafe train movements, Winiculd cause a
train accident with considerable loss of life

 Attacks that result in loss of service, which col@ldd to major
transport disruptions



We chose to exclude attacks that result in the tfahformation be-
cause our focus was on the integrity and safetgi@fail signalling and
control system and loss of confidentiality is nohajor concern except
for some very specific attacks (e.g., on high vagdassengers, hazard-
ous or high value cargoes) and the possible knockfect of informa-
tion theft enabling future attacks on the systems.

Moreover, as this was a security risk assessmengnly considered
failures resulting from the effect of deliberattaaks. We would expect
failures resulting from non-malicious causes (li&en trees, driver
error, etc.) to be covered by engineering safetgs@ments.

4.4 Impact assessment

We assessed the impact of a successful attackeamittvay system
using a scale from 1 to 5, where 5 was the mosiiser

Our risk assessment identified the capabilities éinaattacker would
need in order to achieve a high impact failureagis were assessed
with respect to the capability levels showTiable 2.

Capability | Interpretation for railway systems
level

E An expert in security engineering who can

 use tools specific to the domain, which may be cus
tomised for the attacks

« develop novel equipment and tools specific to the a
tack

* use publicly available and proprietary informatam
how the
system works and what mitigations are in place
against attacks

» develop large test beds and trials for the attack
« coordinate timing of several attacks

* influence expert insiders




Capability
level

Interpretation for railway systems

D

An expert in security engineering who can

use tools specific to the domain, which may be cus
tomised for the attacks

access to equipment for trials and attack developm

use publicly available and proprietary informatam
how the

system works and what mitigations are in place
against attacks

influence knowledgeable insiders

Someone with a basic understanding of securigy-en
neering who can

use tools specific to the domain but without custom
sation

use publicly available information on how the syste
works and what mitigations are in place against at-
tacks

influence insiders (but at routine skill level)

Someone with physical access to the system xamele

e an engineer who is able to plug a maintenance ¢en

e an unwitting participant, using a compromised ma-

into the equipment but has no specific trainingor
thorisation to access the system in this way

chine or device

SO



Capability | Interpretation for railway systems
level

A Someone without access to the system, for example

 unskilled individuals using scripts or programs elev
oped by others to attack computer systems and net
works

» someone who has been co-opted into scaling aldistri
uted denial of service attack

e an enterprise IT user

Table 2. Attack capability levels

Although our risk assessment was mainly concernddayber attacks,
we also considered the effect of physical attacksyber assets be-
cause the infrastructure is geographically distedwand is therefore
more open to such attacks. We used a similar sgitefia (skills, re-
sources, equipment, etc.) to grade the capab#igdad for physical
attacks on cyber equipment.

Evaluation of the likely attack frequencies andatalities of specific
threat sources are outside the assessment scop@alttinormally be
undertaken by

government agencies

45 Risk analysis

In this section we describe each step of our nelyesis, which consid-
ered possible attack scenarios that could compmraibvay assets to
cause either

* unsafe movements

* no movement when it is safe to proceed



Preliminary fault tree analysis. The initial stage of risk analysis was
to construct fault trees in order to identify pbdsiattacks on opera-
tional assets that could lead to the top eventsaf@movements and
no movement). The fault trees systematically carsid:

 attacks on messages sent be- ¢ attacks on the systems them-
tween systems, typically by: selves, typically via compro-

: _ mises of:
— blocking transmission

o . . — system firmware
— modifying / inserting mes- y

sages — system configuration data

The fault trees considered the effect of applicatevel attacks and
only dealt with the consequence of these attaakstheir technical
difficulty or potential impact.

Attack vectorsand capabilities. The next stage of analysis was to
consider what capabilities (as definedliable 2) were needed to im-
plement each attack scenario. The scale rangesAr(ittle skill re-
quired) to E (capabilities usually possessed oglgpdtion states).

The preliminary risk analysis identified a numbépossible attack
vectors, so

attack capabilities were estimated for each ofdlatack vectors. The
primary attack vectors considered were:

» physical attacks » software maintenance
e cyber intrusion « network attacks

» data preparation / installation

The estimated attack capabilities took accounhefsiafety integrity
level of the system being attacked, because wedhexpect the vul-
nerabilities and defences to differ between SIin@ SIL 4 systems.
However, because our analysis was based on a gaiystem architec-
ture for an ERTMS-based system, our estimatesatlatapability
were necessarily quite broad. For a more precisesament, we would
need to have detailed knowledge of the actual syste



Attack scenarios. Using the fault trees and attack capabilities ireglu
for each attack vector, we developed a series fnpial attack scenar-
ios. Each scenario identifies the target assefpdbential attack vec-
tors, and the capability required for the attadkeJe capability esti-
mates were fairly broad to accommodate uncertaimi¢he security
features present in the systems and the maintemaocesses.

We also considered the immediate effect and thenpiad scale of each
attack, which we used to inform the impact asseetme

Impact assessment. Our criticality scale distinguishes between loss of
service and loss of life, so we make this distorcin our impact
assessment.

Loss of life. It is credible that an attack that resulted insafe move-
ment” could cause an accident with 100 or moreldeiat the worst
case. The Eschede [3] and Amagasaki [4] train aotsdexceeded this
level while the Santiago de Compostela [5] accideas just below it.
One could envisage multiple attacks causing meltgacidents and
several hundred deaths, but it is likely that opierators would respond
to multiple accidents by shutting down the network.

However, we also need to consider the associasedpdion. For a
physical attack, we estimate that the disruptionid/de localised to a
particular part of the network and would last fooat a week until the
physical repairs were completed. In contrast,efdlecident was shown
to be due to a systemic cyber security problemiwithe safety, com-
munications, or lineside layer, the disruption cbloé far greater. To
respond to a systemic cyber problem:

» All assets of the same type within the rail infrasture would need
to be assessed in order to determine if they welreevable to the
same attack.

» Operational changes would need to be put in placeinimise the
risk. This would imply degraded service levelsdtirvulnerable
parts of the network

» Systems will need to be updated and validated beformal service
can be restored



In the worst-case scenario, the resulting disruptiould be nationwide
and last several weeks.

Loss of service. There are many attacks that could result in a wizide
loss of

service, particularly at the business, control emahmunications layers.
Cyber attacks on the business and control layereample, attacks
on the timetable or traffic management system) dde a cause for
concern, but it might be easier to accept systemizerabilities in
these layers if the attacks could be detected apidly corrected (e.g.
by restoring systems from secure backup storagegnGapid system
restoration, a recovery to normal service mighetalor 2 days.
However, the impact might be increased by repé¢atlkd if the vulner-
ability could not easily be addressed.

Successful physical attacks could also have a prdas effect at the
business and control layers but again recovery avbelfairly rapid (a
few days) unless there were repeated attacks.

Loss of service at the safety and lineside leveldcdcbe achieved by
physical attacks but the effect would be localiaad physical repairs
would only take a few days, so the impact woulddve Repetition of
attacks is possible but the impact would still &iely low.

In practice, it is difficult to be too specific altathe impact from loss of
service as this depends on the resilience budttim¢ system architec-
ture. In particular, the impact of a cyber attaekends on the recovery
process and could be reduced by switching to bdeld mechanism.

Impact vs. capability summary. We combined the capabilities needed
for the attacks on specific layers to obtain arraNeapability range

and assigned a worst-case impact based on theakioutlined in the
previous section. We then summarized our resuétgtgcally, as

shown inFig. 2. The lines plot the range of impact and likelihdod

the different layers, attacks and impacts. Ther&gllustrates those
areas with highest impact and lowest capability stnalvs the scope for
driving the risks down by reducing the impact areasing the capabil-

ity.
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Fig. 2. Impact vs. capability diagram

Further information about the implementation woeidible us to de-
velop more precise capability estimates. In addjteur impact as-
sessments could be reduced if the implementaticdodes features to
limit the level of disruption if an attack succeeds

Although our analysis identified cases where re¢dyi low capability
attacks could have a high impact, this is partly thuour uncertainty
about the actual capability needed to perform cwgltiacks.

The capability required for physical attacks isierat® assess and rela-
tively modest capabilities can have quite significaffects.

For cyber attacks on the network, the capabiligdeel at the commu-
nications layer to cause loss of life dependsaaiity on the protection
provided at the endpoint subsystems in the safedylineside layers,
which in turn depends on whether the network issered to be open
or closed. A cyber attack on the connection betvikerinterlocking
and lineside equipment is currently difficult. Hovee, this may change
as newer technology (like IP) is introduced. If tmenmunications
layer is always regarded as untrusted and the émidpare protected,



the capability needed for a successful cyber attiaels from C-E to D-
E.

The other low capability-high criticality attackslate to attacks on the
data used to configure SIL 4 systems in the sdégir. Our capability
B assessment is at the low end of the capabilitggaand might be
overly pessimistic.

5 Cyber security risk assessmentsof ETCS on-board systems

As part of the ERTMS upgrade programme, the congsathiat own
the trains

(Rolling Stock Operating Companies or ROSCOs) mtbé process of
tendering for ‘first-in-class’ fitments of ETCS dmoard systems for
each class of locomotive. In the light of conceahsut the security of
ERTMS, Adelard and MWR InfoSecurity were commisgioro pro-
vide advice and guidance on any additional secueifpirements that
might need to be included in the contract. Adelzade expertise in
risk assessment whilst MWR InfoSecurity have exgelin security
testing.

Each risk assessment was informed by our genesgareh into
ERTMS security issues, the results of a securitpy$ed Hazop work-
shop that was held with the suppliers, subsequealysis of the system
by Adelard, and the results of security testinggrenred by MWR
InfoSecurity at each supplier’s test facility.

5.1 Security-informed Hazop methodology

A series of workshops were held to study the sictigks associated
with each system. The workshops took the form sdaurity-informed
Hazard and Operability (Hazop) study, and werendttd by experts
from each supplier.

A Hazop study is a structured approach to the ifleation of potential
hazards and deviations from design and operatitegtion. The tech-
nique is qualitative, and aims to stimulate thegmation of partici-
pants to identify potential hazards and operabjigblems.

The study is based on the architecture of the syat&d involves a
multi-disciplinary team of experts. Each elementhaf system is re-
viewed systematically, using a set of guidewordgrtompt the experts
to identify potential hazards. The experts are askedentify



causes of a potential malfunction

potential consequences of the malfunction

any system features that can detect or mitigatengddéunction

any follow-up activities

Each study was based on a simplified architectiagrdm that was
intended to capture the most relevant componentsra@arfaces of the
ETCS on-board system from a cyber security pergmedhdelard cre-
ated this diagram after reviewing the various doent® provided by
the supplier.

The goal of each Hazop study was to identify paaéattacks on the
ETCS on-board system that could be investigatatiduduring the
security testing, and to suggest some additionatirots and assurance
activities that would provide confidence that tgetem was protected
against such attacks.

The workshops also provided an opportunity to tfahe system ar-
chitecture and the test environment availableHerdecurity testing,
and identify particular areas of concern to beftioeis of the security
testing.

The findings of each workshop were systematicaborded as a series
of Hazop tables, and recommendations were categbaisd numbered
to ensure consistency. Each study resulted inaleetanalysis of pos-
sible attack scenarios, potential hazards, exigimtections, and rec-
ommendations for additional security controls.

5.2 Security testing.

In this section, we describe our general approadtRTMS security
testing and the specific objectives of the secuesfing that was per-
formed on each supplier's system by a team of espeed penetration
testers from MWR InfoSecurity.

General approach to ERTMS security testing. An ERTMS system
can be attacked externally via interfaces thategeired for ERTMS
interoperability or internally via interfaces treae proprietary to the
system. Attacks can be at the application levelyokk level, or plat-
form level. In particular, the underlying platfommght be built using



COTS components that contain security vulneraegdibr expose addi-
tional services that are not required for the aygpion.

At the application level, security weaknesses enERRTMS specifica-
tions allow a variety of attacks that are not diéstt here for obvious
reasons.

At the network level, security testing should ird#urobustness testing
of all the major interfaces, both external andrimé in order to probe
whether the system is robust against deliberatalfyerd messages that
pass the integrity checks but are invalid at th@iegtion level.

Testing should also challenge closed network assang This re-
quires investigating the security of the networkdif connect to-
gether components of the ETCS on-board system sse$sing the
damage that could be done to the system by arkattagth access to
these networks.

Security testing objectives. The overall goal of the security testing is
to explore this range of attack vectors and deteemihether any of the
attacks are feasible. In practice, depending oasieenvironment, it
may not be possible to perform the full range sfdeso the aim is to
get broad coverage of the possible attack vectors.

More specifically, the security testing objectias be broken down as
follows:

» explore the feasibility of attacks allowed by tHRTBVIS specifica-
tions and discover whether the driver receivesrantification if
something unexpected happens

* determine whether the ETCS implementation is rohgatnst mal-
formed messages or whether it is possible to dtsskystem or
cause it to behave in an arbitrary way

* investigate whether the closed network assumpsivalid and de-
termine what damage could be done by an attackbragcess to
the network and some inside knowledge

» perform a security audit of the underlying platfoamd any third-
party components

Some of the test results exposed anomalies or atibgyin the
ERTMS specifications. Although these anomalies aloraise any
safety or security concerns, it is important tahes any ambiguities in



the ERTMS specifications in order to remove thespbal for an at-
tacker to exploit differences in behaviour betweeplementations.

5.3 Recommendations
Our final set of recommendations were divided fiotar categories:

1.technical or procedural controls that would impréwve security of
the ETCS on-board system

2.assurance activities to improve confidence in #geusty of the
ETCS on-board system

3.recommendations for national implementation of ERSTM
4. suggested changes to the ERTMS specifications

Unfortunately, we cannot publish any of our recomdations here
because they implicitly identify potential vulneilékes in the system.

6 Discussion / lessons learned

6.1 Context

There is a growing awareness that safety and $g@am no longer be
considered in isolation and that a system canneabhsidered to be
safe unless it has also been shown to be secuvee\t¢o, there is cur-
rently a lack of underpinning analysis to demornstheow and whether
cyber security issues can be integrated in to llaanad risk analyses,
and hence a lack of consensus about the best watetyate safety
and security. In particular, there are no cleadglimes about method-
ology, and standards in this area are still evglviks a result of the
work on security-informed safety that Adelard atideos have been
doing in the railway industry, this situation isaciging within the UK.
The Department of Transport has produced a guiddocement on
cyber security for land transport rail systemsdi§l commissioned
work to develop a code of practice for the railvimgustry on how best
to develop security-informed safety cases. Adefeslbeen active in
this area and worked with the Railway Safety arah&rds Board
(RSSB) to develop a security-informed safety casareexemplar for
the railway industry. However, security-informedetg is not just a
concern for the railway industry — Adelard was #rmex in the



SESAMO project [7], which was concerned with seguaind safety
modelling for embedded systems across a wide rahigelustrial do-
mains, including avionics, automotive, industriahtrol, medical,
smart grid as well as rail. There is now a muclagneawareness of the
need to consider cyber security in the design fetga&ritical systems,
and the focus has shifted from raising awareneds\eloping guid-
ance, standards and worked examples.

6.2 Strategy

Adopting a phased approach towards cyber secug#gssment has
proved to be a very effective strategy. We stabyegderforming a secu-
rity audit of the ERTMS specifications, which erebus to identify a
number of systemic vulnerabilities in the spectiima and potential
areas of concern. These were refined by develgpegific attack sce-
narios, which proved to be a very effective wag@imunicating and
engaging with railway stakeholders because theksthecame real
rather than theoretical and abstract.

The next stage was to conduct a high-level riskssaent of a national
implementation of ERTMS, which was used to infolra hational risk
register. Focusing on the potential risks at aomatli level gave our risk
assessment a sense of proportionality and perspecti

In practice, the worst-case impact in terms of lafdgfe or loss of ser-
vice depends on many implementation factors (inolyg@rovisions for
resilience) that are not determined at this stagbe upgrade pro-
gramme, so our assessment will need to be reviagade upgrade
progresses and more operational experience isdjainewe believe
that our main findings are robust.

Our risk assessment of a national ERTMS implememtatas based
on a generic system architecture with little spedifformation about
the vulnerabilities and defences that might exishe actual system. In
contrast, our risk assessment of ETCS on-boaremsgstrom each of
the major suppliers looked at real systems in Hetal took into ac-
count the results of security testing and vulnétteds discovered in the
configuration of each system. These assessmenéspeeiormed on
behalf of the rolling stock operating companies §&Ds), who
wished to purchase ETCS

on-board systems for new and existing trains ardlee to have some
reassurance that their assets would be robustsigaiper security at-



tack. The results of the assessments were usatbtoni the procure-
ment process for the ‘first-in-class’ fitment pragrme to install ETCS
on each class of locomotive, and the recommendafrom each as-
sessment were written into the contract with eagpber. The assess-
ments were beneficial to both the purchasers amduppliers because
they enabled the purchasers to reduce their riskstygroviding guid-
ance to the suppliers on how to improve the secafitheir products.

6.3 Wherenext?

Over the last few years, government and industve leeen mobilizing
and commissioning research and support for devadopyber security
strategies and guidance and there is now a pletifawups working
in this area. It is important to develop a cohestrdtegy that clearly
identifies roles and responsibilities at differlavels of governance
(project, industry, government) and identifies gaypere further re-
search and development of standards and guidameeéssary.

Railway-specific issues. In the railway context, management of cyber
risk is complicated by the divided responsibilities maintaining
safety in an ERTMS-based signalling system. Respiihsfor the
safety layer is split between the trackside andrtia, which are
owned and managed by different organisations. 8gaeeds to be
embedded in the processes used by all stakehatderder to maintain
the overall safety and integrity of the signallsygtem.

Another complicating factor is the widespread uskegacy systems
that were designed in a different age to proteatresy different threats.
Closed network assumptions are no longer validthsitnot always
possible to add security features to legacy systemalternative ap-
proaches are needed.

At a more general level, we need to consider ife¢he adequate over-
sight for the introduction and operation of newhtealogy like ERTMS
and whether there are sufficient technical resauasgilable to the
regulator.

Incident reporting. It is important to ensure that we can learn from
incidents, so that safety issues with the new teldyy can be identi-

fied and rectified. Ideally, incident reporting sihd be undertaken by
all ERTMS users and suppliers. We recommend tmedaottion of



policies for the collection, analysis and sharihgyber incident infor-
mation, even when such incidents have no safetadmp

Resiliencerequirements. There is currently a lack of any clear defini-
tion of resilience requirements from a policy pexdjve. While safety
Is governed by existing legislation, there do muyear to be any sys-
tem level resilience requirements. Governance aisthbss models
should be established to ensure that sufficiemierse is provided by
the system as a whole. Incentives may need todyaded for diversity
that is justified from wider societal consideratiather than from an
infrastructure owner’s business case.

Secure by design. There is also clearly a need for industry guidamte
methodology and guidance for developing and assgssgistems that
are intended to be both safe and secure. Suppked guidance on
how to build security into their products, and fhasers need to be in-
formed about cyber security and be given toolselp them assess
whether a product is adequately secure for its\oed use. This is par-
ticularly important during the procurement phase tdrge railway pro-
ject, where there is an opportunity to influencéhidbe generic product
and a specific application of the product to the ¢dBtext.

There are already a number of sources of guidaveitahle, including:

20 critical controls

* DHS cyber security procurement language
» Trustworthy software initiative

e Cyber essentials

» Guidance on secure application development frorarasgtions such
as BSIMM, OWASP, Microsoft, SafeCode.

» Common Criteria
These need to be customized and adapted for theyasector.
Standards and legidlation. In Europe, any significant changes to a

mainline railway system must be assessed in aceoedaith the
Common Safety Method. This is a legal requirem8imilarly, the



ERTMS specifications form part of the Technical peation for In-
teroperability, which is mandated by European lahis makes it diffi-
cult for GB concerns about cyber security withia thilway industry to
be addressed at a national level, and makes issaneto engage at a
European level to influence the development ofdélstandards to en-
sure that they include adequate provision and ptiote against cyber
attacks.

Risk and uncertainty. A risk assessment should be a living document
and needs to be re-visited periodically duringsystem life cycle.
Risks can change during the development of thesysaind also during
its operation, so it is important to understandrtblkes and the mitiga-
tions in place at every stage of the life cycleisTik particularly true
for risks arising from cyber security threats —sé@yg decays faster
than safety.

Our risk assessments of ETCS on-board systemsagseessments of
mature systems and were performed with the beokedietailed design
documents, access to system experts, and the appgitio perform
security testing on the actual system to determinether potential
vulnerabilities existed in reality and could be lexed. The systems
were still under development but the manufactunense receptive to
our recommendations and willing to incorporate gjgsninto the de-
sign of their systems to make them more robustrasitient against
cyber attack.

In contrast, our risk assessment of a national ERTikplementation
was performed at an early stage in the upgrade@muge, and was
therefore based on a generic system architectwe. r&sult, there is
significant uncertainty in the results and it isréfore important to re-
visit the assessment as more implementation dstpibvided and
more operational experience is gained. An updaskdassessment
would need to address

 the impact of the differing responsibilities of tmeltiple stake-
holders (operators, leasing companies and the wapgin) for
safety management and hence cyber risk

* the susceptibility of data preparation and maimntergrocesses to
cyber attack



* the extent to which the overall system architectsi@esigned to
limit cyber attack as the system evolves (e.g. where are changes
in network technology)

« the resilience and recovery from cyber attack mtediby fall-back
options (both in fixed infrastructure and on botre train)

 the co-operation and security culture of the staldgrs

7 Conclusions

The next generation of railway signalling and cohslystems will po-
tentially have more risk and less resilience thendurrent generation
of systems due to security vulnerabilities andeased connectivity.
However, this increased connectively means thahéwe systems could
potentially be engineered with stronger controteater defence in
depth, and improved recovery mechanisms, thus eakypresenting
less risk overall and provide greater. The risleassents presented in
this paper are one contribution to ensuring thiatiththe case.

Acknowledgements. We are grateful to our sponsors for their permis-
sion to publish this summary of our work over thst lfive years. We
would also like to acknowledge the contributiorRi¢hard Bloomfield
and llir Gashi to our initial analysis of the ERTNpBecifications.

References

1. Bloomfield, R., Stroud, R., Gashi, ., Bloomfield R.fdrmation Security Audit of

ERTMS, Technical Report, 2010.

Network Rail, Strategic Business plan for 2014/2QESuary 2013

Wikipedia, Eschede train disaster, http://en.willipeorg/wiki/Eschede_train_disaster

Wikipedia, Amagasaki rail crash, http://en.wikipa@rg/wiki/Amagasaki_rail_crash

Wikipedia, Santiago de Compostela derailment,

http://en.wikipedia.org/wiki/Santiago_de_Compostdkrailment

Department of Transport, Rail Cyber Security: Guigatecindustry, February 2016,

http://www.rssb.co.uk/Library/improving-industry+fi@rmance/2016-02-cyber-security-

rail-cyber-security-guidance-to-industry.pdf

7. SESAMO - Security and Safety Modelling, ARTEMIS Emibed Computing Systems
Initiative 2011, Project Number 295354, May 2012.

agrwN

o



