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Compressible ssmulations of bubble dynamicswith central-upwind

schemes

This paper discusses the implementation of an @kplensity-based solver, that
utilizes the central-upwind schemes for the sitnota of cavitating bubble
dynamic flows. It is highlighted that, in conjuranti with the MUSCL scheme
they are of second order in spatial accuracy; ¢sdgnthey are high-order
extensions of the Lax-Friedrichs method and ateetinto the HLL solver family.
Basic comparison with the predicted wave patterthefcentral-upwind schemes
is performed with the exact solution of the Riemanoblem, for an equation of
state used in cavitating flows, showing excellegrieament. Next, the solver is
used to predict a fundamental bubble dynamics dhseRayleigh collapse, in
which results are in accordance to theory. Thenersévdifferent bubble
configurations were tested. The methodology is &blleandle the large pressure
and density ratios appearing in cavitating flowising similar predictions in the
evolution of the bubble shape, as the reference.

Keywords: Explicit, compressible, density-baseddntcal-upwind schemes,
cavitation, bubble dynamics

1. Introduction

Cavitation is a multiscale phenomenon, involving gxtreme growth of initial seeds, voids
or cavities within the bulk of a liquid due to tiséatic pressure drop below the saturation
pressure (Franc and Michel 2005). The seeds caof bmicrometric size, or even lower
depending on the quality of the liquid under coasidion. The formed cavities are filled with
vapour and incondensable, contaminant gases (egspheric air) which were dissolved in the
liquid. The cavities may exist as long as a lowspuge is maintained, forming agglomerations,
merging or splitting due to the local flow fieldjttthey collapse soon after pressure recovers.

Traditionally, for the study of cavitation dynamitse Rayleigh-Plesset equation is used
(Brennen 1995; Franc and Michel 2005). While thiginal Rayleigh-Plesset equation was
developed with liquid incompressibility as a maissamption (Franc and Michel 2005),
extensions exist that allow the incorporation ofmpoessibility and thermal effects, e.g. the
Keller variant or the Plesset and Zwick variane Beennen 1995. However, either the original
Rayleigh-Plesset equation or its more complex wsisassume that the bubble shape is
perfectly spherical. In practice this is not thesesasince many works, experimental (see
Obreschkow et al. 2006; Obreschkow et al. 2013huwmerical, (see Hawker and Ventikos
2009; Lauer et al. 2012; Plesset and Chapman T&#hg et al. 2009) suggest that the bubble
shape may be strongly deformed in the presenceeskpre fields (e.g. due to gravity, due to
passing sound waves), or due to the presence ofdaoes (walls, free surfaces, etc.). This is
especially important in the case of studying cadntaerosion, since the influence of the wall at
the bubble development will cause a well-known asytnic collapse, eventually leading to the
microjet effect (Lauer et al. 2012; Plesset andpbten 1970; Zhang et al. 2009), which is
believed to play a fundamental role in erosion, uthe very high pressures that are generated.

Unfortunately, if one wishes to predict the asynmuoebubble collapse, then, due to the
aforementioned reasons, it is necessary to do sprbyerly integrating the Navier-Stokes
equations in 2D axis-symmetric or 3D perspectivepethding on the exact case and
configuration. The complexity of the involved flopattern is significant, since the flow is
multiphase, involving a strongly deforming free fage, very high velocities, due to the
microjet, giving rise to very high pressures atithpact site, caused by the well known water
hammer effect. Moreover, the flow involves largasity ratios of the order of one thousand,
making the problem difficult to tackle with standa€FD methods.



Generally, there have been efforts to perform ssichulations in the past; one of the first
was the pioneering work of Plesset and Chapman &%) employed the Marker-and-Cell
method for tracking the bubble surface, in ordesitoulate the collapse of a bubble near a wall.
More recent works on the subject of bubble collajps®lve the Boundary Element Method
(BEM), see the work of Zhang et al. 2009, or tlmmfitracking method of Hawker and Ventikos
2012; while these methodologies provide high figelesults on the bubble shape, they become
problematic when the topology of the bubble surfat@nges, e.g. when the bubble is
transformed to a torus, due to the microjet pigychre bubble.

An alternative to such methodologies is the infaapturing method, where the interface
is captured either though the density field itselfby using a phase field or Level Set field.
Examples of such works are:

- the work of Adams and Schmidt 2013 or Pohl et 2114, where a homogenous
equilibrium model is employed for simulating thellapse of cavitation bubbles. Moreover,
they employed specialized schemes that ensurestensy at low Mach numbers.

- the work of Lauer et al. 2012, where a non-efjdilim mass transfer model is employed,
based on the solution of an additional Level Seldfidefining the two compressible states,
liquid and vapour.

- the work of Nagrath et al. 2006 where the Levet &pproach is used for tracking the
bubble interface.

In this work, a method similar to the one used lams and Schmidt 2013 and Pohl et al.
2014 will be used; the cavitation bubble will bescigbed as a density difference of a single
fluid, governed by a complex equation of state Whigpresents the isentropic phase change due
to cavitation. However, in this work the centralipd schemes shall be used for the flux
estimation which, as will be explained later, sreogood performance. The aim is to predict the
outcome of several different arrangements of bubbliepse near wall configurations, in order
to determine the performance of the scheme employed

2. Numerical methodology

The Euler equations are resolved, considering tifileeince of cylindrical symmetry, to
reduce computational cost. The equations can htewiin vector form as:

U, +F(U), +G(U), =S(U) &)

whereU is the vector of conservative variabl€sand G the flux function andS the source
term, used to account for cylindrical symmetry abthey-axis or spherical symmetry in case
of 1D. The formulation of these terms is, see T2009 or LeVeque 2002:

P pu o o A
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In the above equationsis the densityy, v are thex andy direction velocities respectivelg,
is the pressure given by the equation of state rargdthe radial distance from the axis of
symmetry. Indexes, x andy denote differentiation in respect to timex-direction andy-
direction respectively. The paramesdn the source term is 2 for spherical symmetry aridr
cylindrical symmetry. Here, a piecewise barotrogiguation of state is used under the
Homogenous Equilibrium assumption, which is a caoraton of the Tait equation of state
above saturation and a formula resembling therigpatwithin the saturation dome, see Egerer
et al. 2014:
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In the aforementioned equati@ns the liquid bulk moduluf is the saturation pressufe,
is a parameter angly the liquid density at saturation. The values usedhe equation of state
are summarized in Table 1; values for the puredigunase are based on literature, Ivings et al.
1998.

Table 1. Thermodynamic properties for the fluiddisethe present study.

Fluid properties
B 293.510° Pa

n 7.15 ¢)

Psat L 998.2 kg/nd
C 1450  Pa.kg/rh
Psat 2339 Pa

In order to evaluate the flux at the interfacehsf finite volumes, the central-upwind scheme
of Kurganov et al. 2001 is used, shown here onlyHeF flux function in 1D:

F.,= ai:l/ZF(Ui_+1/2)_ ai_+1/2F(Ui++1/2) + A28 012 (Ui++1/2 _ Ui_+1/2)

. - : - 4)
Q12 ~ &2 Q2 ~ Rz
and for the local wave speed at the cell interfatg, anda’,,:
WP max(uitrllz +Clyy2s Uiy + Gz 10) 5)

Y A . _ _
Ay = mm(ui+1/2 ~ G2 Uiy ~ G 10)

where the plus/minus signs indicate the directibmterpolation to the cell face; assuming a
structured cell arrangement, where G€ll, i, i+1 are placed in direction of increasirgplus
indicates interpolation towards a positive directioom thei cell towards the cell face-1/2
located between i+1. On the other hand, minus indicates negativection from tha+1 cell
towards the cell facer1/2 located between i+1. Note that the aforementioned formulation is
related to the HLL solver, see Brandner et al. 2@ culation of the fluxes in 2D is a bit more
complicated, since it involves application of Simp's integration rule at the cell interface,
leading to the following relations, see also Figardor the naming convention of the cell
interface locations:
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Figure 1. (a) Naming convention of the interfaceakions used for the cellj (b) the stencil used for tHeandG
flux calculation.

Linear interpolations are used, handled with theS@U scheme with a SuperBee limiter,
see Toro 2009, though higher-order interpolatiooslat be used for higher accuracy. This
scheme has the advantage of being universal, isghge that it does not need the tuning of the
AUSM+up scheme coefficients (see Liou 2006), wiildoes not require an entropy fix, as e.qg.
Roe solvers do (Toro 2009). On the other hand2tite(or higher) order extension ensures low
numerical diffusion. Boundaries are handled eithsrtransmissive or as rigid slip walls,
depending on the configuration (Toro 2009). Viscemsl surface tension effects have been
omitted. This is justified by the fact that duritige bubble collapse velocities of even ~500m/s
or more may develop; this leads to Reynolds numbgrsl@ or more and Weber numbers of
~1C. Thus it is safe to assume that viscous and suttatsion effects play a minor role in the
flow pattern development, which is mainly inertiantnated.

Time integration is performed in an explicit manneith a splitting scheme Toro 2009, i.e.
initially for the homogenous part of eq. 1 and thenthe source term. In this work, 1st order
Euler integration is used, with a CFL of 0.5, wlaarén the future higher order Runge Kutta
integration will be implemented.



3. Validation with the exact solver

In Figure 2the solutionof the Kurganov scheme for the Riemannblem with initial
conditions p, =1002.88kg/m and pg=9.99kg/ni, u=0m/s everywhere is sn; also the Le-
Friedrichs and the exact ution are shown for reference. The resolutemployed for thi
numerical methods is 100equispaced rectangular finite volumes, while domain extenc
from -2m to 2m and the sdtion is taken at the time instant of 0.5ms. Itof interest that th
centralupwind scheme is ccessful to capture the correct wave patterm the same spati
resolution as the Lakriedrichs scheme without smearing of the shocie to the inherer
numeical dissipation of theatter. It should be highlighted here that obtag the exact solutio
of the Riemann problem iaot trivial for arbitrary EOS, such as the on eq. 3, due to th
nature of the Riemann invants in the rarefaction zone; moretails are giv:n in the Appendi:
section of the present papand for further clarification the interested reais addressed to tt
work of Saurel et al. 1994.

In order to validate theD axi-symmetric solver, which will be useater, a comparisa
with the 1D solver with sherical smmetry was performed. The initiaonditions for this
comparison are similar to 2 abovep=9.99kg/n’ for R<1m andpr=1002.8kg/n* for R>1m,
resembling an implosion cfiguration. Simulation is performed using 40Cite volumes in the
spatial directiontill the time instant of 0.4ms. IFigure 3the comparison bween the 2D ax
symmetric and the 1D spheal symmetric case is depicted, showing fct agreement
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Figure 2 Shock tube test; comgison with exact, Le-Friedrichs (LF) and Kurganov sches for cavitating cas
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4. Rayleigh collapsetest case

Before moving to the nre complicated cases such as simulation of ible in the vicinity
of walls, another fundameail test is perforrrd to assess the behaviafrthe centre-upwind
schemes in the prediction’ the inertialvapour collapse; a sphere wdpoul is subjected to
compression due to the inence of the surrounding high pressure ligiThe configuratior
resembles the well knownrayleigh collapse, where the radius of the ble reduces in a
accelerating manner, with ibble wall velocity tending tinfinity, Franc ard Michel 200. In
that casethe bubble collap2 velocity is given by the following relatiol

3
R__J2P. p{(&j_] ®
dt 3 p R

which can be integrated nurically, till the characteristic Rayleigh tinc of bubble collapse

r D0.915R, /ﬁ ©)

In the following figure Figure4) the collapse of a vapobubble with presurep,=2173.8Pa,
surrounded by liquid of atospheric pressure °Pa is shown. Both time1d radius re non-
dimensionalized with the Fyleigh timer and initial radiugR, respectively, or clarity. For this
simulation, the 1D axisymmetric solver was employed with spherical syetry source term:
The total computational doain extends 80 times the inl vapour bubble rdius F,, in order to
minimize the interferencef the boundaries. Also, to have a high redon in the bubbl
region, 12000 control volues were used (the bubble is initially describe(150 volumes) an
a CFL of 0.5 for the time sbselection.

As it can be shown fro this test, the described methodology is ca} of predicting the
inertial collapse effects minating purevapour structure collapses, i comparison witl
standard theoretical solutic The low order of accuracy time integratior did not affect thi
solution quality, since, due explicit time-stepping, very small time stepad to be used. Th
gives confidence to procd further with more complicated cases weheoretical/analyti
solutions do not exist.
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5. Bubble collapse near wall

The case of interest is the collapse of a wateowapubble in the vicinity of a wall, in the
same arrangement as the one used in the work adrletual. 2012, using the framework
analyzed in section 2. The bubble has a radiu®@im and its center is placed at distadge=
416, 140 and -140m from a wall. The surrounding fluid has a presafr&00bar, whereas the
pressure within the bubble is approximately theursdion pressure i.e. ~2340Pa. The
configuration is shown in Figure 5; note that ih fairther cases the y-axis is the axis of
symmetry and the x-axis is the wall. In all casesd¢omputational domain extends 50 times the
bubble radius and the bubble is initially describgd-160cells at its radius.

P,~2340P3
|

d =416pm | @ d = 140pm d = -140pm
I3 ?
32

R 400um = 2 i *g >
| I 3 @
' /R 400pm } }2'1 =3 R 400um
| I
| o I

Liquid : . Liquid ‘ Liquid

I = |

P=100bar ! P=100bar 1 Vapour P=100bar
|
|
I
l
T

-
w
A

Solid

Solid ‘ r ? Solid

Figure 5. Vapour bubble collapse near a wall camrfion

In all the cases to follow, the left image shows finessure field and the right the velocity
magnitude field. The thick black line denotes thepaur/liquid interface at a density of
500kg/ni, the dashed line the pressure wave location iteficdy the pressure gradient
magnitude value of ~Pa/m and the dashed-dotted linex=d is the axis of symmetry. Units
are in Sl, that is velocity in m/s and pressurBan

In Figure 6 indicative instances of the bubble defation during the collapse are shown for
thed,=416um collapse case. At the very early stages of celdpe bubble starts to deform and
obtain a non-spherical shape. This is due to tterfarence of the wall, which prevents the
liquid to move towards the bubble. Eventually tiodapse is more pronounced at the top of the
bubble (see Figure 6b), where momentum focusingrgcand a microjet starts to form, giving
the bubble a heart-like shape. At the last stafesltapse the pressure wave emitted from the
microjet impact on the wall is evident (see Figbicg

In Figure 7, instances during the collapse of thpour bubble near the wall are shown. As
before, the bubble deforms in a non-symmetric mgrihee to the microjet effect formed at the
axis of symmetry and with a direction towards thallwindeed, at later stages the bubble
deforms in such a way that a torus attached tovtikis formed, see Figure 7b. At the centre of
the torus a high velocity jet impacts the wall, witelocities exceeding 500m/s. Later on, the
torus collapses causing high pressures in theityiaah the microjet impact site as well.

In Figure 8, instances of the bubble collapsedfgr -14Qum; the minus sign means that the
bubble centre is below the solid surface. Conttane two previous cases, where collapse was
biased at the axis of symmetry towards the wallsta the formation of a microjet effect, here
the opposite happens. As it is visible in FigureiBlihis configuration the collapse is biased on
the tangential to the wall direction, giving thebbie a pin-like shape.
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6. Discussion

It is evident that the wadistance greatly affects the bubble developt, in the sense th
the initial bubble get defored due to a jetting phenomenon. When theil bubble centre i
above the wall, then the jeffect is formed on the axis of symtry, causincthe bubble to tak
a heart like shape or a torin the cases of 4{ifh and 14Qm respectively.Jdn the other han
in the case where the initibubble centre is positioned below the wall, jet forms in thex
direction at the wall, defoiing the bubble in a pitike shape. The collasing times of th
bubbles are intuitively reacnable, in the sense that the larger the bubbé more time it wil
need to collapse. Indeed tcases witld,= 416, 14@m and -19um need ipproximately 4.3
4.1 ard 2.8:s to collapse rexectively; these results are in accordance taollapse times fror
the work of Lauer et al. 2012

The observed collapse ttern can be explained if one considers the : between the ne.
wall liquid/vapour interfacevith the wall, see alsFigure 9 It has to be ket in mind also the
the bubble surface will mo locally in the normal to the interface directidriven be the loc:
pressure difference.

- If the angle between tt near wall bubble interface and the waless ttan 9C, as in cases
for d,=416 and 1@um, thea the local velocity can be decomposed to components; or
tangential to wall, with dirction towards the axis of symmetry and onemal to wall, with
direction away from the w: which tends to deth the liquid from the wal This causes loc:
depressurization of the ligl and eliminates the pressure difference drivthe collapse in th
vicinity of the wall. Thus th collapse is more pronounced away from thd giving rise to the
jetting effect.

- On the other hand, ithe angle between the near wall bubble int:e and the wall i
higher than 99 as in the:ase ofd,= -140um, and by decomposing t local velocity tc
components tangential anormal to the wall, then the tangential veloc# again towards the
axis of symmetry, but nowhe normal to the wall velocity is towards thriall. This causes
local pressure increase (mentum focusing) which in turn further accekes the collapse
the tangential to the wall ctction and eventuiy causes the pin type collse. Needless to s
that if the angle between t bubble interface and the wall is exacth’® then the collapse wi



be spherically symmetric,ince this is equivalent of simulating the cose of a spheric
bubble with a symmetry bowdary at its middle
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Figure 9 Schematic showing thdecomposition of local velocity of the interfd@éemenids at the vicinity of the
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In all cases, the formaticof the jet, either on the symmetry axis, or i@x-direction causes
the development of very th pressures due to momentum focusing. Al late stages of tf
bubble collapse, the jet willventually impact on the wall, causing pressuf at least the order
of 10000bar, see Figure 10such pressures are well beyond the yield s of many commo
materials (e.g. SS316L ha yield stress of the order c-410°bar, seeBerchiche et al. 200),
implying that such bubblellapse configurations will contribute to the dion damage of th
underlying solid materialln Figure 10b, a comparison of the maximumall pressures wit
similar values from literate (Lauer et al. 201Ris shown. Apart from alover prediction €
dw=-14um, a very good latch was obtained. It should be highlighteat a similar oer
prediction was found in thwork of Pohl et al. 2014this could indicate n influence of th
Homogenous Equilibrium ttrmodynamic model
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Figure 10. (a) Maximurwall pressure (in bar) at each time step for the exainiase: (b) Comparison of th
maximum vall pressure with values from referenLauer et al. 2012).



From a numerical point of view, the employed schegmdormed well, in the sense that it is
able to handle pressure ratios of almost 500000 dmmgity ratios of 1000, without serious
problems. High accuracy enabled a clear capturinthe interface within 1-2 cells, without
oscillations, thanks to the Total Variation Dimimisg properties of the MUSCL scheme. The
explicit nature of the scheme allows for fast timarching, with the only restriction being the
CFL stability criterion.

7. Conclusion

This paper outlines the development of an explieitsity based solver for cavitating flows,
based on the central-upwind schemes of Kurganoal.ednd the Homogenous Equilibrium
assumption, with application on bubble collapsen@<2D axis-symmetric conditions; to the
authors knowledge central-upwind schemes have re#n bused in the past in such
configurations. The schemes have been tested irpaason with the exact solution of the
Riemann problem, showing good accuracy and robssindoreover, it is shown that it is
possible to predict the inertial collapse effedshas been found with the comparison with the
Rayleigh collapse of a vapour bubble. Applicatidrine schemes on the bubble collapse cases
showed a similar collapse pattern with the one llaatbeen reported by Lauer et al. and similar
pressure levels on the wall, even though a HomageBagjuilibrium assumption is used for the
thermodynamic model. One of the main targets inftiere is the implementation of higher
accuracy in the time marching, specialized lowudiibn schemes, and possibly inclusion of
thermal effects, with a potential application timaidation of bubble clusters.
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Nomenclature

Conservative variable set vector

x-flux vector

y-flux vector

Source term vector

Density (kg/m)

Pressure (Pa)

Velocity at x-direction (m/s)

Velocity at y-direction (m/s)

Geometric source term, unity for cylindrical symmednd two for spherical symmetry
)

Radial distance from axis of symmetry (m)
Bulk modulus of the liquid (Pa)

Speed of sound (m/s)

Local wave speed (m/s)

Bubble radius (m)

Standoff distance (m)

Rayleigh collapse time (s)

n<coTD neEemnc

oo

S O
=
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Appendix. Derivation of the exact Riemann Problem solution&gn arbitrary equation of state
of the formp=f(p).



In this section, the methodology for finding theaeixsolution to the Riemann problem for
the Euler equations, for an arbitrary equation tates of the form p=f{) will be outlined,
provided that both pp are positive, real numbers. The equation of statdd be provided in
tabular form. The form of the Riemann problem sdlise

W oFW)

ot 0X (A.1)

U, x<0
U(X’O):{UL x>0
x>

whereU(x,t) is the vector of conservative variables &) is the flux vector, as shown below:

=h i,

It becomes apparent from the initial conditiond th& 1D space has initially a discontinuity at
x=0, which separates the domain in two statedl, ¢fie(L) and Right (R).

The Jacobian matrix is:
0 1
9 _ u? 2u
op

where gp is equal to the speed of sour(d).
0

For positive real, non-zero speed of sound thetisoluof the Euler equations has two
genuinely non-linear waves that can be either sheakes or rarefaction waves. Thus, the
solution is self-similar in time and space andharacterized by the velocities of these waves
that separate the solution in three states: thiestate, the Right state and the Star state (dénote
with %' from now on) which is unknown. To find it one deeto solve a non-linear algebraic
equation for density:

g(0.)=9.(0.)+ galp.) +ug —u =0 (A2)
Functionsg, andgg depend on the type of non-linear wave. For shoakesthe Rankine-
Hugoniot
conditions are employed, eventually leading to:
_ _ V5
gK,Shock = |:(p* pK )('0* IOK ):| (AS)
P Px

for K=L or R state.
For the rarefaction wave the Riemann invariantuassl, i.e. for left rarefaction wave:

du +%dp:0 (A.4)

and for right rarefaction wave
du—Edp:O (A.5)
yo,

Integration of these relations is not conveniertbéadone analytically for a general equation
of state, which might be expressed in tabular foltmis rather convenient to perform the
integration numerically across the rarefaction wagefollows for e.g. the left rarefaction wave:

U, —u, +I:;dp=0 (A.6)



One can split the integral as follows:
*C ., L C
u*+Ld;dp_uL+Lq;dp (A.7)

whereref is a reference state at e.g. the minimum alloweblesity of the equation of state. In a
similar manner one may derive the relation forrigbt rarefaction wave:

* C _ (R E
u. —Ld;dp—uR Ld pd,o (A.8)
and eventually, the function
_— K C
Ok rarefaction — J.rgf*dp— ref ;dp (Ag)

Hereafter the integrejlzﬁdpwill be referred to af(px).
<P

Switching between rarefaction and shock wave iedmsed on pressure:

gK — gK,rarefaction pK < P (AlO)
gK,shock P« 2 P

For the solution of the Riemann problem, one hampaot the equation of state in tabular
form, providing pressurp, speed of sound and the integral as functions of density. Linear
interpolation can be performed to fipdc, | for the calculated densipy Care must be taken to
have sufficient resolution of the tabular datarees of steep slope changes, as in the transitions
between the piecewise function components of eels® the interpolation for the speed of
soundc, or the integral could be very inaccurate.

The solution for the star region can be achievet thie Newton-Raphson method:

£, = s = W) (A11)
g (Iol’l—l)

wheren is the number of the iterationrf is an under-relaxation factor to enhance stabitity
case of highly non-linear EOS, as in eq. 3, and tjle derivative of eq. A.2. Note that for such
equations it is preferable to resort to a numdsiggbproximated value of the derivative, as:

o'(p)= 9 +€)-9(0) (A.12)

£
wheree is a small positive number.
For highly non-linear EOS, it might be preferablsoato bound the maximum change of
density from iteration to iteration, in order toepent overshoots/undershoots and enhance
stability, i.e.:

pn = max(min(on ' pmax)’ pmin)

wherepmax pmin CaN be a percentage of density during the prevtetetion, e.g. 110% and 90%
of pn.1 respectively. After determining- within sufficient tolerance, determining velocity is
trivial, though the following equation:

u. = 05(u, +ug)+05[gx(0.)- g, (0.)] (A.13)

Identification of the type of waves is done depegdion pressure at the star region
comparing to the left and right statespifpx then the wave between the star &kgion is a
shock wave, else it is a rarefaction wave. The tyfp@ave determines the wave speed and the
transition between the two states. For a shock vilaéransition is sharp and the wave speed is
given by:

Left shock's =u, - Q , right shocls, =u,, + Qe (A.14)
L R

with



_ %
Q. = {(p* P )pr*} (A.15)
P~ Py
Rarefactions, contrary to shocks, are gradual atmmg density, pressure and velocity. Thus,

they are associated with two speeds, one for thd bethe rarefaction and one for the tail:

Left rarefaction, heads , =u_-c_ tail: S; =u, -c (A.16)
Right rarefaction, heads,, =u, +c; tail: S;; =u. +c. (A.17)

In order to find the conditions inside the raref@tiwave, the Riemann invariants shall be used.
For a left rarefaction, one has to solve the follmyvequation for the point inside the
rarefaction:

Zrdp)+i(a)=u +1(0) (A.18)

Similarly, for the right rarefaction

?_C(loi)_l(pi):uR_l(pR) (A.19)

Solution of eq. A.18 and A.19 can be done numdyicablving for density, using Newton-
Raphson method, applying under-relaxation and ¢pkare during the updating of the density
values. Experience has shown that it is betterpfyaa low under-relaxation factor of even
0.02.

Assuming the values from Table | for the EOS (sgele and assuming an initial discontinuity
of the formp, =1002.89g/m for x<0, pg=9.99kg/m3 for x0 (which corresponds tp.=100bar
andpg=2195Pa), one obtains that the solution of the Riemproblem at the star region:

p+=998.200155kg/f) p-=2666.7173Pa
u-=6.84509m/s

With rarefaction wave to the left;$-1084.66m/s, =-1471.04m/s and shock wave to right
Sk=6.91m/s.



