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2.1 Introduction

Online panels have been uskdsurvey researclas data collection tools since the late
1990s (Postoaca, 2006). The potential great cost and time iogdattusing these tools
have made research companies enthusiastically pursue this newofrdate collection.

1wewould liketo thank Reg Baker and Anja Goritz for their usefuhoeentson preliminary versionsf this
chapter.




The vast majorityf these online panels were by sampling and recruiting respondents
through nonprobability methods suak snowball sampling, banner ads, direct enroliment,
and other strategie® obtain large sampleat a lower cost (see Chapter 1). Only a few
companies and research teams chosbuild online panels basesh probability samples
of the general population. During the 1990s, two probability-basduhe panels were
documented: the CentER data Panehe Netherlands and the Knowledge Networks Panel
in the United States. Since then, a few probability panels startdge 2000s, including
the Facedo-Face-Recruited-Internet-Platform (FFRISP) and the American Life Ranel
the United States, the Longitudinal Internet Studies for the Social Sci@ri&& in the
Netherlands (Callegaro & DiSogra, 2008), and a handfuhew panels are being built
in European countries, including Germa&ngrancé (Das, 2012), Norway, and Sweden
(Martinsson, Dahlberg, & Lundmark, 2013).

In the mindsof manyis the question: howlo online panelf nonprobability samples
comparean termsof qualityto online panel®f probability samples? The reasons why many
online panels were built using nonprobability sampling and receuwit methods stem from
methodologicahswell asfinancial reasons and are discusise@hapterl. In this chaptenve
review a set of studies comparing survey estimates obtained frome @alnel$o estimates
from other data collection methoutsorderto assess the qualibf the former, capitalizingn
more than aecade’s worthof studies and experiments.

Weaimto provide data-driven answeisfour main research questions:

1. How accurate are point estimates computed from online pafr@isbability and non-
probability samples?

2. How useful are weighting procedui@smproving accuracyf these estimates?

3. How do relationships and predictive relatiomisdata collected from online panels
probability and nonprobability samples comparbenchmark surveys?

4. Howdo experiment®n online panelsf probability and nonprobability samples repli-
cate over time and across panels?

2.2 Taxonomy of comparison studies

The existing studies comparing statistics from online pasfef®nprobability sampleto
other sources differ with respettt whether the comparisas made against surveys using
probability or nonprobability samples, their modédata collection, and whether benchmark
estimates are availablé/e found six typesf designsn the literature dependingn these
aspects (Table 2.1). These designs are not mutually exclusivestodigs use a combination
of two or more designs, for examplan online panel from a nonprobability sampignbe
compared againsinonline panel and a telephone survey both using probabdéstipling.
Next,eachtypeof design willbedescribed, together with their strengths and weaknesses:

Design 1: Comparison of two online panels with nonprobability samples. Design number 1
has the advantagd keeping the modef data collection constant (online) and possibly

2 http://reforms.uni-mannheim.de/english/internet_panel/home/index.htirp:/www.gesis.org/en/services

/data-collection/.
8 hitp://www.sciencespo.fr/dime-shs/content/dime-shs-web.
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Table 2.1 Possible designs usedstudies comparing nonprobability online panels resoltsher results collectad a different way.
Design Reference study Comparison study Mode Benchmarks
1 Online panel with a Online panel with a nonprobability Self-administered, Online Yes— No
nonprobability sample sample
2 Online panel with a Online panel with a probability Self-administered, Online Yes— No
nonprobability sample sample
3 Online panel with a Telephone cross-sectional survey Interviewer, Telephone Yes— No
nonprobability sample with a probability sample
4 Online panel with a Faceto-face cross-sectional survey  Interviewer, Facge-Face Yes— No
nonprobability sample with a probability sample
5 Online panel with a Mail cross-sectional survey with a Self-administered Yes— No
nonprobability sample probability sample
6 Online panel with a Same online panel with a Self-administered, Online No

nonprobability sample

nonprobability sample




the questionnaire administration constant. Three alternatives for questoshainis-
tration are possible: (@achpanel redirects their samptea third party site where the
surveyis taken; (b)eachpanel programs and hosts the survey itself; and (c) a ssrvey
centrally located and administered but the look andofietble questionnaire are specific
to each panel providem the first casewe have the purest case fran experimental
pointof view because the visual desigithe instrument, the instructions, the prompts
and real-time checks are the same for every respondent. Hpwedlieecting panel
membergo another third party site can introduce nonresponse bias difbaliantify
because some panel memberstzareluctanto complete the survegn a site thats not

the panel site they belong ta.the second case, the same questionigp®grammed
individually by eachpanel provider. With this strategy, panel members sesuttvey
onthe same site they are familiar with, experiencing the look anthfeehre used to.
Design 1 allows direct comparison across panelsbrderto assess accuraoyeach
panel, external benchmar&s other formsof data validation neetd be available. This

is also the case for the other five designs encouniertbe literature.

Design 2: Comparison of an online panel with a nonprobability sample to an online panel
with a probability sample. Design 2 allows comparisafi online panels with different
sampling designs, while keeping the madedata collection constant. This design
similar to designl, but there are usually a numh#rrestrictions associated with the
way probability-based online panels are run: (a) members are typicalbllowedto
be redirectedto other website for survey completion; and ifponnection with this,
surveys are typically programmédhouse. When using desi@nit will be necessary
to decide whether or not to include households from the probakidlitgebonline pan-
els that did not have Internatthe momenbf recruitment and were provided with a
device and Internet connection for the study, given thet Bouseholds would not be,
in general, parof the online panels from nonprobability samples.

Design 3 and Design 4: Comparison of an online panel with a nonprobability sample to
a face-to-face or a telephone survey with probability sample. These two modes are
interviewer-administered and the questions are generally pregerttesl respondent
orally (with the possible additioof show cardgo present response options and other
materials).As a consequence, any differences cdwddiueto measurement effects
well ascoverage, samplingy differential nonresponse error. Therefore, when compar-
ing results, possible mode effects néelde taken into account.

Design 5: Comparison of an online panel with a nonprobability sample to a mail survey
with a probability sample. We found fewer examplesf design 5 among the reviewed
studies; however, this design has the strenftkeeping the modef administration
(self-administered) closer across survey implementations than d8sagnk!. At the
same time, mode effedts mail and web surveys are also possibletdubifferencesn
visual design.

Design 6. Replication within panel. Design @s very differenin nature and has a distinctive
goal. Here the same questionnaire is implemeatetbn-overlapping cross-sectional
samplef the same nonprobability-based online paelifferent pointsn time. The
guestionnairas generally comprisedf questions that are not subjéatrapid change
and the time across the different administratsausually kept reasonably short (Gittel-
man & Trimarchi, 2010). The goaf this desigris to testif a panels “deteriorating” in



any way. The hypothesis behind it is that if the quality of the panel i, o results

from one wavedo the next one should nbe too different. Additional quality metrics
are generally computed feachwave suctaspercentagef speeders, straight-liners,
inconsistencyn the same questionnaire, and failtoéollow aninstruction.

All these designsanbe further comparetb benchmark estimates. Benchmarks are typically
demographic and behavioral measures (ahealth status, racer numberof roomsin
the household), and usually come frofficial government statistics suasthe American
Community Survey. Attitudinal benchmarks come from high-quailityeys with probabil-
ity samples suchsthe National Election Studiess the General Social Survey. Until now,
benchmarks have generally been colletigdninterviewerin surveys that achieve extremely
high response rates.

If benchmarks are available and usable for some or all qunssthen each panel cha
compared against the benchmark, and a meaduggor canbe computed from that com-
parison. Howeveiin orderto compare the results from survagsenchmark estimates, two
requirements should idealbe met:

1. Question wording should be identical across the compared surveys. Question wordings
somethingo keepin mind when comparing studies, regardiefsgesign. Small wording
changes have shown to sometimes produce large effecteasurement (e.g., Smith,
1995), thereforéo avoid confounding effects, the exact same question wgpshiould
be usedin all surveysAt the same time, thisan be difficult to achieve when mode
differs across the surveys being compared and question adapiatiomes neces-
sary. Specifically, benchmarks and other probability-based staidiesften collecteth
interviewer-administered formats where questions are delivered oralgfdieqgues-
tions selected from these survegsncludein the online panels for later comparison
will needto beadaptedo the self-administered, visual delivery mode.

2. The populations represented by each survey need to be comparable. If the benchmark
survey includes population members without Internet access, theskawglto be
excluded from the estimatighthe online panel includes only respondents with Internet
accessasis usually the case. Problems may emefgine definitionof the Internet
population usetdy the agency providing the benchmarks does not match the population
from which the study respondents were recruited. iBHisrther complicated wheno
questionis askednthe benchmark study that identifies Internet users.

In Section 2.3wve provide a reviewnf accuracy metrics that have been usedvaluate the
differencesn data quality between online panels and other surveys.

2.3 Accuracy metrics

When comparing results from online pantlsbenchmarks, different accuracy metrics are
usedin the literature:

1. Direct comparisons (panelby panel)to benchmark®f response distributions are the
most commonly reported metric (e.g.,Vonk, van Ossenbryg&ewillems, 2006;
Walker, Pettit, & Rubinson, 2009) and loaikthe variabilityof estimates from different



sources. Panel names are usually not disclosed, with the exe#ifaw studies with
a smaller numbeuf panels (e.g., Duffy & Smith, 2005; Malhotra & Krosnick, 207

2. The lowest and highest values provide the reader with a rangé possible estimates
computed from data from the surveys usethe study (van Ossenbruggen, Vonk, &
Willems, 2006).

3. Theaverage estimates across panels are comparetb a benchmarkn the NOPVO (van
Ossenbruggeetal., 2006) and the ARF study (Wallatal., 2009). This metric focuses
on one estimate at a time and has the disadvantage of masking difeaenass pan-
els; evernif the overall averagef an estimate across panels is equal to the benchmark,
individual panels might grossly underestimat@verestimate the phenomenon, which
would mean that using a single pateebddress a research question would most likely
resultin biased estimates.

4. To solve the previous measurement issue, Yeager, Krostiek, (2011) propose the
average absolute error asa metric. The average absolute eisdhe averagef the abso-
lute difference between the modal categofryhe benchmark and the survey estimate
for that categonyit has the advantagd avoiding differencet cancel out.

5. Thelargest absolute error is usedto summarize more than one estimate insimea-
suredasthe erroof the variable estimate which the survey was least accurate (Yeager,
Krosnick,etal., 2011).

6. Thenumber of significant differences from the benchmark is the percentagef variables
consideredn the study that are statistically significantly different fromtieachmark.
It canbe reported pandby panelor asthe average percentage across panels (Yeager,
Krosnick,etal., 2011).

All the above metrics cabe reported either weightedr unweighted andpf course, more
than one metric can be reported and compereéch otheWe treat the issue of weighting
laterin the chapter.

2.4 Large-scale experiments on point estimates

Among the numerous studies that compare accwhegtimates from online panels, many
focuson comparing one pané& another survey, and a smaller number compare accofacy
several online panels. For space reasaagpcusonthe largest comparisons experimests
point estimates that have been conducted since 2006, starting wjilotieering NOPVO
project conducteth the Netherlands.

2.4.1 The NOPVO project

Thefirst published large-scale experiment was initially preseatte 2006 ESOMAR panel
research conference. Vonk, van Ossenbruggen, and Willems) (2i08Gated the Dutch
online panel comparison (NOPVO) project (http://www.nopvo.nl/engligiiggnhtm). The
study compared the resulv$ fielding the same surveyn samplesof approximately 1000
panel members froiR different online panelsf nonprobability samplaa the Netherlands,


http://www.nopvo.nl/english/english.htm

which captured 90%f all Dutch online panel respondemtsthe time (Van Ossenbruggen
etal., 2006) An omnibus questionnaire was administaredachpanel during the same week
of 2006, and wam field during seven days after the initial invitatibto quota sampling was
usedin selecting each sample frogachpanel.In total, 18999 panel members were invited
to participate and 9514 completed the survey for a completion rate (Call@daiSogra,
2008)o0f 50.04%.

Toinvestigate data quality, the data were compared, whesibe$o known benchmarks
from Statistics Netherlands (CBS). Together with the omnibus questienpainrel member
historical data were attachtmthe records and usetdthe analysis. When comparecknown
benchmarks, respondents acrosg@flanels were more liketp beheavy Internet users (81%
reported going online daily comparedthe CBS benchmarif 68%), less likelyo belongto
a minority group and more liketp live in big cities. The average estimafevoter turnout, for
example, wa®0%, butthe actual turnout wag9% Voters forthe Christian Democrats were
onaverage underrepresentadhe panels (16% vs. 29%) whereas vadéitbe Socialist Party
were overestimated (14% vs. 6%). Sa2886 of online panel members claimémbelongto
areligious communityascomparedo a benchmarlof 36%. The percentage respondents
who reported doing paid work for more th&h hours a week varied across all panels from
53%t0 82% (28 percentage point difference), whereas the perceafagspondents surfing
the web for more thahO hours had a rangef variationof 29 percentage points across the
lowestto the highest panel estimate. Althouighthe original NOPVO studyo data were
collected online from probability-based samples, a recent study (ScheepénBethlehem,
2011) conducted using the Dutch probability-based online panegitudmal Internet Studies
for the Social Sciences (LISS) compares the same statistics (cobectiee LISS panein
2006)to the benchmark data usbdthe NOPVO experiment. The bias from the LISS panel,
measureasthe difference from the benchmark, was smaller tharofttae average NOPVO
biasin five of the six benchmarks.

2.4.2 The ARF study

Basedon concerns raisely early researclon panel data quality, the Advertising Research
Foundation (ARF) setip the Online Research Quality Council (ORQ@&)August 2007
(Walkeretal., 2009). Onef thecouncil’s plans wago arrange a comparison study (NOPVO
style) amongl7 US online panel providers (all using nonprobability samples) a tetepho
sample panel, and a mail sample panel. A two-wave study was conducetbber and
November 2008. One versiofithe questionnaire was fieldatla local market level (selected
local markets). The online questionnaire was administeyedthird independent party and
contained: (1) factual and behavioral questittnee compared against known benchmarks;
and (2) other common market research attitudinal questionsasuotentionto purchase
items. Factual and behavioral questions were asked with thecgerstion wordingasthe
benchmarks they woulde compared againsOf 1038616 invites, 76310 panel members
completed the study for a completion rafe7.34%. Various findings were obtained from
this large study, whose estimatésbok value” cost exceede@1 million. When compared
to known benchmarks, the study showed a similar pattethe NOPVO study, with wide
variation across paneis the survey estimates interest. For instance, most panels overes-
timated smoking behavior; the estimates ranged from 42% (matchingrbkrbark value



from NHIS) of members admitting having smokatleast 100 cigarettan their entire life,
to 58%, dependingn the panel. Cell phone ownership was also overestimated aenosis
ranging from85-93%, all above the benchmark valok79%. Where panels showed the
highest variance was purchase intent and likelihodalrecommend questions, typical market
research questions. Two products were tested: the intdotiparchase a new soup and a
new paint. The percentagé panel members who chose the two response options indicating
highest likelihoodof purchase for the new soup varied fr82%6-53% across panels. The
authors also found that sample tenure (how long the respondkbelmgedo the panel)
was negatively relatet the intentiorof purchase. Panel members with self-reported thiree
more year®f membership were less willing (37%)recommend the new kiraf soup than
panel members with three monthislessof panel tenure (50%). A similar picture emerged
for intentto recommend a new tye paint, 48% versus 62%.

The ARF redid the above study 2012 with a similar design under the umbretiaithe
Foundationof Quality 2 (FOQ2) taskforceAt the timeof writing, there areno publicly
available results report.

2.4.3 The Burke study

The research firm Burke commissioned a study a@0ssiline panels with nonprobability
samples and one online panel with a probability sample (Mille®,722008). The main
purposeof the study wago investigate fraudulent respondents and satisficers. The same
guestionnaire, which included qualifying (screening) questiting) questions,” and other
standard market research questions was commisstone 21 online panelsNo quota
control in the within-panel sample design was set and the survey lengtbfvedmut25
minutes. Completion rates had extremely large variability, similaio the NOPVO study,
going from3%-91% with an averageof 18%. Fewof the estimates had the potential

be benchmarke@.One of the benchmarked items askiedl1 of the panels was a question
about whether the respondent was left-hanateaimbidextrous. The absolute average error
wasof 1.7 percentage points for the proportmfleft-handed respondents (ranging from a
difference from the benchmadf —2 percentage points +3 percentage points) awd 4.5

for the proportion of ambidextrous respondents (ranging &or2 percentage-point to a +6
percentage-point difference from the benchmark). When compasiigatesof usageof
blood glucose monitors, the range varies from a minirafiff®%to a maximunof 17% and
the incidenceof respondents claimintp have pet health insurance from a minimof#%

to a maximunof 22%.

2.4.4 The MRIA study

A study similarto the ARF study was conductéd 2009 for the Marketing Research and
Intelligence Association (MRIA) amont4 Canadian panels, o which was Probitan
online panel with a probability sample (Chan & Ambrose, 20l jhis study, quotas for
age, gender, and income were ugsedraw the sampldn termsof coverageof the target
population, the authors reported that some panels could grdehough respondents for
Quebec whereas others vastly under represented the French-speaklatqmopWhen look-
ing atdifferences across panels for newspaper, magazine and radiovgation, the variation
was small across panels. Further research steps were annauticedarticle but (tamur

“http://thearf.org/fog2.php.
5 No details are provideith the article about the source used for the benchnstirkates.


http://thearf.org/foq2.php

knowledge)no publication was availablat the timeof printing. Despite the fact that each
panel was anonymized the article, there was only one panel with a probability sample
(Probit), which was therefore self-identifietit the same annual confererioe2010, Probit
(EKQOS, 2010) reanalyzed the MRIA study using the averatiee panels with nonprobability
samples and compar#éagainst the Probit estimates colledtethe same experimer@fficial
benchmarks were also addedhe study. The authors found that Probit panel members were
less likelyto be heavy Internet user$p use coupons when shopping, andhave joined

the panel for the moneyr incentives than membeds the online panelsf nonprobability
samples. When compared the distributionof income for the Internet population accord-
ing to official benchmarks, online paned$ nonprobability samples recruited more members
with lower income than the Probit panel, which yielded estinwitesome that were however
closerto the benchmark.

2.4.5 The Stanford studies

Finally, Yeager, Kosnicket al. (2011) compared estimates framRDD telephone survey
to estimates from six online paneEnonprobability samples, one online panel with a prob-
ability sample, and one cross-sectional sample recruited via rivgglisg. The exact same
online questionnaire was usiedall surveys. Data were collectedthe fallof 2004 and early
2005 for a total sample sioé 1000 respondents per company (study 1). A second mfund
data collection was dorie 2009 with the same probability sampfe2004 and two nonprob-
ability panelsof the previous study (study 2). The questionnaire contained deivasic and
secondary demographics sugbmarital status, people livinpg the households, and home
ownership. Other questions asked were frequehsynoking, passport ownership and health
status. The uniquenegtthe Stanford studig thatevery question was selected that known
gold standards collected by US federal agencies were availaldenfiparison. The authors
were then abléo compute and compare the absolute averagea@rearch sample source.

Results indicated that the RDD and the probability-based online panelveetan
average closao the benchmarks than anfthe online panels with nonprobability samples.
The same findings were found for the more recent data tiolecf 2009: the average
absolute error among the same panel providers wastoltisatin the 2004/2005 study. The
probability sample was also more accurate than the two nonprobaaitifyies.

2.4.6 Summary of the largest-scale experiments

To better summarize the findings from these large-scale expesimeritave compiled two
tables where data from the above studies are compared with kemehmarks coming from
official, high-quality surveys with probability samplds. Table 2.2we have compiled the
comparison with smoking benchmarks across different studiesderto standardize the
comparison across studies the average absolute differende desicribed above has been
used.We could not use other metrics, suafithe largest absolute error and the nunidfer
significant differences from the benchmark, because detailed lpgpalrel original esti-
mates are not available for the studies considered, with teptonof the Stanford study.

To shed more lighon the variabilityof smoking estimates across pangisTable 2.3ve
reproduce Figure &f Walkeretal. (2009p. 474).

Probability sample panels were always cldsghe smoking benchmarks than nonprob-
ability sample panels (see Table 2.3). Tibigue for studies conductéu different years and
countries. Online panetsf nonprobability sampleis the United States ard Canada tend



Table 2.2 Average absolute errof smoking estimates across different studies.

Study Variable Benchmark Average Range
comparedo absolute error min—-max
Stanford Non-smoker 1 RDD sample 2.6 -
study 1
Stanford Non-smoker 1 Probability sample panel 4.2 -
study 1
Stanford Non-smoker  Averageof 6 nonprobability 9.6 5.8-17.8
study 1 sample panels
ARF Ever smoked  Averagef 17 nonprobability 10.0 -
sample panels
ARF Currently Averageof 17 nonprobability 5.6 0-12
smoke sample panels
MRIA Currently Averageof 13 nonprobability 10.5 —
smoke sample panels % probability
sample panel
MRIA Currently 1 Probability sample panel 2.1 -
smoke

Table 2.3 Comparisorof weighted percentages regarding smoking
behaviors across ti& nonprobability sample panefsthe ARF study.

Source Currently smoke Smokedat leastl00 cigarettes
in your entire life
NHIS/CDC benchmark 18 42
Panel A 19 42
Panel B 20 47
Panel C 20 a7
Panel D 21 48
Panel E 23 49
Panel F 24 50
Panel G 26 50
Panel H 26 50
Panel | 27 50
Panel L 27 51
Panel M 28 51
Panel N 28 51
Panel O 30 52
Panel P 30 55
Panel Q 31 57
Panel R 32 57
Panel S 33 58

Notes: The data come from two different panels whichaganizedn orderof magnitudeso
the readers should not assume that the results frosathe row come from the same panels.
Data showrin orderof magnitude.



Table 2.4 Average absolute errof average estimates different variables across
different studies.

Study Variables Benchmark Average Range
comparedo absolute error min-max
NOPVO 6 variables Averagef 19 nonprobability 8.5 Cannotbe
sample panels computed
NOVPO 6 variables 1 probability sample panel 4.0 -
Stanford 13variables 1 RDD sample 2.9 -
study 1
Stanford 13variables 1 probability sample panel 34 -
study 1
Stanford 13variables  Averagef 6 nonprobability 5.2 456.6
study 1 sample panels
ARF 6 variables Averagef 17 nonprobability 5.2 0-10
sample panels
Stanford 13variables 1 RDD sample 3.8 -
study 2
Stanford 13variables 1 nonprobability sample panel 4.7 -
study 2
Stanford 13variables 1 probability sample panel 2.8 -
study 2

Note: 'Data for each single panel includiedthe NOVPO experiment are not availabtewe cannot report the
minimum and maximum value.

to estimate a higher proportiof smokers than the proportiaf smokers in the population
accordingo the benchmark, even after weighting.

The same findings replicated using other variables (see Table 2.4). Mb#hte vari-
ables analyzeth this study are behavioral factualin nature suckaswork status, number
of bedroomsn the house, numbearf vehicles owned, having a passport, drinking and qual-
ity of health, having a landliner cell phone, and party voted for the last election. Here
again, probability sample panels and RDD telephone surveys are toldeerbenchmarks
than online panels based nonprobability samples.

Sometimes benchmarks are not available, either because more apoprdtion esti-
mates are impossible to collect for a given variablbecause they are not readily available
when analyses are conduct&tthese casdsis not possibldo useanaccuracy metric bt
is still possibleto study the variabilitpf estimates across panels. This kifidatais still rel-
evant and informative for survey commissioners to appreciatedi@ble data from online
panels might be.

The NOPVO study addressed this questipatudying familiarity with brand&Have you
seen a commercialf the following[brand]?”). The original values were not reportedthe
study; instead a mean valwascomputed across panels together with the top three estimates
plus the bottom three estimates, providamgndicationof variability across estimates from
different panelsin comparisorio the average brand awareness across panels, estimates varied
from —5 to +7 percentage points for Citroén, frorf to +9 for Mazda, from-6 to +6 for
T-mobile and from-11to +5 for Volkswagen (see Table 2.4).



In the ARF estimates about willingnessbuy the new soup and pafithe percentage
of respondents who selected the top two answers (definitely and prewaity buy) varied
from a low rang®f 34%to a high rangef 51% for the soup and from 3762%for the new
paint (weighted resultshn the same ARF study, the mail sample estimate for the intention
buythe new soup was 32%, and for the phone sample 36%.

2.4.7 The Canadian Newspaper Audience Databank
(NADbank) experience

In 2006, the Newspaper Audience Databank (NADbank), the Cardallgmewspaper audi-
ence measurement agency, initiated ateestssess the feasibiliyf collecting newspaper
readership data usiran online panel rather than the until then traditional data collection
protocol basedn RDD telephone surveys (Crassweller Williams, & Thompson, 2006)n

the experiment, the results from their standard telephone data collectiog ésml fall) were
comparedo results fromL000respondents fromnonline panel with a nonprobability sample
(same time periods) for the Toronto CMAhe online sample estimates for average number
of hours per weebf TV and Internet usageswell asfor average numbesf newspapers
read per week, were higher than the estimates from the telephopke ¢€rasswelleet al.,
2006). Most importantly, the key readership metbigeiewspaper differed with the different
sampling approaches and there wasonsistent patteror relationshign the differences.

Basednthese initial results NADbank decid@droaden the scopéthe test and include

more online panels (Crassweller, Rogers, & Williams, 2008007, another experiment was
conductedn the citiesof Toronto, Quebec City, and Halifax. Again, the four nonproibab
sample panels received identical instructions for project design, iraptation, weighting,
and projection and were run parallel with the telephone RDD samjitethose markets.
The results from the four panels varied substantialtermsof demographic composition
(unweighted and after weighting census data for age, gender, and household sizé) and
termsof media habits; panels did not mirror the benchnradayof the metricof interest.

Comparedo the benchmark, all panel estimatéseadership for both print (paper ver-
sions) and online newspapers were over estintatedrying degrees. This was true for all

newspaperin all marketsNo one panel performed better than another. The authors con-

cluded that there wam obvious conversion factto align panel estimatés RDD estimates

and that the panel recruitment approach could not providepgls that reflected the general
population. Without such a samjitievouldbeimpossiblgo gain valid insights regarding the

population’s newspaper readership behavior. The outcofribe test resulteth NADbank

maintaining their current RDD telephone sampling methodolbgyas clear thatthat time

“a web-based panel does not provide a representative samplescandlyg that different
panels produce differentsults” (Crasswelleetal., 2008p. 14).

Four years later, NADbank commissioned another study, this timparing the results
from their RDD sampléo Probit,anonline panel with a probability sample recruited using
landline and cell-phone exchanges veitiVR recruitment protocol (Crasswellgr,Rogers,

Graves, Gauthier, & Charlebois, 2011). The findings frawtiline panel were more accurate
than the previous comparisoihstermsof unweighted demographics, Probit was better able
to match census benchmarks for age and gender than previous phegmfability-based
panel recruitment approach resultedloser estimatesf print readership but over estimated

6 Assuming this product was availalaleyour local store and solat anacceptable price, whiasf the following
statements best describes how likghy wouldbeto buyit?
7 Statistics Canada Census Metropolitan Areas (CMA).



online readership. The authors concluded that this approacdmivaprovemenbn previous
panel recruitment approaches but still reflected the limitatadnghe recruitment method
(IVR) and the predisposition for mediaphikesparticipatein online media surveys. The key
strengthof the Probit (IVR) approach that it “has the potential to provide a one-stop shop
for online andffline consumers” (p. 6). The authors warned that more work still needéé
done before quantitative research studiesbeconducted using online pan&énonprob-
ability samples but concluded that incorporating RDD sampling approadtiethe useof
online panel measurement provided alternatives for the neeg futu

2.4.8 Conclusions for the largest comparison studies on point estimates

The main conclusion from this s#tstudieds that different results wilbe obtained using dif-
ferent panels oin other words, that online panéise not interchangeable”. In the NOPVO
study Vonk, Ossenbruggen & Willems, (20@6,20) advise‘‘Refrain from changing panel
when conducting continuous trackimegsearch”. Similar statements are madethe ARF
study:“The findings suggest strongly that panels areamtetchangeable” (Walkeretal., 2009,
p.484), andn the comparison done Canaddy MRIA (Chan & Ambrose, 2011.19)“Are
Canadian panels interchangeable? Probably not for repetitikéng”. On a different note,
the authors from the Stanford study conclude their gapgaying:“Probability samples, even
ones without especially high response rates, yielded quite accurate tastdtstrast, non-
probability samples were nasaccurate and were sometimes strikinghecurate” (Yeager,
Krosnick,etal., 2011p. 737).

2.5 Weighting adjustments

Differences acrospanels’ estimates could potentially disappear after each panel has been
weighted. Unfortunatelin the reviewed studies that was not the case. The ARF weigirting
common demographics made almosdifferencein reducing the discrepancy among panels
andin comparisorto the benchmarks. A second typEweighting was then attemptelah.
this approachin addition to post-stratification, duplicates and respondents whodezlao
multiple panel were removed. This second approach improved datty qgoaome extent,
but significant differences from the benchmarks still remained (\Wellke., 2009). The ARF
study stated:Sample balancing (weighting) survey dataknown census targets, removed
variance but did not completely eliminate Likewise, the tesbf a pseudodemographic
weighting variable (panel tenure) did not eliminedgance” (Walkeretal., 2009p. 473).

In the NADbank report the authors conclude tHdthere is no firm basison which
to develop a conversion factor weight that could bridge telephone and onlfielings”
(Crasswelleret al., 2008,p. 14). Finally, in the Stanford study, the authors concluded:
“Post-stratificationof nonprobability samples did not consistently improve accuracsreels
post-stratification did increase the accuratgrobability sampleurveys” (Yeager, Krosnick,
etal., 2011p. 733).

Finally, Tourangeau, Conrad, and Couper (2013) presentedta-analysisf the effect
of weightingon eight online panelsf nonprobability sampleis orderto reduce bias com-
ing from coverage and selection effects. Among different firglitigey concluded that the
adjustment removedt mostup to threefifths of the bias, and that a large difference across
variables still existedn other words, after weighting, the bias was reduced for some \eariabl
butatthe same timi was increased for other variables. The estin@tsmgle variables after
weighting would shifupto 20 percentage poinia comparisorio unweighted estimates.



A promising approach that has been developed during thesytbar useof propensity
score weightingasdiscusseth Chapter 12.

2.6 Predictive relationship studies

Findings reported until now suggest that researchers inteiestaed/ariate statistics should
avoid using panels from nonprobability sampleobtain these estimates. However, more
often than not, researchers are interest@avestigating relationships between variables, and
some argue that multivariate analyses mightbhebiased when computed using panais
nonprobability samples.

This section summarizes findings from four studies that tmwpared estimated asso-
ciation between variablés probability sample panels against nonprobability sample panels.

2.6.1 The Harris-Interactive, Knowledge Networks study

Parallel studieon global climate change and the Kyoto Protocol were administered
an RDD telephone sampléo two independent samples drawn five months aparthe
nonprobability sample Harris Interactive panel (HI), amdthe probability sample panel
Knowledge Networks (KN) (Berrens, Bohara, Jenkins-Smith, Sfivé/iemer, 2003). The
authors compared the relationships between environmental vieWglewmlogy across the
four samples. When combining the samples and loatiagordered probit model predicting
environmental threat (oan 11-point scale: 0 =No real threat;10 = brink of collapse),
the model showed that ideology was a strong predadtperceived threat, where the more
conservative respondents were, the leéstthreat they saw global warming. There were,
however, large significant interaction$ the Internet samples (taking the RDD sarngse
baseline) where the relationship between ideology and perceived Wagdess strong
the two nonprobability samples. When controlling for demograptiieseffecof the sample
source disappeareth a logistic regression analysis predictifigespondents would vote
for or against(0-1) ratification of the Kyoto Protocol giveian increased amourtf taxes,
the authors found that respondents to all the online panels were lesgigepy the Kyoto
Protocol that responderttsthe telephone survey. Howevirall samplesthe analyst would
make the same policy inference..() — the probabilityof voting yeson the referendunis
significantly and inversely related the bid price (or costf thepolicy” (p. 20).

2.6.2 The BES study

Parallelto the British Election Studies (BESJ 2005(a faceto-face survey where addresses
were selected from a postal addréksin the United Kingdom with a response rafeover
60%), an Internet sample was selected from the YouGov panel (l@sadnonprobability
sample) with the goadf comparing the accura@f estimates from both designs (Sanders,
Clarke, Stewart, & Whiteley, 2007). The authors foundiiant differences between the
two samples with respett point estimatesf political choice, voter turnout, party identifica-
tion, and other questions about political issues, where the probaaitipyles was overall, but
not always, more accurate than the nonprobability sample. Modeleiing three different
variables were tested each sample.

1. Thefirst model used6 variablego predict voting turnout and found significant differ-
ences across sampladive of the21 estimated parameters. For tafidhe parameters



(efficacy/collective benefits and education), the relationshipsigasficantly stronger
for the faceto-face probability sample. For two other parameters (personafitseand
Midlands Region), the coefficient was significamtone sample but nan the other.
Finally, accordingo the faceto-face probability sample, females were less likely
have voted than males. The opposite was famitite Internet nonprobability sample.

2. The second model was a regressamparty choicein the 2005 election, where
significant differences were found 5 of the 27 estimated parameters. Again, for
two parameters (Blair effect and Kennedy effect) the aoeffi was largein the
faceto-face probability sample than in the Internet nonprobability sarfiple.other
parameters (party-issue proximity and Southwest region) werdficagm in one
sample anchotin the other, and one parameter (age) was negatitree faceto-face
sample (suggestings one would expect, that older respondents were less likely
vote for the Labour Party) and positivethe Internet nonprobability sample.

3. In the third sebf models, rather than comparing coefficients, different competoy
els were comparetb try to find the one that better explained the performasfcine
rival party. Both samples let the same conclusions when inspecting the associated
explained variance and other goodne&§it statistics.

2.6.3 The ANES study

Around the same time, Malhotra and Krosnick (2007) conductedig stumparing th2000
and2004 American National Election Study (ANES), traditionally recruited and interviewed
faceto-face,to data collected from nonprobability Internet samples. Responseinmates
ANES were above 60%; the 2000 ANES sample was compar@cdample obtained from
the Harris Interactive panel survey, and the 2004 ANES sawgdecomparedb a sample
from the YouGov panel. The questions askédachsample were not always identichit
only those questions with similar questions and equal nuafbvesponse options were used
to compare the fact-face probability samples their Internet nonprobability counterparts.
In contrastto the multivariate regression approach follovilgdSanderst al., Malhotra and
Krosnick analyzed bivariate logistic regressions that predigtedicted” vote choice, actual
vote choice, and actual turnout.

Results showed that the desijrthe surveys (which used a different mode and sampling
strategy) hadan impacton survey estimatesf voting intention and behavias well ason
estimates of bivariate relationships. For example, in the 2004, $0dut of 16 parameters
predicting“predicted” vote choice were significantly different in the two sources of data;
the 2000 study, 19 out of 26 parameters were significantly difféémen predicting actual
vote choice using data from 20QIR out of the 26 parameters were significantly different
across samples. Weighting the data did not reduce these differamtéisey were not entirely
explainedby different levelsof interestin politics of respondents both typesof sample As
in the BES study, even though the true vabfdke regression parameters are unknaveto
know that point estimates about vote choice and turnout wereattuieaten the faceto-face
sample thain the nonprobability Internet sample.

2.6.4 The US Census study

The third study investigating differendeselationships between variables compared a series
of RDD telephone surveys collecting data from alR60t250respondents per day for almost



5 monthsto online surveys fieldedn weekly nonprobability samples from the E-Rewards
panel. This resulteth about 900 completes per week for approximately 4.5 months (Rasek
Krosnick, 2010). Using questions that were identic&irtually identical, theyirst compared
the demographic compositiaf the two set®f data and found that the telephone samples
were more representative than the Internet samples. When compapngse distributions
for the substantive variables, there were also sizeable differentas ddferingby 10to 15
percentage points) between the two samples.

Pasek and Krosnick (2010) first compared bivariate and multivariatkelsipredicting
two different variables testeoh each sample. When predicting intdot complete the
Census Form, 9f the 10 substantive variables had similar bivariate associatiortbe
expected direction. For example, both samples, respondents were more likelyeport
intentto complete the Census foriihthey thought the Census could help themif they
agreed thait is importantto count everyone. For the tenth variable the relationshipinvas
the expected direction for the telephone sample, but paneihdespts who didhot think it
was importanto count everyone wergore likely to intendto complete the census form.
For eightof the substantive variables where the directbrthe relationship was the same
in both samples, however, the relationships were stronger fqrathel sample than for the
telephone sample fdirve variables and weaker for three variables. Demographaigioes
were often significantly differeni the two samples, supporting different conclusions. When
predicting actual Census form completion, differences were lessysroe but still present,
suggesting again that which sam@eisedto investigate the research questicashavean
impactonthe conclusions that are ultimately reached.

Pasek and Krosnick also compared all possible correlations among theegamebkured
in both surveys, finding that correlations were significantly gteoim the panel sample than
in the telephone sampl#. is worth noting thain both the BES and thgS Census study
the relationship between age and the predicted variable difsggadicantly between the
nonprobability online panel sample and the alternative probability safrpderelationship
was significant for both samples but had opposite sigeach.In the nonprobability online
survey, the relationship was the oppositevhat was expected from theohg.addition, both
the ANES and th&)S Census studies bivariate relationships teridéé significantly stronger
for predictorsin the online nonprobability sample thanthe alternative sample. This sug-
gests that responderitsthe former were systematically different from the alternative method
respondents.

Although some authors conclude that researchers would make simitdusions when
using probabilityor nonprobability panels (Berrers al., 2003; Sanderst al., 2007) when
looking at the signsof the coefficients, they are not alwaysthe same direction (Pasek &
Krosnick,2010)and the strengthf relationships varies across samples (Malhotra & Krosnick,
2007; Sanderst al., 2007; Pasek & Krosnick, 201@)/e hope more studies will followp
this topic.

2.7 Experiment replicability studies

An important question for market researchers and behavioral scientidiemveplicabil-

ity — in termsof both significance and effect sizesof random-assignment experimental
studies that usas participants respondents from online panels. Indeed, market researchers
often seeko understand what influencesnsumers’ behaviors and attitudes. Experiments



arean effective methodo assess the impaof some changa messag®r marketing strat-
egyonaperson’s preference foor likelihoodof purchasing a given product. Likewise, public
opinion researchers often seéekinderstand the impaat acandidate’s policy onthepublic’s
vote. Experiments that present respondents with randomly assigneabessnallow cam-
paignsto estimate the proportioof the vote that mighbe won when taking one strategy
another. The estimate$this impactanthenbeusedo calculate the expected gaiimterms
of salewor votes that mightbefound when taking one strategy versus another. Thissfior
moreefficient useof resources. Thereforigjs oftenof interesto know bothwhether a given
changes likely to alter Americans’ behaviorsr preferences, and algow much this change
would affect them. Put another way, researchers who conduciregpes using online pan-
els are often interested both thesignificance of anexperimental comparison and @ffct
size of that comparison. What does the research say about replicaterqexputal resultsin
termsof both significance and effect sizem probability and nonprobability-based samples?
The research literatumn this topicis sparseTo date, there has bean published exten- sive
empiricalor theoretical analysisf this question. Much research has focusedhether
probability sample panels provide more accurate point estiioities prevalencef various
behaviorsor characteristicas just discusseth this chapter, whil@o published study has
comprehensively investigated whether probability versus nonprolaaititple panels yield
similar conclusions about causal relationstapsssessed through experiments. However,
there are a numbef studies that happenéalhave used both probability and nonprobability
samples when testing causal relationships using experiments (eam, BfgltonT. Rogers,
& Dweck, 2011; Yeager & Krosnick, 2011, 2012; Yeadearson, Krosnick, & Tompson,
2011). Furthermore, disciplines suatisocial psychology have a long histafydiscussing
the potential impaadf sample biasn experimental results (Henrich, Heine, & Norenzayan,
2010; Jones, 1986; Sears, 1986)his section, thernwe review: (1) the key theoretical issues
to consider regarding the resuttcexperimentsn online panels; (2) the emerging empirical
evidence and what future research needse conductedn orderto sufficiently address this
guestion.

2.7.1 Theoretical issues in the replication of experiments across
sample types

One important starting point for theory about the replicabditgxperiments comes from
researcherg social, cognitive, and personality psychology. These researichegsa long
history of using nonprobability samplegs conduct experiments specifically, samplesf
undergraduate students who are requice@articipatein psychology studieo complete
course credit. This largeody of work has contributed greattp our understandingf pat-
ternsof thinking and social behavior. Howevat,various timesn the field’s historyit has
respondedo criticismsof its database. For instance, Sears (1986) proposed that the narrow
age range, high educational levels, and other unique characteristmfege students make
them different from adultsr ways that may limit the generalizabilivf findings (see also
Henry, 2008). Likewise, Wells (1993),prominent consumer behavior researcher, said that:
“students are not typicakonsumers” becausef their restricted age range and educational
levels and that ignoring these uniqueneSpege[s] student-based conclusioassubstantial
risk” (pp. 491492, emphasis added).

Psychologists have respondedhese criticism&y arguing that the objectivef much
academic researdh notto produce point estimates but ratherassess the causal relation



between two conceptual variablasany segmentf the population. For instance, Petty and
Cacioppo (1996) stated:

If the purposef most psychologicadr marketing laboratory researoh college
students wer¢o assess the absolute leeélsome phenomendn society (e.g.,
what percentage of people smoke or drink diet coke?)henWells’s criticism
would be cogent. However, this not the casgA laboratory study using col-
lege students] examines the viabilitysome more general hypothesis about the
relationship between two (or more) variables and ascertaingwigatbe respon-
sible for this relationship. Once the relationsisipalidatedin the laboratoryits
applicabilityto various specific situations and populaticasbe ascertleined. )

pp. 34

Similarly, NedJones (1986) has argued that:

Experimentsn social psychology are informative mairitythe extent that they
clarify relationships between theoretically relevant concepts. Experiarent®t
normally helpfulin specifying the frequenayf particular behaviors the popu-
lationatlarge.

(p. 234)

Indeed,asnoted above, researthassess point estimatisdistinct from researcto under-
stand relations between variables. However, marketing and political researehaftsrarot
interestedn whether a given relationship could existiny segmenbf the population during
any time period, but whethérexistsright now in a population they care about, that is, con-
sumers and voters. Furthasnoted above, the sioé aneffectis often a substantive question.
Understanding not only that somethingz/t matter under some specified sétonditionsis
sometimes less important when making decisions aboutdiowest resources than knowing
how much something matters. And theeno strong statistical rationale for assuming that the
sizeor significanceof results from a small biased sample Wwiltruein the populatiorasa
whole. To the contrary, statistical sampling theory suggests that any estifrmfgarameter
will be more accurate when that parameseestimated using data from a random sample,
comparedo a biased (nonrandom) sample.

While thereis no statistical basis for assuming homogeneityeffect sizesn a biased
versus probability-based sample, the lagficandom assignment assumes that whatever char-
acteristic that might affect the outcome variable Wéldistributed equally across the two
conditions (see Morgan & Winship, 2007). Given a largeugh sampleso that participant
characteristics are truly randomly distributed across conditions |saelpction bias would
only be expectedo bias the sizef the treatment effedh the event that the sampkebiased
in termsof some characteristic thistcorrelated with @erson’s responsivenegs the exper-
imental manipulation.

For instance, imaginenexperimento test two framingef a campaign issu#.these two
framings are judgedsequally differenby everyone regardless their cognitive ability, then
a nonprobability sample that underrepresents high-education respomiigmitot resultn
different treatment effects. Howevérpnly people who think carefully about the issues will
notice the difference between the issue framintmt is,if only highly-educated people were
expectedto show a treatment effeet then a nonprobability sample that includes too-few
college educated respondents might show a smaidlewven nonexistent treatment effect.
Therefore, one theoretical issue that will likely determine the replicabfliy experiment



in probability versus nonprobability samplisswhether the treatment effeist likely to be
different for people with different characteristics, and whether thplgagrmethods are likely
to produce respondents that difterthose characteristics.

A related issue involves research hypotheses that are explicitly detigestiwhether a
given subgroupf people (for instance, low-education respondents) will siroexperimental
effect (for instance, whether they will distinguish between the psigenessf two advertis-
ing campaigns). One assumption migkthatany sample that includes enough respondents
in that sub-groupo allow for a test with reasonable power will provaeaccurate estimate
of the treatment effect for that group. That is, all low-educatspondents may be thought
to respond identicallyo the experimental manipulation, whether they were recruited through
probability or nonprobability methods. Indeed, thigsthe perspectivef much of psychol-
ogy, which treats any membef a group (suclas“low cognitiveability” vs. “high cognitive
ability,” (e.g., West, Toplak, & Stanovich, 2008J; “westerners” or “easterners” (Markus &
Kitayama, 1991)psa valid representativef the psychological stylef that groupBy this
logic, it is unimportant whether such a study includes proportidmsemberf a sub-group
that match the population. Instead, the crucial feaswether the sample has enough people
in that groupgo adequately allow for the estimatiohexperimental effects.

However, another perspectii®that membersf subgroups may onlige consideredo
beinformative about the thinking styles behaviorof that subgroujif they were randomly
sampled from the population. That is, tHew-education” respondent$n a given sample
may not resemble low-education respondents more genaralymsof their receptivityto
anexperimental manipulatiottf. thisis true, then experiments using nonprobability samples
to test for effects within a given subgroup may lead researchers astray.

In summaryijf researchers are looking for main effeaft&in experimental manipulation,
andif people’s responsivenes® that manipulatioris uncorrelated with @erson’s charac-
teristics, then a nonprobability sample woublel expectedto provide similar estimatesf
an effect sizeas a probability-based sample (all other methodological details beirgj)equ
However,if responsiveneds the manipulation depends some characteristic thit over-
or under-representeth a nonprobability sample, then experimental effects might vary
between that sample and a probability-based sample. Fuftlesearchers are hoping
assess experimental effects within some subgroup (e.g., low-inconmmdesgs, women,
Latinos, etc.) and respondents are not a random saropleeople from that subgroup, then
it is possible that the subgroup analysis will yield a different résydtobability-based and
nonprobability-based samples. With these issnawind, we turn to the limited evidence
availablejn additionto future studies that are neededurther understand these issues.

2.7.2 Evidence and future research needed on the replication of
experiments in probability and nonprobability samples

A large numbeof studiesn psychology and behavioral economics have assessed the different
results obtainedn experiments with nonprobability samplekcollege students and non-
probability sample®f nonstudent adults. Peterson (2001) meta-anal$fadeta-analyses

that tested for moderatidsy sample type and found a great defaVariancein college stu-

dent versus noncollege student samples. In many cases, findingetaatignificant and in

one directionn one sample were nonsignificamt significantin the opposite directiom

the other sample. Similarly, Henrich, Heine, and Norenzayan (2@h®)ared results from
experiments conducted with samptéscollege students in the United Statesesults from

the same experiments conducted with nonprobability saropkedultsin other countrien



Africa or Asia. These authors found many casiesonreplicatioror of studies that produced
effectsin the opposite directiorAn obvious limitationin these studies, howevés,that both
of the samples were recruited using nonprobability methbsthus unclear which sample
was biasedh its estimateof the effect size.

A small numberf studies have begun test for experimental effects usingcallege-
student sample and then have replicated the study using a probatskty-bample One
prominent examplés a seriesof experiments conductesly Bryan, Walton, Rogers, and
Dweck (2011). These researchers assessed the iof@abtief framing manipulation the day
beforeanelection (referringo votingas‘being a voterin tomorrow’s election” vs. “voting in
tomorrow’s election) on registered potentialoters’ actual voting behavior (as assesbgd
looking for research participaritsthe validated votefle). In one study conducted with Stan-
ford students, Bryastal. (2011) found that the framing manipulation increased acttat v
turnoutby roughly ten percentage poiniis.a second study conducted with a probability-based
sampleof voters— memberf the GFK Knowledge Panel the authors replicated the sig-
nificanceof the effect, and the siz# the effect was nearly identical. Thus,at least one
case, both significance and effect size were repliéataghrobability-based sample.

Two other investigations have conducted randomized experinweatssess the impact
of a small changé question wordingon the validity of respondents’ answers (Yeager &
Krosnick, 2011, 2012; Yeager, Larsaat,al., 2011). Yeager and Krosnick (2012) examined
whether questions types that employ a stem that first tells respgsndest ‘some people”
and “other people” think before asking for theespondent’s own opinions yields more
or less valid data relativeo more direct questions. They tested timisboth nationwide
probability-based samples (the General Social Survey, the FFRISPthenKnowledge
Panel) andn nonprobability-based Internet samples (from Lightspeed Researchudimd L
Research). These authors found thaime/other” questions yielded less validity, and this
was trueto anequal extenin both probability and nonprobability-based cases. Furthermore,
they reached identical conclusions when they testetstinge/other” formatin convenience
samplesof adolescents (Yeager & Krosnick, 2011). Replicating these oviamdiihgs,
Yeager, Larsoret al. (2011) found that the significance and sizg¢he impactof changes
in the “most importantproblem” questio were no differentin an RDD telephone survey
or in a nonprobability samplef Internet volunteers. Thus, the limited evidesodar does
not suggest that there are substantial differeimcegher replicatioror sizeof effects across
probability and nonprobability-based samples.

The evidencés not adequate, howeven assess the more general questibmvhether
the two type®f samples are always likely replicate experimental effects. The studies noted
abovedo not have likelya priori moderators that could have existegubstantially different
proportions across the types of samples. Therefore, it will bertent in future researdo
continueto examine effects that are likely be different for different people. Furthermore,
the studies above were not interesteslub-group analysel.is anopen question whether, for
instance, studies assessing the imp&aatmanipulation for women versus menrich versus
poor, would yield different conclusiois probabilityor nonprobability-based samples.

2.8 The special case of pre-election polls

The advantagef pre-election pollss that the main statistiosf interest (voter turnout and
final election outcome) cabe evaluated against a benchmark for all panels. Beiat.

8 Respondents were aské&tvhat do you thinkis the most important problem facing the coumbday?”



(2010,p. 743) and Yeager, Larsatal. (2011 p. 734) providea list of studies showing that
nonprobability online panels can providegood and sometimes better accuracy than prob-
ability sample paneldn the United States, for example, this gassar backasthe 2000
election (Taylor, Bremer, Overmeyer, Siegel, & TerhanZfl) andin the United King-
dom, this goes baadk 2001 (YouGov, 2011)In the2012US election, nonprobability panels
performedaswell and sometimes better than traditional probability polling (Silvelr220

At the same time pre-election studies diffeseveral ways from other survey research.
Pre-election polls are focused maialtyestimating one variable (the election outcome), which
is mostof the time (dependingn the country) a binary variablén addition, pre-election
studies are often conductedan environment where during weeks before the election many
other studies, generally pre-election telephone polls, are publicly deallafact, unlike
the majorityof surveys,in pre-election polls there are continuous soulfesmformation
that help guide additional data collection and refine predictivietsdasedn identification
of likely voters, question wording, handlirg undecided and nonrespondents, and weight-
ing mechanisms. Thus, differendesaccuracydo not just reflect differences accuracyof
nonprobability samples panels but also differermcelsow all these variables are handlad.
the recent AAPOR report from the nonprobability samples staétiough nonprobability
samples often have performed wallelectoral polling, the evidenad their accuracys less
clearin other domains and more complex surveys that measure many differiestomena”
(Bakeretal., 2013p. 108).

As Humphrey Taylor recognized eadwy (Taylor, 2007), the secr&i generating accurate
estimatesin online panelds to recognize their biases and properly correct themnthe
specific casef election polls, some companies are better than oihelging so. The case
of pre-election pollés encouraging ande hope that many more studies are published trying
to extend successful bias correction methodolagiesher survey topics.

2.9 Completion rates and accuracy

In online panel®f nonprobability samples, response rates capactally computed because
the numbenof total people invitedlo signup (the“initial base™) is unknown. Completion rates
canstill be computedby dividing the numbeof unique complete survey responggsthe
numberof email invitations sent for a particular survey (Callegaro & DiSogra,)2008

In the NOPVO study (Vonkt al., 2006), completion rates ranged from 18%%6. The
authors explained the differencesa functionof panel management: some compafrisan
up” their database from less active members more than others antbuheythat fresh
respondents were more responsive than members who had beéstpanyeaor longer.
Yeager, Krosnicket al. (2011) studied the effectf completion rateon accuracyof the
responses finding that the nonprobability samples, higher completion rates were strongly
associated with higher absolute ernor (61). A similar but slightly weaker relationshigs
found for the response rates of the seven RDD studies4(7) and for the response rates of
the seven samples drawn from the probability-based Knowledge Netovditks panel, (=
A4T). These results add anincreasing bodyf literature suggesting that effottsincrease
response ratefo not resultin improvementsn accuracyaspreviously expected.

2.10 Multiple panel membership

Multiple panel membershiis anissue that has attracted the attentibthe research commu-
nity since the beginningf online panels. Also callgdinel duplication (Walkeretal., 2009),



Table 2.5 Average numbeof membership per panel member, and percerdbigembers
belongto five or more panels.

Studies Year X panel member % belongingo 5+ Country
Multiple panels studies

Chan & Ambrose 2011 45 CA
Walkeretal. 2009 3.7 45 us
Gittleman & Trimarchi 2010 4.4 45 us
Gittleman & Trimarchi 2010 25 FR
Gittleman & Trimarchi 2010 19 ES
Gittleman & Trimarchi 2010 23 IT
Gittleman & Trimarchi 2010 28 DE
Gittleman & Trimarchi 2010 37 UK
Gittleman & Trimarchi 2010 38 AU
Gittleman & Trimarchi 2010 39 JP
Vonketal. 2006 2.7 23 NL
Fulgoni 2005 8.0 us
Single panel studies

Casdagtal. 2006 11 AUl
De Wulf & Bertellot 2006 29 BE
Comley 2005 31 UK3

IMeasuredn one panel only, AMR interactive.
2Measuredn one panel onlyXL Online. Some 29%f members declared they belondednore than one panel.
3Measuredn one panel onlyJK Opinion Advisors.

or panel overlap (Vonk et al., 2006), thiss a phenomenon fourid asmany countrieaswe
could find a study foin Table 2.5wne list the average numbef memberships per panel mem-
ber and the percentagémembers belonging more than five panels, accorditmdifferent
studies. All these studies were undertaixgnomparing online panetd nonprobability sam-
ples.At the current stagee could not locate studied probability-based panets of panels
where membershiig restrictedby invitation onlyasdescribedn Chapterl.

It is not uncommon that members belaiognultiple panels wittashighas45%of panel
members belongin five or more panelén the most recent estimatesthe United States
and Canada. The issoé multiple panel membership important from two pointsf view:
diversity of panel members, and data quality. The first aspect resonatethavitbncern that
Fulgoni (2005) voiced that a minoritf respondents mighte responsible for the majorityf
surveys collected.

In the pioneering NOPVO study (Voek al., 2006), the number of multiple panel mem-
bership variedy recruitment methods: panels who bought addressecruited via linkor
banners had a higher amouwftoverlap (averagef 4.3 and 3.7 panels per member respec-
tively) than panels who recruitdny phoneor snowballing (2.0 and 2.3 respectively). Panel
offering self-registration hadn average overlapf 3.3, while panels recruiting via tradi-
tional research hadn overlapof 2.4. Interestinglybut not surprisingly, respondents with
high Internet activity hadnaverage multiple panel membersbi{B.5in comparisorio low
Internet users: 1.8 (i.e., respondents who checked their emaibotvdee a week)We will
returnto the issueof frequencyof Internet usage with mongp-to-date data lateon in this



chapter. Casdas, Fine, and Menictas (2006) compared multiple paneémaaniographics
with Australian census data, finding that they were more lilcehe younger, less educated,
female, working part-time and renting their living spac¢he ARF study (Walkestal., 2009)
multiple panel membership was again related to the recruitment method: imigligpanel
memberships occurred with unsolicited registratiaffdjate networks and email invitations.
Multiple panel membershiwasalso three times higher for African Americans and Latinos.

2.10.1 Effects of multiple panel membership on survey estimates and
data quality

Most studies examining the effectt multiple panel membershipn data quality have been
conductedin the areeof traditional market research questions sastshopping attitudes,
brand awareness, and intenttopurchaseln oneof thefirst multiple panel membership stud-
ies, Casdas and colleagues (2006) noted that members belanginig than two panels were
more likelyto bemore price-driven than brand-drivencomparisorto members belonginig
one panel only antb a CATI parallel interview. The comparison was done withugtivariate
model controlling for demographics characteristics. In teshiwand awareness Vonk et al.
(2006) compared multiple pan@kmbers’ answerdo the average awareness results from all
the 19 panelsn their study. Multiple panel members had above average brearéraass but
below average advertisement familiarity. Lastiythe ARF study (Walkestal., 2009), mem-
bers belongingo four or five and more panels were more likédysay that they woulbuy a
new souppr paint (intentiorto purchase concept test) than panel members belotwiegs
panels. For example, the percentafjeespondents saying that they will definitblyy a new
soup waf 12% for members belongirtg one panell15% for two panels, 16% for three
panels, 22% for four panels and 21%ffoe or more panels.

Vonk, van Ossenbruggen, and Willems (2006) noted a stamelation = .76) between
being a professional respondent (definedumberof multiple panel memberships + number
of surveys completeid the lastl2 months) and inattentive respondents (defammbmpleting
the surveyn a shorter amouwf time and providing shorter answ&r®pen-ended questions).

2.10.2 Effects of number of surveys completed on survey estimates and
survey quality

Loyal respondents are desirable from the panel managemenbopuaienv because they con-
stantly provide answers to the surveys they are invited tocémixtof declining response
rates, this came seenas encouragingAt the same timewe needto explore the possibil-
ity that frequent survey-takers provide different answers liss)frequent takers and what
effect this might havén nonresponse and measurement elroa Survey Spot panel study,
Coen, Lorch, and Piekarski (2005) noted that experienced @spsn(who had responded
to 4-19 surveys) and very experienced responders (who had weshtor20+ surveys) gave
much lower scores than inexperienced respondents (who had aedribsurveyspn ques-
tions suchasintentionto buy, brand awareness, liking, and future purchase frequenegeT
results were true even after weighting the three grtupmke sure they all represented 33%
of responses and also after weightiygdemographics.

The US bank Washington Mutual (WaMu) switched their market researchodé#ts-
tion from telephone surveys fully nonprobability online panels (the company used more
than one). During the gradual switch, researchttee company noted substantial variations



between online panels, across themselvesjraodmparisorio RDD telephone studies. The
bank then started a prograshresearch, pooling togeth2® studies across different online
panels for a totabf 40000 respondents (Gailey, Teal, & Haechrel, 2008). @rike main
findings was that respondents who took more surieyise past three months (bt more)
gave lower demand ratings for products and services than respemneho took fewer sur-
veys (10or fewer surveys). When controlling for age, the same patterddrinel The second
finding was that not only was the numloéisurveys a predictarf lower demand (for product
and service) but also panel tenure. This prompted thetbask every online sample vendor
to append survey experience auxiliary variables for their project.

In a very recent study, Cavallaro (2013) compared the respohtenured Survey Spot
members with new members on a variety of questions ascbncept testing, propensity
buy, early adoption, and newspaper readershithe study design, the same questions were
asked twice to the same respondents a year apart. The data showed tbatressmondents
were less enthusiastic about concepts (e.g., a new cereal brandyraniikety to be “carly
technologyadopters” than new panelists. Differences over time for tenured respondergs
small, suggesting that the observed differences between tenureddesiscand new respon-
dents arenot dueto changesn answers but rathéo changesn panel composition du®
attrition.

From the above studiés seems that the respondents who stay loimger panel have
different psychographic attitudes (at leéstthe topics discussed above) than new panel
members.In this context,it is definitely worth mentioning the pioneering work dooe
the probability-based CentERdata paimethe Netherlands (Felix & Sikkel, 1991; Sikkel
& Hoogendoorn, 2008) where panel members were prddilede early stage with a set
22 standardized psychological test traits suchasloneliness, social desirability, need for
cognition and innovativeness. When lookiaiggall respondents’ scoreson the 22 traits and
correlating them with the lengtf stayin the panel, the authors barely found any statistically
significant correlations. This study strengthens the Cavallaro J203othesis that the
difference between new and tenured panel members is a ofadttnition, andnot of panel
conditioningatleaston psychological traits3/Ve look forwardto new research this area.

The issueof multiple panel membershiig also debatedh the contextof professional
respondents. We refer the readeto ChapterlO of this volume for a thorough discussion
professional respondents and their immawndata quality.

2.11 Online panel studies when the offline population is less
of a concern

By definition, theoffline populationis not partof online panel®f nonprobability samples.
In other words, individuals from the populatiof interest without Internet access cannot
signup for nonprobability-based online panels. Althouigbanbe argued that weightingan
compensate for the absenafethe offline population from a survey error powit view, the
percentagef peopleor households that amot online for a specific country contributes
potential noncoverage error. For this reason, probability-baaseelgso far have provided
Internet acces® the non-Internet population uniis have surveyed them a different mode
suchasmail or telephone (Callegaro & DiSogra, 2008).

In the commercial and marketing sector, the isfuepresentativeness and noncoverage
of theoffline population sometimes has a different impactithzams for surveysf the general



population.As discussedy Bourque and Lafrance (2007), for some topics, customets (tha
is, the target population) miglte mostly online (e.g., wireless phone users) while for
other topics (e.g., banking) thefline populationis “largely irrelevant from a strategic
decision-makingtandpoint” (p. 18).

However, comparison studies focusmuthe online population only provide increasing
evidence that respondents joining online panélsonprobability samples are different from
the general online population that they are heavier Internet users, and more intergsted
technology. For exampl@ a study comparing two online panelsnonprobability samples
with a faceto-face surveyof a probability sample, Baim and colleagues (2009) found large
differencesn Internet usage. Accordirtg the faceto-face survey, 37.7%f the adult popu-
lationin the United States used the Internet venore times a day, compartma 55.8%n
panel A and a 38.1% panelB. For Internet usagef about 24 times a day, the fade-face
survey estimated that 24.88bthe population felin this category whereas the nonprobability
sample panel A estimated 31.9% and B 39.6%. A more recent&indyctedn the United
Kingdom compared government survéyshe TNSUK online panel (Williams, 2012). When
looking at activities done during free time, the demographically calibratdideopanel over
estimated using the Interngy 29 percentage points and playing computer gaoyekt per-
centage points. The author concludglse hugeoverestimat®f Internet and computer games
activity levels illustrates a general truth that access panels willoatle accurate prevalence
about the usef technology” (p. 43).

Higher time spent online and heavier technology usage comparison to bench-
marks were also founth the Canadian comparison stud@sCrassweller, Rogers, and
Williams (2008)— higher numbebf time spent onlin€yesterday,” andby Duffy and Smith
(2005) - higher time spent online and higher usaf¢éechnologyin the United Kingdom.
Therefore, studies who are only interestethe online population might aldee affectedby
differences relatetb Internet usage between those who beloriteir target population and
the subgroup that sigig for panels that recruit respondents online.

2.12 Life of an online panel member

As mentionedn Chapter 1of this volume, online panelio not openly share details about
their practices and strategies for fe&giving the competitiomn advantage. For this reason,
it is not easyto know whatis requesteaf online panel members. One wiayobtain some
information is to signup in online panel portals that allotw do so, and monitor the activity
as panel members. The company Grey Matter Research has usedptioacap Staff and
other volunteers signedp on differentUS online panels that allowed those who wartted
become members and monitored the traffic for three montley (@atter Research, 2012).
At sign-up they did notie ontheir demographics, nor did they toyqualify for studies they
would not qualify for otherwisdn other words, the study was done with participants being
on their “best behavior” — eachmember attemptetb complete each survegp the besif
their knowledge anih a reasonable time franté three days maximum from the moment
the email invitation was receiveth Table 2.6,we report the resultsf the 2012 study. A
similar study had also been conducted three years before (Grey MagtardRe2009) with
similar results.

Each volunteer monitored the numbar invitations per panelAs we can see from
Table 2.6, the ranges quite wide, where the panel with highest invitation level sent



Table 2.6 Life of anonline panel membe

Panel Average #f invitations % of surveys closed  Average questionnair
in 30days within 72 hours lengthin minutes

1 42.3 9.5 22.1
2 10.3 194 20.2
3 20.0 16.0 17.3
4 9.8 33.7 17.7
5 51.3 27.3 17.5
6 11.3 0.0 16.1
7 6.5 0.0 10.7
8 34.0 42.1 21.2
9 8.5 0.0 18.3
10 7.7 22.1 9.6
11 23.0 29.1 19.6
Average 204 18.1 17.3

averagebl invitations within30 days and the panel with the lowest invitation level sent
average 6.5 invitatioria 30 days.

A sizeable numbeof surveys were already closed when the participants attertpted
complete them, with an average of 18.1% and a high of 42.18t\8waried in length but
they wereonaverage 17.3 minutes long, with the panel with the shortesiauesres lasting
on average 9.6 minutes and the panel with the longest questionreaineg dn averageof

22.1 minutes. The above picture highlights likely lewdlparticipation requests and burden
on online panelslf we take the meanf the panels, for exampleje canestimate thaan
“average” panel member would spend about seven Haling) out questionnaireisi a month
with high burden panels topping abdéthours a month (e.g., pariglor low burden panels
asking less than 2 houo$ commitment a month (e.g., panel 7). These results are per single
panel;if a responderis a membeof multiple panels, then the commitment quickly increases.

This rare study, which confirmed the results fromdiapany’s previous research con-

ductedin 2009, sheds some ligbh the kindof data obtainefly online panels. Active panel
members are requestamparticipatein numerous surveys for a substantial amaifriime
eachmonth. The importana& the studies liefm realizing the online panels are victirftheir

own succesdt is hard for companies managing online patekatisfy every client request.

That translates into numerous survey requests per month. i péatyof room for research

to investigate the effectsf heavy participatioin surveysontheir data quality.

2.13 Summary and conclusion

In this chaptemwe have systematized and brought together the disparate and sometidnes ha
to find literatureon the qualityof online survey panels, focusiroy the critical reviewof

the largest studiesn data quality conducted thus far. This review should proaidtarting

point for additional studieaswell asstimulate the publicatioof existing and new studiek.

was apparent from our review that mariyhese studies appean conference presentations,
blogs, and few are publishedpeer-reviewed journals. This creates a proldétmansparency



because for most studies soofithe key survey information, suakthe original questionnaire
or descriptive statistics, was not available.

The chapter started with the proposdla taxonomyof different comparison study
techniques, together with a revi@f their strengths and weaknesses. The hepleat the
taxonomycan be useful when researchers design future studiesnline panel quality.
In orderto tackle the issuef quality of data obtained from online paneise looked at
three key quality criteria: accura@f point estimates, relationships across variables, and
reproducibility of results. Our recommendatios that researchers and data users/buyers
analyzing data coming from online panels should use these ctideagsess the qualif
the survey estimates.

The outcomeof our reviewon point estimates, relationships across variables, and
reproducibility of results pointso quality issuesn data obtained from online panei$
nonprobability samples. Pre-election online polls are one emodptithe general findings,
where many web panelsf nonprobability samples performex good as and sometimes
better than probability based pre-election polls. Weighting chalde the potentiato
minimize the noncoverage and selection bias obsénveadline panels, bugofar, again with
the exceptiomf pre-election polls, this strategy does not stebe effective.

The final partof the chapter was devotéd common issues debatéudthe market and
survey research arena, specifically the debatthe relationship between completion rates
and accuracy, the issaémultiple panel memberships, and studies focusingamilze online
populationln thefirst case, the agreement from the literaisitiat such relationship does not
follow the expected direction. For probability-based paneti@thwe found only one study:
Yeager, Krosnicketal., 2011), higher completion rates leadiigher bias. For nonprobability
panels, what makes a large differemceompletion rates seernttsbe how the company man-
ages the paneh termsof invitation and“panel memberdeletions” with different, mostly
undocumented rules. Multiple panel membership was noticed earlyt tie latest since
thefirst study conductely the NOPVO consortiurm the Netherlandé 2006. Given the
self-selected natuef panelsof nonprobability sampleg,is not uncommon for a panel mem-
berto signup for multiple panels. Our revieof the limited evidence highlights some issues
of data quality for particular questions (e.g., purchase iotgoduct recommendation) and
the fact that members who are more active (in terhssirvey completion) than the average
tendto have a different psychographic profile from membersdetgein the panel.

The reader might think that nonprobability sample panels dtersaiitedto study the
online population only. However, panel members tende heavy Internet users and heavy
technology consumers, thus are less representafithe online population overall than
sometimess presumed.

We concluded the chaptél presentinganimage of the life of an online panel member.
The two studiesve reviewed suggest that some panel members spend a high rafrhbars
completing surveygachmonth. This burdefis a new phenomenon, where the population
has a higher chance than ewérbeing selected and receive survey requests, compared
the pre-Internet era when cross-sectional surveys where theamor@verin panel studies
frequencyof invitation tendsto be considerably lower than thaf online panels. Protect-
ing the population from overloanf survey requests migle importantto maintain future
cooperation from respondents. Hence, further resdancheded investigating the optimal
frequencyof survey requests (and their lengghor online panel members.

We agree with Farrell and Petersen (2010) that Internet researcld stuobe stigma-
tized. At the same timei is worth noting that research conducted using online parfels



nonprobability samples has still numerous quality issues thatrtwveeen fully resolved.
We hope this revievzan serveas a baseline for a more transparent research agantie
quality of data obtained from online panels. Howeweg, lament the fact that the existing
commercial studies (NOPVO, ARF, and MRIA) produced insufficalmtumentation and
did not share necessary methodological details ast¢he full questionnaire and descrip-
tive statisticsWe look forwardto the findings from the new ARF study conductgdthe
FOQ?2 which are expectédbe made availabléo the entire research community (Therhanian,
2013).

Our taxonomycan help researcherto understand what conclusiorean be drawn
dependingn the research design. The multiple foongoint estimates, relationships across
variables, and replicabilitis the keyto scientific advancemerni this area. Together with
weighting, data modeling, and learning from the successfulafgse-election polls, these
aspectf the debate®n online panels data quality shoulé on the agendaf researcton
online panel samples.
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