
Asimit, A. V. & Jones, B. (2007). Extreme behavior of multivariate phase-type distributions. 

Insurance: Mathematics and Economics, 41(2), pp. 223-233. doi: 

10.1016/j.insmatheco.2006.10.016 

City Research Online

Original citation: Asimit, A. V. & Jones, B. (2007). Extreme behavior of multivariate phase-type 

distributions. Insurance: Mathematics and Economics, 41(2), pp. 223-233. doi: 

10.1016/j.insmatheco.2006.10.016 

Permanent City Research Online URL: http://openaccess.city.ac.uk/13144/

 

Copyright & reuse

City University London has developed City Research Online so that its users may access the 

research outputs of City University London's staff. Copyright © and Moral Rights for this paper are 

retained by the individual author(s) and/ or other copyright holders.  All material in City Research 

Online is checked for eligibility for copyright before being made available in the live archive. URLs 

from City Research Online may be freely distributed and linked to from other web pages. 

Versions of research

The version in City Research Online may differ from the final published version. Users are advised 

to check the Permanent City Research Online URL above for the status of the paper.

Enquiries

If you have any enquiries about any aspect of City Research Online, or if you wish to make contact 

with the author(s) of this paper, please email the team at publications@city.ac.uk.

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by City Research Online

https://core.ac.uk/display/42629639?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://openaccess.city.ac.uk/
mailto:publications@city.ac.uk


EXTREME BEHAVIOR OF

MULTIVARIATE PHASE-TYPE DISTRIBUTIONS

Alexandru V. Asimit1

Bruce L. Jones2

Department of Statistical and Actuarial Sciences
University of Western Ontario

London, Ontario
Canada N6A 5B7

February 16, 2006

Abstract

This paper investigates the limiting distributions of the componentwise max-

ima and minima of suitably normalized iid multivariate phase-type random vec-

tors. In the case of maxima, a large parametric class of multivariate extreme value

(MEV) distributions is obtained. The flexibility of this new class is exemplified

in the bivariate setup. For minima, it is shown that the dependence structure of

the Marshall-Olkin class arises in the limit.
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1 Introduction

Extreme value theory has received increasing attention in the actuarial literature in

recent years. The severe financial implications of extreme events justify the need for

such quantitative tools. Since many insurance portfolios include several (or many)

dependent risks, multivariate extreme value theory is needed to properly quantify the

overall risk.

The limiting distribution of the normalized componentwise maxima (minima) of a

sequence of iid random vectors is a fundamental and thoroughly studied topic in the area

of multivariate extreme value theory. The possible limit distributions are known as max

(min) multivariate extreme value (MEV) distributions. One of the key features of these

distributions is that they cannot be specified in terms of a function involving a finite

number of parameters (see Beirlant et al., 2004). A number of parametric families of

multivariate extreme value distributions have been discussed in the literature. However,

none is sufficiently broad to widely cover the entire class, and most simple families are

quite restricted in their behavior.

In this paper we establish the limit distribution for the normalized componentwise

maxima and minima of a sequence of random vectors with multivariate phase-type

(MPH) distributions. Introduced by Assaf et al. (1984), multivariate phase-type ran-

dom vectors can be viewed as representing the times until absorption into overlapping

non-empty subsets of the state space of a finite-state continuous-time Markov chain.

MPH distributions have been used in reliability theory (see Assaf et al., 1984), queueing

theory (see Li and Xu, 2000) and ruin theory (see Cai and Li, 2005a).

The collection of limiting distributions forms a rich subclass of the max extreme

value distributions. We provide some examples of bivariate phase-type distributions and

explore the behavior of the Pickands’ function corresponding to the limiting distribution

of componentwise maxima.

In Section 2, we present some preliminaries on MEV distributions and establish some

of the notation that will be used throughout the paper. This is continued in Section 3

where we discuss the basics of univariate phase-type distributions, including the limiting
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distributions of normalized maxima and minima. Section 4 introduces the multivariate

phase-type distribution and the bivariate special case, and gives the main results of the

paper - the limiting distributions of normalized componentwise maxima and minima

along with the norming constants. Some examples illustrating the flexibility of this

class of distributions are provided in Section 5. Conclusions are given in Section 6.

2 Preliminaries

Let Z1 = (X1, Y1), Z2 = (X2, Y2), . . . be a sequence of independent random vectors with

common distribution F , and let

Un =

(

max
i=1,...,n

{Xi}, max
i=1,...,n

{Yi}

)

.

That is, Un is the vector of componentwise maxima of Z1, . . . ,Zn. If there exist se-

quences of vectors of constants an, bn ∈ ℜ2 and a random vector U with distribution G

and nondegenerate marginals such that anUn +bn converges weakly to U, then G, the

limit distribution of normalized componentwise maxima, is said to be a max extreme

value distribution. We then say that F is in the max domain of attraction of G with

normalizing vectors of constants an and bn and write F ∈ MaxDA(G). It follows that

lim
n→∞

n[1− F (anx+ bn)] = − logG(x), (1)

for all x such that G(x) > 0. This relation is useful in verifying the limit distribution

of the normalized componentwise maxima.

Analogous toUn, define Ln to be the vector of componentwise minima of Z1, . . . ,Zn.

If there exist sequences of vectors of constants an, bn ∈ ℜ2 and a random vector L with

distribution G and nondegenerate marginals such that anLn + bn converges weakly to

L, then G, the limit distribution of normalized componentwise minima, is said to be a

min extreme value distribution, and F is said to be in the min domain of attraction of

G. We write F ∈ MinDA(G). It follows that

lim
n→∞

n[1− F̄ (anx+ bn)] = − log Ḡ(x), (2)

for all x such that Ḡ(x) > 0.
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Necessary and sufficient conditions for multivariate distributions to be in the max

or min domains of attraction of multivariate extreme value distributions are given by

Marshall and Olkin (1983).

Necessary conditions for F ∈ MaxDA(G), respectively F ∈ MinDA(G), are that

each marginal Fi of F is in the (univariate) MaxDA, respectively MinDA, of the cor-

responding marginal Gi of G. Classical results concerning max and min extreme value

distributions in the univariate case are provided by Gnedenko (1943). In particular,

if Fi ∈ MDA(Gi) then, by the Fisher-Tippett theorem, Gi belongs to the type of the

distribution

Hξ(x) =







exp
{

−(1 + ξx)−1/ξ
}

, 1 + ξx > 0, ξ 6= 0

exp{−e−x}, −∞ < x < ∞, ξ = 0
. (3)

Hξ is known as the generalized extreme value distribution (see Beirlant, et al., 2004).

For α > 0, Φα(x) := H1/α(α(x − 1)) is the standard Fréchet distribution, Ψα(x) :=

H−1/α(α(x+1)) is the standard Weibull distribution, and Λ(x) := H0(x) is the standard

Gumbel distribution. This is the well-known Fisher-Tippett theorem. Analogously, if

Fi ∈ MinDA(Gi) for some non-degenerate df Gi, then Gi belongs to the type of the

distribution H∗ξ (x) := 1 − Hξ(−x). For α > 0, Φ∗α(x) := 1 − Φα(−x) is of type I,

Ψ∗α(x) := 1−Ψα(−x) is of type II, and Λ∗(x) := 1− Λ(−x) is of type III.

The dependence structure associated with the distribution of a random vector can be

characterized in terms of a copula. A two-dimensional copula is a bivariate distribution

function defined on [0, 1]2 with uniformly distributed marginals. Due to Sklar’s Theorem

(see Sklar, 1959), if F is a joint distribution function with continuous marginals F1 and

F2 respectively, then there exists a unique copula, C, given by

C(u, v) = F (F←1 (u), F←2 (v)), (4)

where h←(u) = inf{x : h(x) ≥ u} is the generalized inverse function. Similarly, the

survival copula is defined as the copula relative to the joint survival function and is

given by

Ĉ(u, v) = u+ v − 1 + C(1− u, 1− v). (5)
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A more formal definition, properties and examples of copulas are given in Nelsen (1999).

For max extreme value distributions, the copula has the form

C(u, v) = exp

{

log(uv)A

(

log u

log(uv)

)}

, (6)

where A is the Pickands’ representation function, which is a convex function on [0, 1]

such that max(t, 1 − t) ≤ A(t) ≤ 1 (see Pickands, 1981). Note that, for A(t) ≡ 1, we

have independence, and, for A(t) = max(t, 1− t), we have perfect positive dependence.

For higher dimensional max extreme value distributions, representation functions for

the dependence structure are given in, for example, Beirlant et al. (2004) and Resnick

(1987). Since we focus our attention on the bivariate case, we need not discuss other

representations. In the case of min extreme value distributions, the survival copula has

the form (6).

3 Univariate Phase-Type Distributions

Let {Y (t), t ≥ 0} be a right-continuous, continuous-time Markov Chain (CTMC) with

state space ξ = {∆, 1, . . . , d}, and initial distribution β = (0,α). That is, it is assumed

that the process starts in ξ \ {∆}. Suppose that the CTMC has infinitesimal generator

Q =





0 0

-Ae A



 , (7)

where the subgenerator A = (ai,j) is a d × d matrix, 0 = (0, . . . , 0) is a row vector of

zeroes and e = (1, . . . , 1)
′

is a column vector of ones. Then the nonnegative random

variable X of the time until absorption into state ∆ is said to be phase-type (PH)

distributed with representation (α,A, d). We assume that absorption into state ∆ is

certain, or equivalently, that the matrix A is nonsingular. The survival function of X,

denoted by F̄ , can be expressed as follows:

F̄ (x) = Pr(Y (x) /∈ {∆}) = αeAxe, x ≥ 0. (8)

For other properties of PH distributions, see Rolski et al. (1999). PH distributions have

been used in reliability theory (see Neuts, 1994), queueing theory (see Asmussen, 1992)

and ruin theory (see Drekic et al., 2004).
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All of the eigenvalues of the subgenerator A have negative real parts. Also, the

matrix A is of Metzler type. That is, all of its off-diagonal entries are nonnegative.

Therefore, it has a real dominant eigenvalue −η, not necessarily unique, such that

for all complex eigenvalues λ, Re(λ) < −η (see MacCluer, 2000). If the matrix A is

irreducible, then the dominant eigenvalue −η is unique. By expressing A in Jordan

canonical form, one can conclude that there exists a nonnegative matrix of constants

M that satisfies:

1. if −η is a simple eigenvalue of A then

eAx = e−ηx(M+O(1)), (9)

2. if −η has algebric multiplicity l, then there exists an integer k (0 ≤ k ≤ l − 1)

such that

eAx = xke−ηx(M+O(1)), (10)

where O(1) is a matrix with entries that are o(1) as x → ∞, and k + 1 is the maximal

order of Jordan blocks corresponding to −η, called the index of −η (see Perko, 2001

ch. 1, or Horn and Johnson, 1985, ch. 3).

This suggests the following approach to finding the matrix M. First, determine the

eigenvalues of A. Let −η be the largest real eigenvalue. If −η has algebraic multiplicity

1, then let

M = lim
x→∞

eηxeAx.

If −η has algebraic multiplicity l > 1, then calculate the matrix

lim
x→∞

x−keηxeAx,

for k = 0, . . . , l− 1, and let M be the matrix obtained using the largest value of k such

that the above limit does not give the zero matrix.

This approach adapts and gives a more general way of finding the matrix M than

that of Theorem 9 from Kang and Serfozo (1999). When all of the eigenvalues are

real, the Putzer algorithm (see Theorem 8.2.2., Rolski et al., 1999) leads to a simpler
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alternative than the method described above. These results are sufficient to find the

limiting distribution of the normalized maxima of a sequence of iid PH-distributed

random variables. It is well-known that this distribution must be one of the three

distributions in the class of generalized extreme value (GEV) distributions – the Fréchet,

Weibull and Gumbel distributions given in (3). The following proposition indicates

that it is the Gumbel distribution and gives the corresponding norming constants. The

norming constants for the case in which (9) holds are also given in Theorem 9 of Kang

and Serfozo (1999).

Proposition 1 Let X be a PH distributed random variable with representation (α,A, d).

Then its distribution is in the MaxDA(Λ). If (9) holds, then the norming constants are

an =
1

η
, bn =

log nc

η
, (11)

and if (10) holds, then the norming constants are

an =
1

η
, bn =

log nc+ k log log n− k log η

η
, (12)

where c = αMe is assumed to be positive.

Proof. Since (9) is the special case of (10) with k = 0, it is sufficient to check that the

convergence criterion in (1) is satisfied using the norming constants in (12). From (8)

and (10), we have

nF̄ (anx+ bn) = nα[M+O(1)]e(anx+ bn)
ke−η(anx+bn)

= n[c+ o(1)]

(

log n+ o(log n)

η

)k

e−x−lognc−k log logn+k log η

= (1 + o(1))e−x
(

log n+ o(log n)

log n

)k

→ e−x, as n → ∞, (13)

which completes the proof. �

The limiting distribution of the normalized minima of a sequence of iid PH-distributed

random variables along with the norming constants is given by Proposition 2. We first

provide a lemma which will be used in proving the proposition.
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Lemma 1 If the random variable X is PH distributed with representation (α,A, d),

then m is the minimum number of transitions needed for the underlying CTMC to be

absorbed if and only if

−αAme > 0 and when m ≥ 2, −αAℓe = 0, ℓ = 1, . . .m− 1. (14)

Proof. Let I0 = {i| αi > 0} be a subset of the state space ξ and a∆ = −Ae, with ith

component ai,∆, be the exit rate vector from the CTMC. Then

−αAe =
∑

i∈I0

αi ai,∆. (15)

If m = 1, then the right-hand side of (15) is positive since there exists at least one tran-

sient state with positive probability of being the initial state for which direct absorption

is possible.

When m ≥ 2, then, for i ∈ I0, i1, i2, . . . ∈ ξ \ {∆}, and all ℓ = 1, . . . ,m− 1,

ai,i1ai1,i2 , . . . , aiℓ−1,∆ = 0. (16)

Also,

ai,i1ai1,i2 , . . . , aim−1,∆ > 0 (17)

for some {i1, . . . , im−1} since absorption is possible on the mth transition. Furthermore,

whenever the left-hand side of (17) is not positive, it must be 0. We see this by noting

that the product can be negative only if an odd number of terms are negative. However,

from (16), the product of the remaining terms must be 0. Now

−αAℓe =
∑

i∈I0

αi

∑

i1,...,iℓ−1

ai,i1ai1,i2 , . . . , aiℓ−1,∆, for ℓ ≥ 2. (18)

For ℓ < m, each term on the right-hand side of (18) vanishes due to (16), and for ℓ = m,

the right-hand side of (18) must be positive due to (17). This completes the proof of

necessity. The sufficiency part of the proof follows from the same arguments. �

Proposition 2 Let X be a PH distributed random variable with representation (α,A, d).

Then its distribution is in the MinDA(Ψ∗m) with norming constants

an =

(

m!

nc

) 1

m

, bn = 0, (19)
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where the constant c = −αAme, and m is the minimum number of transitions needed

for the CTMC to be absorbed.

Proof. Let F be the distribution function of X. It is sufficient to check the convergence

criterion (2). Using Lemma 1 and the fact that eAx = I +
m
∑

i=1

Aixi

i!
+O(xm) as x ↓ 0

we have

n[1− F̄ (anx+ bn)] = n

[

1−α

{

I+
m
∑

i=1

Aixi

i!

(

m!

nc

) i
m

+O(n−1)

}

e

]

(20)

→ xm, as n → ∞,

where I is the identity matrix. Thus, F is in the type II class. �

4 Multivariate Phase-Type Distributions

Let {Y (t), t ≥ 0} be a continuous-time Markov Chain (CTMC) with finite state space

ξ = {∆, 1, . . . , d} and infinitesimal generator Q defined as in (7). Let ξi, i = 1, . . . , p,

be nonempty stochastically closed subsets of the state space ξ such that
⋂p

i=1 ξi is a

proper subset of ξ. A subset of the state space is said to be stochastically closed if, once

the process {Y (t), t ≥ 0} enters the subset, it never leaves. We assume that absorption

into
⋂p

i=1 ξi is certain. Since we are interested in the process only until it is absorbed

into
⋂p

i=1 ξi, we may assume that
⋂p

i=1 ξi consists of one state denoted by ∆. We may

write ξ =
(
⋃p

i=1 ξi
)
⋃

ξ0 for some subset ξ0 ⊂ ξ with ξ0
⋂

ξi = ∅ for i = 1, . . . , p. Let

β = (0,α) be the initial distribution, with each component representing the probability

that the process starts in a particular state in ξ.

We defineXi = inf{t ≥ 0 : Y (t) ∈ ξi} for i = 1, . . . , p. For simplicity, we may assume

that Pr{X1 > 0, . . . , Xp > 0} = 1, which means that the CTMC starts within ξ0. The

joint distribution of (X1, . . . , Xp) is called a multivariate phase-type (MPH) distribution

with representation (α,A, ξ, ξ1, . . . , ξp), and (X1, . . . , Xp) is called a phase-type random

vector (see Assaf et al., 1984). Thus, a MPH distribution is a joint distribution of first

passage times to various subsets of the state space ξ of a CTMC.

Examples of MPH distributions include, among many others, the multivariate ex-

ponential distributions of Marshall and Olkin (1967). The set of p-dimensional MPH
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distributions is dense in the set of all distributions on [0,∞)p. For further details and

for discussions of the closure properties of these distributions, see Assaf et al. (1984) or

Cai and Li (2005a). Some results on order statistics of MPH random vectors are given

in Cai and Li (2005b).

Let F̄ denote the joint survival function of a MPH distribution. Then by Assaf et

al. (1984) we have for 0 ≤ xp ≤ · · · ≤ x1 that

F̄ (x1, . . . , xp) = Pr

(

p
⋂

i=1

{Xi > xi}

)

= α eAxp gp e
A(xp−1−xp) gp−1 · · · e

A(x1−x2) g1e, (21)

where, for k = 1, . . . , p, gk is a d × d diagonal matrix whose ith diagonal entry, for

i = 1, . . . , d, equals 1 if i ∈ ξ \ ξk and 0 otherwise.

The random variable Xi represents the first passage time of the CTMC into ξi. This

implies thatXi is univariate PH distributed with representation (αξ\ξi ,Aξ\ξi , d+1−|ξi|),

where αξ\ξi and Aξ\ξi are the probability entry distribution and subgenerator matrix

restricted to the state space ξ\ξi. As in Section 2, ηi, ki, and Mi are defined for the i-th

marginal of the MPH random vector. The matrix Mi is extended to have dimension d,

by padding it with zeroes. In order to avoid an abuse of notation, this padded matrix

is denoted by Mi.

In the bivariate case, the subgenerator has the special form

A =











A0 B1 B2

0 A1 0

0 0 A2











, (22)

where, for i = 0, 1, 2, Ai represents the subgenerator for states in ξi \ {∆}, and for

i = 1, 2, Bi represents the matrix of transition intensities from states in ξ0 to states in

ξi \ {∆}.

The following theorem establishes the limiting distribution for bivariate PH distri-

butions. The extension to higher dimensions will be outlined later.

Theorem 1 Let F be the distribution function of a bivariate PH distribution with rep-

resentation (α,A, ξ, ξ1, ξ2). Then there exist sequences of constants an, bn ∈ ℜ2 such

10



that (1) holds with G given by

G(x1, x2) =







































e−e
−x1e−e

−x2 exp

{

e−x1

c1
αM1e

A

(

x2+log c2−x1−log c1

)

η−1

g2e

}

,

if x1 + log c1 ≤ x2 + log c2

e−e
−x1e−e

−x2 exp

{

e−x2

c2
αM2e

A

(

x1+log c1−x2−log c2

)

η−1

g1e

}

,

if x2 + log c2 ≤ x1 + log c1

(23)

whenever η1 = η2 = η and k1 = k2 = k, where ci = αMie is assumed to be

positive for i = 1, 2. For any other case we have independence, and G(x1, x2) =

exp (−e−x1) exp (−e−x2).

Proof. Since X1 and X2 are PH distributed, both are in the MaxDA of the Gumbel

distribution with respective normalizing constants an,1, bn,1, and an,2, bn,2. From basic

probability we have

n[1− Pr(X1 ≤ an,1x1 + bn,1, X2 ≤ an,2x2 + bn,2)]

= nPr(X1 > an,1x1 + bn,1) + nPr(X2 > an,2x2 + bn,2) (24)

− nPr(X1 > an,1x1 + bn,1, X2 > an,2x2 + bn,2).

From Proposition 1, the first two terms on the right hand side of (24) have limits e−x1

and e−x2 , respectively. If η1 = η2 = η and k1 = k2 = k, for x1 and x2 such that

x1 + log c1 ≤ x2 + log c2, from (9 or 10) and (21) we obtain

nPr(X1 > an,1x1 + bn,1, X2 > an,2x2 + bn,2)

=
e−x1

c1

(

log n+ o(log n)

log n

)k

α(M1 +O(1))eA
(

x2+log c2−x1−log c1

)

η−1

g2e

→
e−x1

c1
αM1e

A

(

x2+log c2−x1−log c1

)

η−1

g2e, as n → ∞,

which completes the proof for this case.

If η1 > η2, then for n sufficiently large, an,1x1 + bn,1 < an,2x2 + bn,2, and

an,2x2 + bn,2 − an,1x1 − bn,1 =

(

1

η2
−

1

η1

)

log n+ o(log n)

→ ∞, as n → ∞.
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Therefore,

nPr(X1 > an,1x1 + bn,1, X2 > an,2x2 + bn,2)

=
e−x1

c1
α(M1 +O(1))O(1)e

→ 0, as n → ∞.

This implies that we are in the independence case. In a similar way, the remaining

cases yield the same result. �

Starting with (6), simple algebraic computations show that, if F is a bivariate PH

distribution function, then (1) holds, where G is a BEV distribution with Gumbel

marginals and dependence structure given by the Pickands’ representation function

A(t) =







1− 1−t
c2

αM2e
A

1

η
log

c1
c2

1−t
t g1e, if 0 ≤ t ≤ c1

c1+c2

1− t
c1
αM1e

A
1

η
log

c2
c1

t
1−tg1e, if c1

c1+c2
≤ t ≤ 1

. (25)

A number of other characterizations of MEV distributions have been proposed (see,

for example, Balkema and Resnick, 1977, de Haan and Resnick, 1977). For further

discussion of the different representations, see de Haan and de Ronde (1998) or Beirlant

et al. (2004). For ease of presentation of our examples in Section ??, we consider only

Pickands’ representation.

By using the same logic as in Theorem 1 and the identity

Pr
(

p
⋂

i=1

{Xi ≤ xi}
)

= 1−

p
∑

i=1

Pr(Xi > xi) +
∑

i<j

Pr(Xi > xi, Xj > xj)− . . . (−1)p Pr
(

p
⋂

i=1

{Xi > xi}
)

,

we can obtain the limit distribution for higher dimensional MPH distributions. In order

to take more advantage of the structure of A, it is convenient to rearrange the state
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space. As in Cai and Li (2005a), ξ is partitioned as follows:

Γp
∅ = ξ0,

Γp−1
{i} = ξi \

(

⋃

k 6=i

(ξi ∩ ξk)
)

, i = 1, . . . , p

Γp−2
{i,j} =

(

ξi ∩ ξj
)

\
(

⋃

k 6=i,k 6=j

(ξi ∩ ξj ∩ ξk)
)

, i, j = 1, . . . , p, i 6= j

...

Γ
p−|D|
D =

(

⋂

i∈D

ξi
)

\
(

⋃

k/∈D

(

⋂

i∈D

ξi ∩ ξk
))

, D ⊂ {1, 2, . . . , p}

...

Γ0
ξ\{∆} = {∆},

where | · | denotes set cardinality. Notice that, by partitioning the state space in this

fashion and reordering the states so that i < j whenever i ∈ Γ
p−|D1|
D1

, j ∈ Γ
p−|D2|
D2

and

|D1| < |D2|, the subgenerator A becomes a block upper triangular matrix. Therefore,

its eigenvalue set coincides with the union of eigenvalue sets of diagonal blocks, which

simplifies the problem of finding the eigenvalues for high cardinality state spaces.

The following theorem provides the analogous limit distribution for normalized com-

ponentwise minima of bivariate PH distributed random vectors.

Theorem 2 Let F be the distribution function of a bivariate PH distribution with rep-

resentation (α,A, ξ, ξ1, ξ2). Then there exist sequences of constants an, bn ∈ ℜ2 such

that (2) holds with Ḡ given by

Ḡ(x1, x2) = exp

{

−xm
1 − xm

2 + cmin

(

xm
1

c1
,
xm
2

c2

)}

, (26)

where ci = −αAmigie, i = 1, 2, and c = −αAme, provided that m1 = m2 = m, where

mi is the minimum number of transitions required in order to enter ξi. Otherwise, we

are in the independence case and Ḡ(x1, x2) = exp(−xm1 − xm2).

Remark: If m1 = m2 = m then the limiting distribution has the Marshall-Olkin depen-

dence structure

Ĉ(u, v) = min(u1−av, uv1−b), 0 < a, b < 1,
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where a =
c

c1
and b =

c

c2
.

Proof. Let an,i =
(

mi!
nci

) 1

mi and bn,i = 0 be the norming constants defined as in (19). It

is sufficient to verify the convergence criterion (2). Throughout the proof, we will make

use of the fact that αgi = α for i = 1, 2, since the underlying CTMC starts in ξ0.

In the case that m1 = m2 = m, if 0 ≤
x
m1
1

c1
≤

x
m2
2

c2
, then similar to the proof of

Proposition 2, we have

n[1− F̄ (a(n)x+ b(n))]

= n

{

1−α

[

I+
m
∑

i=1

Ai x
i
1

i!

(

m!

nc1

) i
m

+O(n−1)

]

g1

[

I+
m
∑

j=1

Aj 1

j!

(

m!

n

)
j
m [

x2c
− 1

m

2 − x1c
− 1

m

1

]j

+O(n−1)

]

g2e

}

= n

{ m
∑

i=1

(−αAig1g2e)

(

m!

nc1

) i
m xi

1

i!

+
m
∑

j=1

(−αAjg2e)

(

m!

n

)
j
m
[

x2c
− 1

m

2 − x1c
− 1

m

1

]j
1

j!

+
m−1
∑

i=1

m−i
∑

j=1

(−αAig1A
jg2e)

(

m!

n

)
i+j
m

xi
1c
−i/m
1

1

i!j!

[

x2c
− 1

m

2 − x1c
− 1

m

1

]j

+O(n−1)

}

→ xm
1 + xm

2 − c
xm
1

c1
, as n → ∞, (27)

where (27) follows from Lemma 1 and the fact that

−αAig1A
m−ig2e = −αAmg2e,

and

c = c1 + c2 − (−αAmg1g2e).

This completes the proof in the m1 = m2 = m case. Similar matrix manipulations are

used to prove the Theorem in the m1 6= m2 case. �
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5 Examples

In this section, we present some simple examples of bivariate PH distributions. We find

that, even in simple cases, we are able to achieve a wide variety of dependence structures

within the BEV class. We explore this by examining the Pickands’ representation

function which is given by (25).

Example 1

In this example we consider a bivariate PH distribution with representation (α,A, ξ, ξ1, ξ2),

where

α = (1, 0, 0), A =











−a p q

0 −b 0

0 0 −c











, a < min(b, c), p+ q ≤ a,

ξ = {∆, 1, 2, 3}, ξ1 = {∆, 2}, ξ2 = {∆, 3}.

Then one gets η = a, k = 1, c1 = 1 + q
c−a

, c2 = 1 + p
b−a

, and from (25), the Pickands’

representation function is given by

A(t) =



















1− t+

(

b−a
(c−a)(b+p−a)

)1− c
a

q(c+ q − a)−
c
a t

c
a (1− t)1−

c
a , 0 ≤ t ≤ c1

c1+c2

t+

(

c−a
(b−a)(q+c−a)

)1− b
a

p(p+ b− a)−
b
a t1−

b
a (1− t)

b
a , c1

c1+c2
≤ t ≤ 1

.

In the special case where p = q = 0, we have A(t) = max(t, 1− t), which corresponds to

the perfect positive dependence case. In this case the underlying CTMC is certain to

make a direct transition from state 1 to state ∆. Therefore, X1 = X2 with probability

1 and the componentwise maxima must also be equal.

Figure ?? shows the Pickands’ function obtained using three different sets of pa-

rameters. In all three cases, we have assumed that b = c and p = q. The resulting

symmetry leads to symmetric A(t) functions. Notice that as b and c approach a, we

move closer to the independence case: A(t) = 1. Also, note that by choosing p and q

so that p+ q = a, the underlying CTMC cannot make a direct transition from state 1

to state ∆. Therefore, X1 and X2 are different with probability 1.
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Figure 1: Plots of Pickands’ A(t) function for Example 1 with (a, b, c, p, q) =

(2, 3, 3, 0, 0) → solid line, (a, b, c, p, q) = (2, 3, 3, 1, 1) → long-dashed line, (a, b, c, p, q) =

(2, 2.1, 2.1, 1, 1) → short-dashed line.

Figure ?? shows the Pickands’ function for three different sets of parameters. Each

of these functions is asymmetric.

Figure 2: Plots of Pickands’ A(t) function for Example 1 with (a, b, c, p, q) =

(2, 2.1, 3, 1, 1) → solid line, (a, b, c, p, q) = (2, 3, 2.5, 0.1, 1) → long-dashed line,

(a, b, c, p, q) = (2, 3, 3, 1, 0.1) → short-dashed line.

Example 2

In this example, we consider the same setup as Example 1, except that we assume

a = b = c. We also require that a, p, q > 0. Thus, we have

A =











−a p q

0 −a 0

0 0 −a











,

which implies that η = a, k = 2, c1 = q, c2 = p, and A(t) = 1. Notice that we are in

the independence case, even though we have satisfied all the conditions of Theorem 1

necessary for G to be given by (23).

Example 3

In this example we consider a bivariate PH distribution with representation (α,A, ξ, ξ1, ξ2),

where

α = (p, 1− p, 0, 0), 0 ≤ p ≤ 1, A =

















−5 0 1 2

0 −5 2 0

0 0 −7 0

0 0 0 −6

















,
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ξ = {∆, 1, 2, 3, 4}, ξ1 = {∆, 3}, ξ2 = {∆, 4}.

then η = 5, k = 1, c1 = 1 + 2p, c2 = 2− p
2
, which implies that

A(t) =







1− t+ 2
4

5p(1 + 2p)−
6

5 (4− p)
1

5 t
6

5 (1− t)−
1

5 , 0 ≤ t ≤ 2+4p
6+3p

t+ 2
2

5 (2− p)(4− p)−
7

5 (1 + 2p)
2

5 t−
2

5 (1− t)
7

5 , 2+4p
6+3p

≤ t ≤ 1
.

Figure ?? shows the Pickands’ function for three different values of the parameter

p.

Figure 3: Plots of Pickands’ A(t) function for Example 3 with p = 0 → solid line,

p = 0.5 → long-dashed line, p = 1 → short-dashed line.

6 Summary and Conclusions

In this paper, we establish the set of attractors for the componentwise minima and

maxima of an iid sequence of random vectors from a fairly general class of multivariate

distributions known as the multivariate phase-type (MPH) distributions. The norming

constants and corresponding MEV distributions are explicitly given. For the sake of

simplicity, we focus on the bivariate case.

The limiting distribution of the componentwise maxima of bivariate phase-type ran-

dom vectors has a complicated form. In order to investigate its behavior, the Pickands’

representation is chosen. Our examples illustrate that the limit distribution allows con-

siderable flexibility within the BEV class. This suggests that the MPH distribution

functions are well suited for statistical inference of multivariate data.

It is shown that the dependence structure of the limit distribution of componentwise

minima of MPH random vectors coincides with that of the multivariate exponential

(Marshall-Olkin) distributions.
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