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Abstract

This thesis investigates aspects of the intellectual and social structure of the
field of information policy through a detailed examination of the serials
Literature. The aims of the research are to explore how information policy
scholarship is organised—in terms of its relation to other fields and disciplines;
whether it constitutes a distinct specialty in its own right; and what kinds of
institutional structures and arrangements exist to support research and

scholarship.

In Part One, a literature review identifies previous bibliometric and other
studies which are relevant to studies of scholarly disciplines and knowledge
communmties. It discusses the interdisciplinary problem-oriented nature of
information policy and considers some of the modes of enquiry which

characterise investigations this area.

Part Two consists of a series of experiments carried out on a test collection of 771
periodical articles drawn from the Social Science Citation Index. The empirical
work comprised four linked studies: a bibliometric census study; an analysis of
document clustering; an author cocitation study; and a content analysis.
Extensive use was made of multivariate statistical techniques, notably principal
components analysis, hierarchical clustering, discriminant and correspondence
analysis to identfy statistically significant and meaningful patterns and

structures within the test collection.

The study concludes that information policy is a growing and reasonably
disuinctave field of study with strong links to library and information science,
law, media studies, and the political sciences. It is suggested that the field is
not unified and that research is still primanly organised along national and
traditional disciplinary lines, with little evidence of significant collaborative
activity across institutions or sectors. The research base is highly dispersed,
with practitioners playing a major role in the production of knowledge. In
institutional terms, the field is very thinly spread, with few signs of

concentration.
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Chapter 1: Overview
Chapter 1: Overview

“Any group shares an overall sense of orientation

or purpose its charter in anthropological terms™

1.1 Motivations behind the research

This thesis examines the intellectual and social structure of an area of
scholarship 1dentified by 1its focus on the policy issues associated with
information and its use 1n society. This topic is currently attracting much
attention, and the term “information policy’ has gained wide currency within and
beyond the Library and information science commumty?. As well as a growing
archive of hiterature on the topic, i1t 18 now possible to 1dentafy a community of
information policy analysts and scholars employed 1n academia, in think tanks,
and 1n government. To some commentators, information policy represents an

emerging field of study 1n 1ts own nght (Braman, 1990; Burger, 1993).

Information policy 18 an example of what a political scientist might refer to as an
“1ssue area’, one which groups together concerns relating to the same subject:
housing or social justice, for example. Information seems only recently to have
become recognised as an 18sue area 1n 1ts own right (Braman, 1990) and, as such,
1t suggests some particularly interesting questions 1n relation to how new areas
of policy study emerge and become established. This thesis addresses some
fundamental questions about the nature of information policy scholarship. Does
information policy constitute a field of study in i1ts own right? Where does it
stand 1n relation to neaighbouring disciphnes? What is the intellectual and social
structure of information policy research? What factors characterise and define
the information policy research community? The subject of the thesis is
therefore the field of information policy, not information polhicy as such.

1 Renme (1977 221).

2 The term “information policy’ occurs in 296 records in DIALOG's Social SciSearch in the
penod to 31 July 1997. 79 of these mentions fall outside ISI's library and information
science journal category
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The consensus of those few authors who have written about information policy
as a distinctive field of studies is that 1t 18 at a very early stage of intellectual
development, with Lttle agreement on what precisely the field comprises.
Ka)berg & Kristiansson state the problem very clearly:

“A detailed examination of the published record of information policy
reveals a variety of definitive and analytical approaches to the concept of
information policy. There is an evident lack of consensus of what
constitutes the core of information policy. An array of classificatory
approaches in the field are offered but what is missing is a coherent
theoretical framework” (Kajberg & Kristiansson, 1996:5).

This view 18 endorsed by Aldhouse, a data protection specialist, who finds that:

“ . as a stranger to the discourse of information policy, I have found some
difficulty in wdentifing a unified set of topics which might be the subject of
something called “information policy’. Indeed if one considers the nine
categories referred to by Rowlands (1996), the stranger might readily
conclude that the only element unifying information technology policy,
intellectual property, information disclosure, confidentiality and privacy,
and the others 1s that they are all of concern to librarians and information
scientists” (Aldhouse, 1997:115).

Browne, a leading Austrahan information policy researcher, admits with
refreshing honesty that.

‘. there 1s a feeling of discomfiture in a field in which its researchers are
unable to even broadly indicate the substance of what it is they desire to
study” (Browne, 1996).

If information policy 18 built on such weak epistemological foundations, is it
proper to speak of it as a field of studies in its own right? To begin to answer
this question, we need to reflect on what critena might be used to construct a
working defimition of a “field of studies’. King & Brownell (1966) argue that such
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a definition should embrace a wide range of factors, not simply reference to some
objective system of knowledge. In their account, fields of study are identifiable
by a shared sense of community and belonging, a network of communications, a
tradition, a particular set of values and beliefs, a domain, a mode of enquiry. In
other words, fields of study may be best understood not by succinct definitive
statements, but by what people actually do.

Thus, one approach to understanding the nature of information policy as a
scholarly activity might he 1n an exposition of its communication patterns using
bibhometric techmiques. Probably the most widely cited definition of
bibhometrics 18 that of Pritchard. In his view, the aims of bibliometrics are:

“to shed light on the processes of written communication and of the nature
and course of development of a discipline (in so far as this is displayed
through written communication), by means of counting and analysing the
varwous facets of wrilten communication® (Pntchard, 1968, ated in
Borgman, 1990:13).

While acknowledging that bibhometric methods can only shed light on the
formal surface aspects of scholarly communication, they do offer the poesibility of
insights which are umique, if mevitably hmited. Borgman (1990) notes that
bibhiometnc experiments have frequently been used to respond to research
questions such as* “What 18 the scholarly community of X?* or “Of what types of
scholars 18 the community composed” and she cites a number of highly

influential studies and authors® 1n this area.

Borgman notes that studies of this kind raise an important theoretical issue, in
the sense that we are here combining studies of “invisible colleges’ and studies of
saentific specialties, which, although theoretically distinct, have much in
common methodologically. The Lnks between bibliometrics, scholarly
communication and the research axms and objectives which follow are more fully
developed 1n Chapter 2.

3 Including' Leydesdorff, 1989, Lievrouw, 1990, Pierce, 1990; Price, 1965; Small, 1973;
White & Gnffith, 1981
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1.2 Research aims

The broad aims of this thesis are 1llustrated as a series of research questions in
Figure 1.1, organised under four related headings. If information policy is a
reasonably coherent domain, one would expect, for example, to be able to find
empirical evidence to show that there are common paradigms and frameworks;
journals where research findings are regularly reported; and networks of
scholarly acaivity which transcend traditional disciplinary boundaries.

Figure 1.1: Overarching research questions

Disciplinary boundaries

To what extent is wnformation policy’a distinct specialty in iuts own right,
or does 1 compnise several specialist areas which are prnimanily dependent
on other disciplines (e.g information science, policy studies, law)?

Invisible colleges

What 1s the social and collaborative structure of information policy research?
Are there udentifiable “schools’ or networks of researchers? If so, how do
these schools map onto the disciplinary mapping above?
Institutionalisation

What kind of wnstitutional arrangements (e.g. research centres, collaborative
studies, specialist journals) currently support information policy research?
Are there signs that knowledge production i1s becoming more concentrated?
Knowledge production

H w should inf rmation policy research be characterised wn relation to the
sociological model of knowledge production developed by Gibbons and others
(1994)?

These research above are addressed by developing a series of experimental
bibhiometric indicators. These indicators are contextualised as far as possible
and hnked to external sources of evidence from the literature and (in Chapter 8)

a vahdation questionnaire.
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Subsidiary research aims

In addition to these large-scale research questions, the thesis re-examines some
existing conceptual models 1n the information policy hiterature. For example, in
a 1986 paper, Trauth argued that there was a significant gap in the information
policy Literature for studies that combined a high degree of interdisciplinarity
with a focus on the immediate needs of policy-makers. Trauth illustrated her
argument by example rather than systematic observation, and so a subsidiary

research aum 18 (a) to empirically vahdate Trauth’s claims made in the mid-
1980s, and (b) to review the situation ten years on.

Similarly, there are other descriptive models 1n the information policy hiterature
which have not yet been subject to systematic investigation. These include:

¢ Kajberg & Kristiansson's Information policy scale model (1996)

¢ Rowlands’ Typology of information policy methodologies (1996)

1.3 The research strategy

The structure of the thesis 18 1n three parts:
¢ Part One an extended hiterature reiew
¢ Part Two: a senes of empincal studies

o Part Three: a synthesis of the findings

A summary of each of the remaining Chapters and the specific research

objectives follows.
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Part One: Evidence from the literature

The study of specialties (Chapter 2)

This first section of the literature review reflects on the fundamental units of
analysis with which bibliometric studies are concerned: documents, people and
ideas. It identifies relevant antecedants for the present study (drawn from work
in bibhometrics, scholarly communication and the sociology of knowledge
production) and provides a rationale for the experimental work reported in Part
Two.

The field of information policy (Chapter 3)

This section briefly reviews that hterature which deals, at a rather abstract
level, with the discourse of information policy. It focuses on the
interdisciphinary, problem-oriented, nature of information policy, its normative
structure, and some of the characteristics which differentiate “information’ from
other public policy 18s8ues.

Information policy research methods (Chapter 4)

The final section of the literature review considers some of the methodologies
and approaches to understanding which previous authors have brought to bear
1n carrying out information policy studies. The material in this section
introduces a number of frameworks which are later used in the content analysis
phase of the experimental design (Chapter 9).

These three introductory chapters are integral to the research methodology in
that they are driven by the need to identify concepts and frameworks which can
be used to develop useful indicators of the structure of the information policy
senals hterature.
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Figure 1.2: Literature review: research objectives

To review pertinent literature in three subject domains: bibliometrics,
scholarly communication, and the socwology of knowledge production.
This materwal justifies the experimental approach adopted in Part Two

(Chapter 2)
To reuview existing writings on information policy as a discourse (Chapter 3).

To prouide working definitions of some basic terms and concepts used in
wnformation policy (Chapters 3, 4)

To wdentify useful definitsve and analytic frameworks from the policy studies
literature for subsequent content analysis (Chapter 4)

Part Two: Experimental evidence

The research design (Chapter §)

The next part of the thesis reports on an empirical investigation into the
structure of the information policy senals hterature. This comprised four
studies’ a bibliometric census study; a cluster analysis; an author cocitation
study, and a content analysis. As well as being implicitly linked by reference to
common research aims, each of the expenments shared a common data platform:
a document test collection speafically created for the purpose of this research.
The rationale behund each of the expernments 1s outhned below.

Simple bibliometric analysis (Chapter 6)

Bibhometrics 18 concerned wath the quantitative study of literatures as reflected
1n bibhiographies. Simple biblhiometric indicators such as the number of authors
active 1n a field, or the productivity of different nations or types of institutions
may be valuable 1n offering a broad overview of a field of scholarly activity.
Indeed, some wnters have gone so far as to use bibliometric indicators to
evaluate aspects of science policy (see, for example, the review by White &
McCain, 1989).
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This Chapter examines the distribution of various bibliometric elements across
the test collection and through time. The approach is rooted in Borgman’s
(1990) framework which argues that biblometric studies deal essentially with
the distnibution of three kinds of vanables: documents (e.g. Bradford core and
scatter, median age of citations), people (e.g. numbers of authors per paper,
corporate addresses) and concepts (e.g. journal categories, subject headings).

Figure 1.3: Simple bibliometric analysis: research objectives

To develop a quantutative understanding of the following communication
processes.

e growth in the information policy serwals literature

e concentralion and dispersal of articles across journal titles
(Bradford core and scatter)

o knowledge accumulation (Price’s index)

e ageing and obsolescence

o patterns of authorship and author productunty

o collaboration between authors and between institutions
¢ insututional production of articles

Cluster analysis (Chapter 7)

This Chapter employs hierarchical clustering techmques to investigate the
presence of any convinaing underlying natural structure in the document test
collection, based on classifications generated from a range of bibliometric and
content based indicators. The Chapter addresses the question of whether the
bibhography 18 best considered as a single homogenous entity, or as a series of
joint bibhographies distinguishable by some, initially unknown, criterion or

cntena
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Figure 1.4: Cluster analysis: research objectives

To explore the structure of the test collection using automatic classification
techniques, in order to determine whether the test collection is best regarded as

o a single homogenous bibliography, or

o g series of jount bibliographies

Structural bibliometric analysis (Chapter 8)

Author cocitation analysis 18 a methodology whach, 1t has been claimed, offers
unique 1nsights 1nto the social and intellectual structure of a field of study. This
Chapter explores the patterning evident 1n the coaitation patterns of 21 leading
information policy authors using a battery of multivariate statistical techniques.
In author coatation studies, the umit of analysis moves up from individual
articles (as 1n Chapters 6,7 and 9) to the level of an individual author’s writings
or oeuvre. By analysing patterns of coatation, it may be possible to identify
authors who are central or peripheral to a field, and more locally, authors who
are central or peripheral within speciahties. The technique therefore offers a
potentially useful set of data for mapping disaaphines. It provides an example of
what Marshakova-Shaikevich (1993) terms ‘structural’ bibhometncs; unlike the
approach 1n Chapter 6 the emphasis here 18 on the connections between objects
rather than on ‘sumple’ distnbutions. The findings are corroborated by means of
a sumple postal questionnaire to the authors included in the study.

Figure 1.5: Author cocitation analysis: research objectives

To wdentify key authors within the information policy communaty’s “intellectual
frame of reference’

To udentify social and collaborative networks of authors
To udentify relationships between different topics within information policy
To identify relationships between information policy and neighbouring disciplines
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Content analysis (Chapter 9)

The simple biblometric analysis presented in Chapter 6 was based on elements
which were either already present in the records downloaded from the Social
Science Citation Index, or which could be derived with little effort. The content
analysis extends this earher analysis by investigating the distribution of various
content indicators inferred from the original full-text documents. These
indicators are qualitative and they codify and describe such factors as the aims,
scope and intentions of published articles; the methodologies used; and the stage
of the policy cycle under investigation. The intention was to see whether any
patterning i1n the distribution of these elements was evident across topics,

geography and through time.

Figure 1.6: Content analysis: research objective

To extend the sample bibliometric analysis in Chapter 6 by examining the
distnbution of various qualitative vaniables across the test collection.

Part Three: Synthesis of findings

Conclusions (Chapter 10)
The concluding Chapter attempts to bning together the findings of the four

expenimental studies. It acknowledges the provisional, incomplete, nature of the
evidence and suggests a number of areas which require further investigation.

10
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Evidence from the literature
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Chapter 2: The study of specialties

“There are very strong social organisations underlying
scientific work, possibly some of the strongest voluntary

organisations ever studied™

2.1 Bibliometrics and the study of specialties

A vanety of approaches to the analysis of scientafic knowledge have been adopted
over the past thirty years, ranging from the philosophical (Popper, 1959;
Mullins, 1968) to the sociological (Kuhn, 1962; Crane, 1972; Merton, 1973)5. In
the postscript to the second edition (1970) of his classic work, The Structure of
Scientific Revolutions, Kuhn argued that much more empirical work was needed
to support his 1deas about the community structure of science and cited work by
a number of information scientists and sociclogists (Garfield, 1964; Hagstrom,
1968, Price, 1965) who were begainning to establish bibhometrics as a powerful
research tool, one capable of throwing new hght on the nature of scientific

communication.

Thus thesis offers an account of the intellectual and social characteristics of the
information policy speaialty, 1n so far as this is possible from an examination of
the senals lterature. The research design is highly quantitative and
bibhiometnc techniques are used to identify clusters of related documents, people
and i1deas The underlying assumption is that the patterns that may emerge
from such analysis carry meaning and that this meaning may be interpretable.
The present Chapter acknowledges the strengths and the limitations of the
bibhometnc approach and tries to position these documentary techniques in a
broader intellectual context. It examines the bibhometric literature in an
attempt to :dentify useful tools and frameworks for the remaining sections of the

theais

¢ Gniffith (1990°43).
§ An useful discussion of the influence of some of these thinkers, notably Merton, on
biblometric theory can be found 1n Prerce (1990).

11
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2.1.1 The development of bibliometrics as a research tool

The term bibliometrics refers to a battery of quantitative techniques which are
used to organmise data about communication artifacts—typically research articles
published 1n scholarly journale—and to represent those data in a meaningful
way (Lievrouw, 1988). Bibliometrics 18 a major area of activity within
information science and 18 increasingly receiving attention from outside that
field, notably 1n communication research (see, for example, Lievrouw, 1988 and
1990, Borgman & Rice, 1992) and 1n social and philosophical studies of science
(Marshakova-Shaikevich, 1993).

The scope of bibhometnc inquiry 1s wide, ranging from Bradford studies of
documentary core and scatter phenomena, studies of author productivity,
ctation analysis and work on the ageing of literatures, to the development of
science policy indicators (White & McCain, 1989). Regardless of the research
questions asked, however, Marshakova-Shaikevich argues that two distinct
modes of bibh metric inquury have emerged over the past thirty years:

“The first consists in follounng the dynamics of separate objects:
publications, authors, keywords from publication titles, distributions by
countries or subject headings in journals, etc. The second consists in
wdentification of inks between objects, their correlation and classification.
Bibliometric studies of science related to the first approach may be named
‘ample’ bibliometrics’, to the second—structural bibliometrics”
(Marshakova-Shaikevich, 1993 5).

The emergence of the structural perspective 1n bibhometrics is of particular
significance 1n the context of studies of scholarly communication and is probably
the main reason why there has been a resurgence of interest 1n bibliographic
tools among communications researchers. As the amount of data available from
the scholarly record has increased, so more and more sophisticated bibliometric
tools have been developed, often 1n conjunction with powerful statistical
clustering techniques borrowed from other social sciences. Bibliometric data are
particularly useful for studywng trends i1n scholarship because of the massive
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datasets that can now be obtained in machine-readable formats; indeed, some
authors claam that wvirtually no other conventional method (surveys or case
studies, for example) can provide anything like as comprehensive a coverage of a
specialty or disciplinary field. Bibliometric techmques offer the additional
benefit that they are unobtrusive, reasonably relable, and may be replicated by

others (Pierce, 1990).

While published bibliometric studies evidence a wide range of techniques and
theoretical approaches, 1t 1s possible to argue that in all cases only three
fundamental vanables are examined: producers of communication,
communication artifacts, and communication concepts (Leydesdorff, 1989;
Borgman, 1990). Thus 18 a powerful concept and one which is expressed in the
subtitle of this thesis as "clusters of people, documents and ideas’.

Figure 2.1: Clusters of documents, people and ideas®

IDEAS
'y
Simple bibliometrics:
e.g. distribution of subject
headings
Content analysis:
e.g. distribution of modes of
. enquiry
L
& 2 . Cluster analysis
W o %’\
g »
A° °
0@’ \°‘ > DO
& oY CUMENTS
%\‘0&)&0 S Simple bibliometrics:
$ e.g. patterns of personal and
¢ corporate authorship
Cluster analysis
PEOPLE
¢ Adapted from Leydesdorff (1989).
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The concept is represented in Figure 2.1 on the previous page. It also locates the
principal research methods used in this thesis in relation to the three variable
axes. Leydesdorff (1989) points out that each variable may be studied at various
levels of aggregation. Hence, ‘people’ may be studied as individuals (for
example, by determining an author’s reputation through an analysis of his/her
citations), or as members of research groups or even national research
commumties. Sumilarly, ‘documents’ may be analysed at the level of individual
articles (as 1n citation ‘superclassic’ studies) or in aggregated form as journals or
author oeuvres (as 1n author cocitation studies), or whole literatures (as in
bibhometric census studies). ‘Ideas’ may similarly be studied at various levels,
including theones, specialties and disciplines.

The pomnt of the model 1s that it provides an organising framework for data
collection and analysis, and a reminder of the need to distinguish clearly
between umts of analysis and levels of aggregation. It also offers a framework
potentially hnking bibhometric studies with work in the philosophy and
sociology of science (lyang prnincipally on the ideas-people plane). Leydesdorff
(1989) argues that studies of specalties should place ‘specialty’ in the
perspectve of either social structure, cogmtve structure, or scientific
communcation. While arguing that studies of specialties should ideally draw
upon more direct (i.e. behavioural) data than can be obtained from a secondary
examination of the published record alone, Leydesdorff acknowledges that
bibliometnc data 18 somewhat ncher in these resonances than is sometimes

assumed.

“Although the bibliometric tradition deliberately confines its domain to
texts, ¥ may, however, reveal regularities and patterns in scientific
communication which are not consciously available to the actors
involved—and therefore should not be asked of them—but yet structure

their behaviour” (Leydesdorff, 1989:338).

Happily, the bibhometrnic hterature contains many examples of work which bear
a saentific communication onentation. Borgman (1990) argues that bibliometric
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techniques have been used to tackle four generic research questions in scholarly

communication:

o to characterise scholarly communities (e.g. Small, 1973; White & Griffith,
1981, Laevrouw and others, 1987)

e to trace the evolution of scholarly commumties (e.g. Small, 1973; Garfield,
Malin & Small, 1978; Small, 1988)

* to evaluate scholarly contributions (e.g. Latour & Woolgar, 1979; Garfield,
1985; Todovar & Glanzel, 1988)

o to study the duffusion of 1deas (e.g. Winstanley, 1976; Paisley, 1984; Beniger,
1988)

This thesis 18 concerned with the first of those research questions: how to
charactenise the information policy scholarly commumty? The next section
briefly reviews previous work which has tackled similar questions in other

specialties
2.1.2 Previous bibliometric studies of specialties

A vanety of approaches to bibhometric studies of saientafic and other specialties
18 evident 1n the hterature. Seven fairly typical examples are referred to in
Table 2 1 on the next page to Wllustrate the range of approaches taken.

In his study of acupuncture, Haxqa uses a sumple bibhometric approach to
charactense the senals hterature. The research aims are relatively modest: to
provide a general picture of the current state of the researched literature on
acupuncture. Haiq notes that the results of the study “might give the working
physiaian, researcher and hbranan an 1dea of how the hterature of acupuncture
18 distnbuted” (Haiqy, 1995:114). The paper examines the distribution of
published articles by number of authors, language, geographical origin, type of
therapy, and identifies the concentration of articles in specialist and
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multidisciphnary journals. Very Lttle attempt is made to contextualise the
findings, either 1n relation to the needs of practitioners, information
professionals or policy-makers. Sadly, examples of this type of study are
ubiquitous, especially 1n hibrary and information science journals, and have been
dismissed as examples of “dry-as-dust empiricism” (Woolgar, 1991).

Table 2.1: Published bibliometric studies of academic specialties

Specialty Research strategy Reference
Acupuncture Sumple bibhometrics Haiq: (1995)
Women's studies Sumple bibhometnic analysis Cromn, Davenport &
Content analys:s Martinson (1997)
Information science  Author cocitation analysis Whate & Gnffith (1981)
AIDS research Bibhometnic coupling Small & Greenlee (1990)
Superconductivity Longitudinal analyas of shifts 1n Brooks (1990)
Bradford core yjournals
Journal-journal coatation analysis
DNA polymerases Patterns of coauthorship Stokes & Hartley (1989)
Scientometrics Analysis of co-authorship relations Wouters & Leydesdorff
Analysis of citation networks (1994)
Epistemic networks (taitle co-word
analyais)

Cronin and co-workers offer a much ncher picture of the literature in the
emerging field of womens' studies. Distributions of bibliometric elements
(numbers of authors, for example) are compared with the patterns obtaining in
other fields and some effort 18 made to contextuahse the findings; the low
winadence of author collaboration 18 interpreted, for example, as being indicative
of the "early ghettoisation and the weak institutionalisation of the field within
higher education® (Cromin, Davenport & Martinson, 1997:132). The simple
bibliometric data 1s further enriched by means of content analysis.

Many bibhometnc studies of specialties adopt a more structural approach, using

various cocitation measures. Author coaitation analysis (ACA) is & popular
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technique for studying the intellectual and social structure of specialties and
many studies have been undertaken (see Section 8.2.4, p.146) since the
appearance of the seminal article by White & Griffith (1981) which pioneered
the technique. This method rests on the assumption that two authors are
probably related to one another (intellectually and / or socially) if they are
frequently cited together. Author cocitation studies offer highly simplified visual
representations of the specialty using clustering and scaling techniques. The
method 18 controversial, however, and tends to polarise opinion: Edge (1977) is
perhaps the technique’s most outspoken cntic.

Other coaitation relationships (besides those linking authors) have been used to
investigate the static and longaitudinal structure of specialties. The study of
AIDS research by Small & Greenlee (1990), for example, used bibliographic
couplhng data to illustrate changes 1n AIDS research over a six-year period.
Brooks (1990) employed a similar techmque but at a higher level of document
aggregation. cocitations between journals to investigate the structure of
superconductivity research. Unusually, Brooks also used a simple bibliometric
techmque, Bradford studies, to illustrate how the core journals in this specialty
had shifted over time. In their study of the DNA polymerase research literature,
Stokes & Hartley (1989) examined the patterns of co-authorship within the DNA

polymerase specialty to investigate 1ts social structure.

There appears to be a trend 1n more recent studies to draw upon several
techniques 1n an attempt to develop a more reflexive and comprehensive
understanding of the nature of specialies. The study of scientometrics by
Wouters & Leydesdorff (1994), for example, draws on an analysis of networks of
document coatation and author co-authorship and supplements these findings
with an analysis of title word co-occurrences (epistemic network analysis’).

It has already been noted that the development of documentary data sources,
notably ISI's senes of electronic citation indexes, has been a major stimulus to
the wider acceptance of bibhometrics. To an extent, this could be viewed simply
as highly opportunistic behaviour with the suspicion arising that studies are
being carned out siumply because access to large-scale bibliographic data is so
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easy. Bibliometric techniques can certainly offer some valuable information
about a discipline or field of studies, but there are naturally limitations, serious
enough for some workers to reject the use of these techniques outright (see, for
example, Edge, 1977; Woolgar, 1991; Buckland 1991). White (1990), however,
offers a robust defence of the use of bibhometric data in studies of specialties,
especially 1n relation to the use of author cocitation techniques.

2.2 The social basis of knowledge production

The question of precisely what constitutes an academic specialty or discipline is
not at all straightforward, as even a cursory examination of the educational
lLterature reveals (Toulmin, 1972; Hirst, 1974; Whitley, 1982). Two quite
distinct but obviously related perspectives are evident in the literature: notions
based around knowledge structures’ and around ‘knowledge communities’.

The 1dea that human knowledge, meaning and understanding may exist in quite
distinct forms 1n dufferent fields has fascinated philosophers since the time of
Plato (see McGarry, 1991, for an excellent review of this huge topic). An
understanding of the different forms and structures that knowledge may take in
various disciplines 18 obviously an issue of great practical significance to
educationalists engaged 1n curriculum design as well as to information scientists
and hbranans. The early class:ficationists (Dewey, Bliss, Ranganathan) thought
that it was 1t was poesible to 1dentify and map reasonably permanent basic
structures for given subject areas. This was based on rationalistic analysis and
the assumption that it was possible to attain a high degree of consensus in the

wider scientific commumty.

A key problem in class:ification, now widely recognised, lies precisely in the
wnstabibity and lack of consensus that deny attempts to neatly scope and define
different areas of knowledge. Hjerland attacks the rationalist approach
vigorously, arguing that the work of Ranganathan and the others is:
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% too little concerned with real, organic disciplines, their development,
differentiation, integration and mutual interaction, and too much
concerned with artificial ideas that can be combined and separated like a
puzzle in a mechanical fashion” (Hjerland, 1992:198).

While acknowledging that a major limitation of this thesis is a reluctance to
tackle the knotty epistemological dufficulties associated with information policy
(see Browne, 1997a, for an exposition of the problem), it is anyway doubtful how
far such an approach might lead: information policy is widely recognised as an
umbrella term embracing a diverse set of activities which are essentially
practical and problem-oniented. To make matters even more intractable,
Kajberg & Knstiansson (1996) argue that the field lacks a coherent theoretical
framework, although they acknowledge that it might be pre-paradigmatic in a
Kuhnman sense. Kuhn, reflecing on how scientific disciplines become
estabhished, suggests that:

“.. it 18 sometimes just the reception of a paradigm that transforms a
group preuviously interested merely in the study of nature into a profession
or, at least, a discipline. In the sciences ... the formation of specialised
Journals, the foundation of specialists’ societies, and the claim for a special
place in the curriculum have usually been associated with a group’s first
reception of a single paradigm”® (Kuhn, 1962:19).

Interestingly, Kuhn notes that this need not necessarily be the case, citing
medicine, technology and law, fields where the principal raison détre is external
social need, as possible exceptions to the rule. Does information policy sit here
too?

An alternative perspective for understanding what constitutes a specialty or

disaphine 18 to view the field primarily as a social rather than an intellectual
construct—as a knowledge community, a social network of like-minded people
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bound together by common values and beliefs (Merton, passim,; Toulmin, 1972).

The two concepts are of course closely inter-related’, as Hirst implies:

“..what then 18 one to make of the rather emotive term “discipline’? In that
U suggests a tightly knit conceptual and propositional structure it would
seem to apply most readily to a form of knowledge ... There is perhaps a
tendency now to use the term in connection with an area of research and
universuty teaching which professionals recognise as focusing on a large
enough body of logically inter-related truths, theories and problems to
Justify us consideration in relative isolation from other matters” (Hirst,
1974 97).

It would seem then that the attitudes, acivities and cogmtive styles of groups of
researchers are closely bound up with the charactenstics and structures of the
knowledge d mains with which such groups are professionally concerned
(Becher 1990). The social dimension can be very powerful, however. Geertz, an
anthropologist, draws attention to the powerful cultural aspects of disciplines
and the role of icons in estabhshing and projecting a carefully presented
image—the chemist’s desk with its three-dimensional models of complex
molecular structures, the anthropologist’s walls adorned with colourful
tapestnies, and the mathematinan’s chalkboard with its scribbled algebraic
symbols (Geertz, 1983)%. These are not entirely facetious observations: Becher
argues that “the tribes [sic] of academe define their own identities by employing
a vanety of devices geared to the exclusion of illegal immigrants® (Becher,
1990 24 The point here 1s that the notion of “specialty’ 18 exceedingly soft and
elastic, and certainly includes a major sociological dumension.

A recent article by Hjerland & Albrechtsen proposes a new information science
paradigm—domain analysis—which states that “the best way to understand information
1In 1nformation science s to study knowledge-domans as thought or discourse
commumties” (Hjerland & Albrechtsen, 1995:400). Drawing on a wade range of material
from educational research, psychology, hngustics, and the philosophy of science, the
authors argue that much greater sensiivaty 18 needed in information science both to the
differences between knowledge structures and the speafic soaal and cultural
charactenstics of user communmties.

8 On the basis of hmited observation, I would assert that the information pohicy specialist
may be sumilarly be disinguished by the ubiquitous framed pohitical cartoon!
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Bibliometrics cannot illuminate such a dimension, except very indirectly. One of
the most important contributions of bibliometrics to the study of specialties has
been the refinement of the concept of the “invisible college’. The term “invisible
college’ was originally coined in the seventeenth century by members of the
Royal Society of London to emphasise the fact that they were geographically
close together and shared common scientific interests, but lacked a building of
their own (Lievrouw, 1988). The work of Price, notable Little Science, Big
Science, brought the term back into common academic usage—but this time to
signify informal networks of academics sharing similar interests, each with their
own 1nstitutional base, but now separated by (often vast) geographical distances.

The concept of the invisible college speaks very clearly to the research questions
set out 1n the previous Chapter. It emphasises scientific communication which,
at least 1n part, 18 mediated through the medium of the refereed journal and
suggests that bibhometnic tools might be used to explore the cognitive and social
hinks between members of the college. There is however an ambiguity which
needs to be addressed first. Lievrouw notes that the invisible college is “typical
of constructs that describe processes yet are founded on the study of structures;
the ambiguity surrounding the use of the term is symptomatic of the
confounding of structure and process in the study of scholarly communication®

Lievrouw, 1990 59 . In other words, structural data may indicate the presence
of communication relationships but they do not in themselves reveal the nature
of those relationships.

2.3 Modes of knowledge production

The previous sections 1n this Chapter considered how bibliometric techniques
mght be used to develop insights into the intellectual and social structure of
specialties. It was noted that the research questions addressed in this thesis
relate essentially to the nature of scholarly communication. It is possible,
however, to locate the findings of this thesis in an even broader context; as an
example of “knowledge production’ in a critical area of public policy. A recent
book, The New Production of Knowledge, arising out of research at the Science
Policy Research Unit (SPRU) at the University of Sussex (Gibbons and others,
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1994), argues that knowledge production is shaped not only by scientific values
but by wider social, economic and cultural imperatives. The authors perceive a
major shift in contemporary societies in the way that specialised knowledge is
created, and use the labels ‘Mode 1’ and ‘Mode 2’ to emphasise the
transformation that is taking place. Some of the key differences between the two

modes are summansed as Table 2.2:

Table 2.2: Modes of knowledge production

Mode 1 Mode 2

e disciphinary o transdisciphnary

¢ highly mstitutionahsed e orgamisationally diverse

o knowledge generated within a e knowledge produced 1n the context of
disciphinary context applhication

¢ hierarchical o heterarchical and transient

® peer review e socially accountable

¢ codified knowledge e tacit knowledge

e permanent e transient

e fundamental and appled distinct o flux

(adapted from Gibbons and others, 1994).

The 18sues raised 1n the book are profound. In many specialties, it is argued,
research 18 no longer the exclusive preserve of the traditional university setting.
Disaiphnary and institutional boundanes are rapidly dissolving as broadly-based
teams of researchers come together, often on an ad hoc basis, to tackle more
complex social, technological or environmental problems. In other words,
research agendas are increasingly being shaped from outside by political,
economic and social stakeholders and knowledge produced within the context of
application rather than for its own sake®. It follows that Mode 2 knowledge is
generated across a wider range of institutional settings (universities, think
tanks, private firms, professional associations) and that the results of Mode 2

® European Umion research funding policy, especially in the context of the framework
programmes, actively encourages research acivity which transcends nationality, sector
and disciphne, although not necessanly in a way which all commentators regard as being
economically or socially beneficial (Mahon, 1997).
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research are far more highly contextualised than hitherto. The shift from Mode
1 to Mode 2 knowledge production has other, wide-ranging, implications. The
traditional mechanisms for ensuring research quality, for instance, such as peer
review, become less relevant as the emphasis shifts to social utility and
accountability, and previously meaningful distinctions between ‘pure’ and
‘applhed’ become less useful.

The work of Gibbons and others is highlighted here because it offers another
framework for organising the findings of bibliometric studies at the level of
specialties and disciplines. It suggests that particular attention should be paid
to the 1ssue of research collaboration (see Section 6.4.2, p.113) and also to the
extent to which research activities 1n a given specialty are concentrated in just a
few 1nstitutions or are more widely dispersed (see Section 6.4.3, p. 116). The
nature of knowledge production 1n information policy is revisited in Chapter 10
where the empinical bibhometnic enidence 18 discussed in the context of the ideas
proposed by Gibbons and others.
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Chapter 3: The field of information policy

“In a very real sense, information policy has

come of age as a subject for study”!?

8.1 Introduction

This Chapter 18 a selective review, or meta analysis, of that small subset of the
information policy hiterature which deals, introspectively, with the nature of its
own subject. Thus 18 intended as a context for the work that follows: since, in the
words of Parsons, “when we engage 1n meta analysis we are considering the
methods and approaches used 1n the study of public policy and the discourse and
language which 1t employs” (Parsons, 1995:1).

This brief review necessanly paints an incomplete and provisional picture: the
literature surveyed 1s recent 1n origin (the earhest reference is Weinberg, 1963) a
fact which 1n 1tself may suggest something of the immaturity of the field. Much
of the matenal presented here 18 based on the author’s editorial inputs to
Understanding Information Policy (Rowlands, 1997), the published Proceedings
of a British Labrary-funded workshop held at Cumberland Lodge, Windsor Great
Park, 1n the summer of 1996.

3.1.1 The development of information policy

Information policy 18 Just one of the many dufferent types of policy decisions that
governments and organisations make. In relation to other areas of public policy
(e g. health, transport, education), information policy is, however, a very recent
phenomenon. Burger (1993) traces the emergence of a systematic approach to
information policy-making to the early 1960s and to the influential Weinberg
Report on saentific and technical information transfer in the USA (Weinberg,

10 Burger (1993:3).
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1963)". During the 1960s and early 1970s, the policy issues surrounding
scientific and technmical information and its use assumed a particularly sharp
focus against the geopolitical backdrop of the Cold War and the race for the
domination of space (Dunn, 1982; Hill, 1994). The subsequent emergence of
large-scale data processing as a significant force in society and the growing
volumes of information which were being held in machine-readable form by the
early 1970s necessitated a policy response which went far beyond the boundaries
of the saientafic and technical community. For the first time, problems in areas
as diverse as privacy, freedom of speech, secrecy, access to government
information, and national security were being brought to the attention of policy-
makers under a single integrating construct: the power of the computer to
radically change society (Trauth, 1986). However, Burger argues that the
hiterature of the time (the early 1980s) did not yet reflect “an identifiable field
within the broad realm of policy analysis ... There had been discussion of these
1ssues, to be sure, but no thread sewed these various policy fragments into a
recognisable garment” (Burger, 1993:3).

The fact that information processing now offered a focal point for the discussion
of such a wade range of content-related issues did however point out major gaps
in conceptual thinking and public policy, and a vigorous debate about National
Information Polimes (INIPs) ensued which carries on to the present day
(Oppenhexm, 1996). Increasingly during the late 1970s and early 1980s,
information was becoming recognised as a critical national resource, one which,
if properly managed, offered the possibility of delivering economic, social and
cultural benefits (Bushkin & Yurow, 1979; UNESCO, 1981; Cabinet Office,
1984). Possibly the most influential report, and the one which best captures the
spint of the titmes was the Nora-Minc Report. This report stressed the future
importance of information technologies in French society and the economy and
powerfully articulated the need for government to adopt a more positive role in
managing change (Nora & Minc, 1980). Crucially, the report was commissioned
by and reported to the President of France.

Il Bennett (1987) and Rosenberg (1982) provide much useful historical material
relating to the emergence of 1nformation policy as a focus of public pelicy concern
1 North America 1n the early 1960s.
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More recent technological developments, notably in telecommunications and the
widespread availability of personal computers, have simply accelerated processes
that were already underway by the late 1970s. The influence of information
technologies upon information policy (and vice versa) are profound. The case of
data protection in the UK offers a good example of the extent to which
information policy may be shaped by technological forces. Aldhouse (1997)
traces the seres of events that led to the UK's Data Protection Act in 1984. He
shows how the legislation was originally framed by the need to regulate
international flows of automatically processed information pertaining to
individuals. As he points out, its motivation was primarily commercial and the
18sue a largely technical one, “2t might as well [have] concern[ed] the thickness of
plate for steam boilers”. Aldhouse then charts how perceptions of that issue
have shifted, particularly in response to the intensification of computer power
and new applcations which are having profound social consequences. He
concludes that “the use of information technologies [has] become so pervasive an
i1ssue that information policy 18 [no longer] readily distinguishable from general
social policy and notions of commumtanamsm and good citizenship®.

The increasingly pervasive nature of information technology in modern societies,
not least the emergence of a highly developed tradeable information sector, has
Jed to a further broademing of the scope of information policy in the 1990s.
Moore (1997) touches on vanous aspects of a grand design that politicians and
journahsts call the Information Society. In his analysis of the underlying issues
behund the Information Society 1deal, Moore identifies fear as a major
component. fear borne out of poor economic performance, globalisation,
structural employment, and North American cultural imperialism. He argues
that Information Socmety policy 18 concerned with modernising the
telecommunmcations nfrastructure, promoting industrial and commercial
competitiveness, re-skiling the workforce, promoting social cohesion, extending
democracy by making governments more open and accountable, and contributing
to cultural development. This is a breathtakingly ambitious list of policy
objectives and 1t 18 rather surpnsing that so little public or political debate has
fastened onto the subject, in the UK at least.
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Information policy invites a range of opinion and Mahon (1997) offers a more
sanguine viewpoint, characterising the Information Society as a convenient
phrase for collecting together all sorts of issues and concerns in an apparently
integrative framework so that politicians “can create a warm feeling in
audiences”. He suggests that in reality it has confused the debate, which ought
really to be focused on practical issues of information availability and access.

Webster, a British sociologist, is even more polemic:

“What I find most noteworthy is that Information Society theorists, having
Jettisoned meaning from their concept of information in order to produce
quantitative measures of its growth, then conclude that such is its
increased economic worth, the scale of its generation, or simply the amount
of symbols suirling around, that society must encounter profoundly
meaningful change. We have, in other words, the assessment of
information in non-social terms - it just is - but we must adjust to its social
consequences. This is a familiar situation to sociologists who often come
across assertions that phenomena are aloof from society in their
development (notably science and technology) but carry with them
momentous social consequences. It is demonstrably inadequate as an
analysis of socwal change” (Webster, 1994:140).

While the problems which Moore 1dentifies as dnving Information Society policy
are real and pressing, there 18 a real danger that politicians are guilty of over-
determining their 1deas, basing them upon unsupported assumptions about the
effects of information on socmety. As Braman (1991) points out, these
assumptions may be “so diffuse as to be inoperable ... The free flow of
information, international co-operation, and peace are among the driving
princples that have been offered to justify information policy”™.

3.1.2 The scope of information policy

Even this very bnef review of developments in information policy must suggest
that a succinct defimtion of the field is hkely to be problematic. Parsons (1995)
wisely observes that public policy fields tend to be defined by the problems and
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18sues that society faces at a particular point in time, not primarily by reference
to some rigad epistemological framework. This view is obviously one which is
shared by Hernon & Relyea, who define information policy as:

“.. a field encompassing both information science and public policy
[which] treats information as both a commodity—adheres to the economic
theory of property rights—and as a resource to be collected, protected,
shared, manipulated and managed. Although the literature often relates
to information policy in the singular, there is no single all-encompassing
policy. Rather information polices tend to address specific issues and, at
times, to be fragmented, overlapping and contradictory” (Hernon &
Relyea, 1968:176).

Some writers, notably Burger, seem very reluctant to define the nature and
scope of information policy at all, for fear of being labelled reductionist. However,
since the intention of this thesis is to attempt to empirically map out the
terntory occupied by information policy scholarship, some working definitions of
scope are needed. In order to provide a nomenclature to assist with search
formulation and subsequently reveal the main disciplinary characteristics of the
field, a subject classification scheme was essential. As might be expected,
attempts to scope the issues and concerns which rightly belong under
information policy abound in the lterature. No entirely suitable up-to-date
scheme could be found 1n the hterature so a faceted classification was developed,
freely adapting existing (unfaceted) schemes by Chartrand (1986), Milevski
(1986), Rowlands & Vogel (1991) and Kajberg & Kristiansson (1996). The
scheme used to classify information policy topics in this thesis is shown overleaf
(as Content analysis frame 15).
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Content analysis frame 15: Subject analysis of article

10 General articles on information policy
11 Theoretical aspects of information policy
12 Natwonal and international information policies

20 Information infrastructure policies

21 Research & development (including STM policies)

22 Libraries, archives and public records

28 Telecommunications, broadcasting and superhighways
24 Information technology policies

30 Information management in government

31 Collection and acquisition of information resources

82 IRM in government: policies and practice

83 Information systems, clearinghouses and dissemination

40 Information access and control

41 Freedom of access to wnformation

'} 4 Confidentiality and personal privacy

43 Information control on grounds of national security

s0 Information industry policies

51 Information standards and protocols

52 Copynight, intellectual property and information law

53 Regulation of the information industry and information markets
54 Trade in information sernices and transborder data flows

55 Public-private relationshipe in the information industry

No attempt 18 made to offer any theoretical justification for the scheme: it serves
1ts purpose sumply as an ad hoc tool for exploring the range of concerns and
disaphnary perspectives commonly addressed in information policy. It does,
however, draw on the work of previous authors who have scoped the field and
attempts to synthesise their thinking. Particular efforts were made to provide a
scheme which reflects the recent emergence of interest in infrastructural policy
areas (e.g. the construction of information “superhighways’) and in the structure
and regulation of information markets. I would like to thank Dr Tamara
Eisenschitz (City University) for her helpful comments on early drafts of this

scheme.

Even a cursory examination of the scope of information policy, as normatively
defined above, suggests that a number of disciplinary approaches and
perspectives might be likely to be encountered in the literature. Indeed,
information policy is frequently asserted to be highly interdisciplinary: Braman
(1989), for example, claims that more than 40 academic fields deal with
information policy, although she does not identify them. Burger (1993) argues
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that the core disciplines which inform information policy are economics, law,
pohitical science, public administration, sociology, public policy, management

science and information science.

The argument that information policy is highly interdisciplinary is a persuasive
one, even though there is little empirical evidence to support the claim. The
disciplinary nature of information policy raises some difficult questions. Where,
for example, does information policy sit in relation to library and information
science? Is the natural home for information policy within the LIS tradition, or
does 1t share more features in common with broader public policy? Or are there
unmque charactenstics of information policy which legitimate treating it as a field

of studies 1n 1ts own nght?
3.2 Some unique characteristics of information policy

It would be quite possible, if premature, to enter here into a long debate about
the relationship between information policy studies and the wider policy
saences. Browne has argued that the information policy literature is isolated
from the mainstream of public policy research and that this is unhelpful
(Browne, 1996). Others would certainly agree, perhaps going a stage further by
noting that the information policy community has also missed the boat in
relation to some 1mportant developments 1n the wider social eciences (Turner,

1997).

The question of the relation of information policy (with its roots in a highly
positivist hbrary and information tradition) to other, more established fields of
public policy is an interesting one. In raising the question of what is different
about information policy, I am in fact raising two sets of issues: not simply is it
different in kand from, say, welfare policy, but, in thinking about information
policy issues to what extent are we currently drawing on models from within
information science as opposed to the policy sciences? What might be the
contnibutions that these two very different traditions could bring to a unifying

approach to information policy studies?
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It is useful to turn at this point to the writings of Sandra Braman, one of the
most consistently rewarding authors on information policy. In a 1990 paper,
Braman identifies the factors that for her differentiate information policy from
other policy issues. Information policy, she argues, is ‘different’ because:

e itis a relatively new area of policy concern
e it involves unusually diverse groups of players

¢ decisions about information can have an enormous impact on events and

policies 1n other areas - the reverse 1s true to a much lesser extent

e 1nformation does not fit into the traditional categories employed by policy
analysts

e information policies made at very different levels of the political and social
structure, from the local to the global, are remarkably interdependent

These differences are all, of course, relative. They may not be unique (ie.
exclusive) charactenstics in the strictest sense, but they certainly seem ta be
atypical of other areas of public and organisational policy, where the issues tend
to be relatively more clear cut and the affected parties less diversified.

Braman pursues the notion that information policy is unusually complex in a
public policy sense and generalises her argument to suggest that four general
charactenstics of information policy, regardless of setting, are major sources of
that complexity. These sources are conceptual, informational, structural and

onentational in nature.
3.2.1 Conceptual problems in information policy
Conceptual problems arise from the fact that the rate of technological change is

so fast that 1t is outpacing our ability to keep up (see Pye, 1997, for a graphic
picture of the problems of runaway technology); that regulatory structures and
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values sometimes conflict (Eisenschitz, 1997; Worlock, 1997); that policy goals
and regulatory goalposts are not static and may shift considerably (see Aldhouse,
1997, on the evolution of data protection policy). Further conceptual problems
and dilemmas abound in the information policy literature, even over the
interpretation of basic terms like ‘policy’ and ‘strategy’ (Braman, 1989; Allen &
Wilson, 1997). Ominously, there appears to be neither consensus nor even much

in the way of recent debate about the meaning of the term “public interest’.

3.2.2 Informational problems in information policy

Braman argues that two types of problems emerge from the roles that information
uself plays in the policy-making process: those that stem from a lack of
information, and those that stem from the effects of skewed information. A
review of the information-seeking behaviour of policy-makers by Rowlands &
Strachan (1997) suggests that policy is quite often made in spite of the fact that
the knowledge needed to fully support a decision is unavailable. Braman (1990),
quoting many examples from US policy-making, finds that policy decisions are
often based on “bad, outdated, non-academic, unscientific studies” or are made in
an “informational vacuum”. More excusably, perhaps, she finds also that decision-
makers repeatedly claam themselves to be “incapable of understanding
technological development well enough to regulate it”.

The other source of confusion arises from what Braman calls the “informational
defiat’. This argument says that the information available to policy-makers
tends to be skewed in favour of what is politically and ideologically acceptable:
she makes particular mileage out of the conceptual slippage between the image
of the marketplace and its reality.

3.2.3 Structural problems in information policy
Structural problems are those that arise out of conflicts or contradictions
between dufferent policies or between different elements of the policy-making

machinery: a common theme in writings on national information policy. It may

be resolved into two components. The first is that seamless co-ordination
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between, for example, government departments, may not be possible in
information policy terms because the goals and world vision of the parties
involved are distinct and not necessarily capable of being resolved. A second,
related, point is that the sheer complexity of information policy results in a
reduction of the capability of the state to make policy coherently and effectively.
The fact that so much public information policy is latent rather than explicit
(see, for example, Martyn, 1990) becomes a real structural problem: compared
even with stated policy, unstated policy is capable of many differing shades of
interpretation and realisation. Hill cites the old joke, still to be heard in Britain,
that “Our information policy is not to have a policy” (Hill, 1990:3).

3.2.4 Orientational problems in information policy

Finally, Braman addresses the big question of what information policies are
designed to achieve. Without a clear sense of orientation, such fundamental
questions as: What kind of social organisation do we want? What kind of
informational organisation best serves that kind of society? What kind of
regulatory structures best build and sustain that kind of informational
organmsation? all become superfluous. These are clearly highly political issues,
with a capital P.

The unmiqueness of information policy seems to be a function of its complexity.
The encouraging aspect of Braman’s paper is the (implicit) suggestion that, at
least 1n part, that ‘complexity’ is simply a result of our confused thinking
(Rowlands & Turner, 1997).

8.3 The normative structure of information policy

Maybe one key to unlocking that complexity is to first acknowledge our own
positions as policy analysts and policy actors: no-one involved in information
policy can really believe themselves to be totally objective and free of
assumptions and prejudices. Progress in information policy studies is critically
dependent on finding ways to make those assumptions and prejudices more
transparent and challengeable. Information policy, like all aspects of public
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policy, is deeply embedded in a political and cultural context from which it
derives its values and its sense of direction. Some would even argue that
information policy is fundamentally about the exercise of power by the state
(Braman, 1991). In this context, information policy is just one strategy of many
by which the state establishes and consolidates its authority.

The role of norms and values in information policy-making is a rather neglected
area, although Overman & Cahill (1990) offer a very insightful programmatic
article on this topic. They argue that the normative structure of information
policy urgently needs to be explicated both in research and practice. This is an
important point and is illustrated here by means of an example. Classically, the
genesis of a public policy first involves the recognition of an issue. Consider, for

example, the following sequence:

ISSUE People sleeping on the streets
PROBLEM Homelessness
POLICY RESPONSE New forms of policing

What counts as a problem and how a problem is defined depends very much on
the way that the policy-makers perceive it. A problem has to be defined,
structured, located wathin certain boundanres and given a name. The mechanics
of this process prove crucial for the way in which a policy is addressed to a given
problem. If we see people sleeping on the streets as a problem of vagrancy, then
the policy response may be framed in terms of law enforcement and policing. We
might also view the same issue as an indicator of social deprivation or a sign of
failure in other policy areas such as community care; in which case the policy
response will obviously be very different (we might provide low cost housing, for

example, or appropriate mental health care).

Information policy issues are often equally ambiguous. Consider, for example,
the recent trend towards the electronic delivery of public services. Local
government in London has been quick to embrace electronic communications,
using e-mail, the Internet and the World Wide Web. Thirteen London boroughs

now have e-mail, and more than twenty boroughs have or are planning their own
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official World Wide Web sites. These Borough Web sites contain a wide range of
information, including *What's On’ guides of borough activities, council reports
and plans, tourist information, and links to local community and voluntary
groups. Many boroughs use innovative forms of electronic communication to
provide information about local services: examples include public libraries with
computers hooked up to the Internet; electronic kiosks displaying pages of local
information in public places like supermarkets; and videotelephony for hearing

impauired people.

Simultaneously, it 18 possible to see these developments as informing and
empowering local commumties; extending democracy; as instruments to reduce
admimstration costs and head count by re-engineering local government
services; providing a stimulus to the information industry; a new weapon in the
councils’ public relations armoury; or merely as gesture politics, pandering to the
IT fetishists. The truth probably hes somewhere (everywhere?) on this list, but
it 18 not immedately evident, especially as the waters become clouded by
practical, legal and ethical issues arising in the implementation of these services.

Economic arguments over whether information should be regarded as a
tradeable commodity or a public good abound in the library and information
science literature. Sometimes, if rarely, both characteristics may be
accommodated by means of differential pricing structures (see, for example,
East, 1977). The debate on this topic 18 extensive, but personal views tend to be
fairly fixed and unmoveable. Eisenschitz (1997) points out that the creation and
development of information goods and services requires that the investors be
rewarded for their efforts. This means conferring property rights and enabling a
marketplace to develop. On the down side, these rights may potentially erect a
barner to the world of ideas for those who are unable to pay. This in turn
necessitates a further set of public policies, such as universal service, investment
1n hbranes, research & development, and education which deliberately distort
the information marketplace in favour of the wider public interest. Questions of

this kind are ubiquitous 1n the professional hbrary and information literature.
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Aside from monetary considerations, access to information and knowledge is also
a function of power structures. In fact, there is an inherent tension in the notion
of access quite distinct from the economic arguments outlined above. In many
situations, the widest possible access to information is seen as a ‘good thing’
health promotion, information about school performance, consumer information,
access to local government records, being classic examples. In other
carcumstances there are real problems in allowing unrestricted information
access: policy advice to ministers, personal information, information which might
be prejudicial to national security or a firm’s commercial position. Restrictions
on the free flow of information are sometimes essential, but there is always a
danger that powerful forces 1n society will constrict these flows for their own
advantage.

Thus, information policy is inherently value-laden, especially so at national and
international levels, and policy-makers have daily to face a very difficult
balancing act, negotiating an acceptable compromise between conflicting
objectives, values and interests. These are often diametrically opposed, as the

following examples show:

° market-led versus state-led visions of the Information Society (Moore,
1997)

° freedom of expression versus rights of personal privacy (Aldhouse, 1997)

° the monopoly functions of patents and copyrights wversus their
informational aspects (Eisenschitz, 1997)

° the philosophy of open government versus retention of crown copyright
and restrictive licensing practices (Worlock, 1997)

Overman & Cahill (1990) offer a useful framework for understanding the

normative basis of information policy, as exemplified in US Federal legislative,
executive and judicial decision-making over several decades:
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Table 8.1: Overman & Cahill's information policy values

Access and freedom If democracy 18 to work, then people need to be well informed.
Although nghts to access information are enshrined in legislation in
many countries there are significant tensions around the questions of
access, security, and freedom of information.

Privacy This 18 a wadely accepted value in Western-style democratic societies
although there are tensions which anse out of the needs of government
and soaiety on the one hand, and on the other, the individual's rights to
pnivacy 1n their affairs.

Openness Thus is about open government and the night of people to know about
the processes of deaision-making in government.

Usefulness With the nise of the admimistrative state, governments began to collect
records. “Usefulness’ refers to the 1dea that the worth of information is
determined with reference to the use to which it 18 put. A key 18sue is
who decides what 18 useful and, therefore, what 18 to be collected and
stored.

Cost and benefit This assumes that infurmation has economic value, costs and benefits
and raises problems of reconcaing commeraal interests and the public
interest 1n the matter of the information collected by government.

Secrecy and security  Secrecy and security are two high profile values with significant issues
around the question of the amount of latitude to be given to
government officials.

Ownership Intellectual property addresses not the ownership of tangibles but the
form and expression of 1deas through patents or authorship of texts of
any kind. Here, 1ssues of commercial interest can collide with the
needs of indinndual users and society.

This value set provides a very useful tool for understanding what underpins
information policy both as an area of scholarship and an area of practice. Seen
from this perspective, information policy might be seen as a strategy for
embodying and acting upon these fundamental values.

Values provide rather a slippery context for information policy, but they raise an
important question: what is the nature of the overall framework within which
information policy-making takes place? As Kristiansson (1996) points out,
information policy-making activities have historically tended to focus ad hoc on
specific issues and problem areas such as research & development, information
market development, freedom of access to official information, legal aspects such
as prnivacy, copynight and intellectual property rights. The legacy of this
approach has been a fragmentation of policy-making responsibilities, institutions

and duscussion fora (see, for example, Oppenheim, 1996). The evident lack of co-
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ordination of these disparate but obviously related policy strands is something of
a pre-occupation among writers on national information policy. It may well be
argued that information policy is so loose and broad a concept that it cannot and
perhaps should not be accommodated within a single ministerial portfolio. What
cannot be escaped, however, is that there appears to be no explicit overarching
framework within which issues and conflicts may be resolved.

3.4 Towards an information policy regime?

Eisenschitz (1997) argues that it is important that we work out commonly
understood critenia for assessing policy in the information field: we currently
neither have common measures nor a common baselines of assumption. If the
Information Society concept is to become a reality, she argues, a more unified
approach to information handling and a more consistent regulatory framework
will be requured. Worlock (1997) elaborates much the same point in his analysis
of the ineffectiveness of UK tradeable information policy. He notes that there
are real practical issues around defining precisely what is a source or primary
document, and even more difficult, in defining precisely what constitutes “value
added’.

Consensual approaches to thinking about a particular policy issue area in ways
that provide a basis for decision-making are called ‘regimes’. A regime may be
thought of as a normative framework that is less rigid and formal than a legal
system but nonetheless serves to provide a common understanding binding all
parties together. Since information policy is relatively new area of public policy
concern, an information policy regime may only just be evalving. While working
policy-makers cannot put aside immediate problems until the larger theoretical
188ues have been resolved, it is possible to approach problems with an awareness
of their theoretical context and large-scale socio-economic, political and cultural
impact. The final thought goes to Sandra Braman:

to be information-literate in the twenty-first century will be to understand
that information technologies, messages, institutions, and effects within

38



Chapter 3: The field of information policy

the context of ongoing explorations in both epistemology and the sociology
of knowledge (Braman, 1990:77).
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Chapter 4: Information policy research methods!!

“The London underground map is an example of
constructing a map which enables us to use this highly
complex system. However, it is more than that. For many,
including the author, the map has come to form a mental
image of London. The danger for tourist and resident alike
is that Beck’s map becomes our image of London”!?

4.1 Introduction

This Chapter identifies and describes the main research tools, methodologies
and perspectives that have been used to create new knowledge in the field of
information policy. The materials consulted for this review are drawn mainly
from the hbrary and information science literature but, for reasons which will
become clear, it has also been necessary to look beyond the boundaries of the
hbrary and information science literature in a search for potentially applicable
models and frameworks.

This Chapter 18 concerned pnimarily with the study of information policy from an
academic perspective, motivated chiefly by curiosity and the desire for greater
understanding. It does not claim to provide specific insights into the “black box'
of policy formulation within the executive or legislative branches of government.
It certainly does not conclude with recommendations for what information policy
should be. Its intention is directed instead towards a better understanding of
what information policy is and what tools, frameworks and methodologies are
currently available for its systematic and critical analysis.

A more specific objective of this literature review is to build a platform for the
content analysis of a bibliography of information policy articles (see Chapter 9);
this 18 achieved by developing a series of coding frames that are later used to

11 This Chapter was oniginally published as ‘Understanding information policy: concepts,
frameworks and research tools’, Journal of Information Science 22(1) 1996, 13-25.
12 Parsons (1995:61).
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map the distribution of various research strategies and methodologies across the
serials literature. As in the previous Chapter, these coding frames are presented
and discussed in the body of the text and consolidated as Appendix D.

4.1.1 The basic toolkit

The first problem in considering the nature of the information policy serials
Literature 18 to define what actually constitutes a “research paper’. Peritz, in a
bibhometric study of lhbrary science research, used the following working
defimtion:

‘Research 18 an inquiry which is carried out, at least to some degree, by a

gystematic method with the purpose of eliciting new facts, concepts or
ideas” (Pentz, 1980).

This defimtion carries no implication of quality, relevance or generality; so long
as 1ts procedures are systematic and objective, and its aim is to reveal something

hitherto unknown, an article qualifies here as a “research paper'.

Content analysis frame 16: Type of article

1 Based on oriyginal research
2 Not research-based

In applying these categories for the purposes of content analysis, Peritz’ broad
defimtion of a ‘research paper’ needed to be translated into specific operational
terms for each method (see Table 4.1 overleaf):

Pentz identified six main types of research method in library science:
Theoretical; Surveys and Experiments; Secondary Analysis; Historical Research;
Design of New Methods and Procedures; and Descriptive Bibliography. Apart
from these main categories, Peritz noted that a bewildering array of other

methods were in evidence, ranging from chemical analysis to jurisprudence.
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Table 4.1: Operational criteria for characterising original research

Research method

Operational criteria

Histonical research °

Comparative studies °
Survey methods .
Case studies °
Secondary data analysis .

[ ]
Literature review o

Development of new theoretical o

frameworks

use of primary data sources

evidence of critical analysis and comparison of
documentary or other sources leading to significant
new insights

use of surveys, experiments, bibliometric studies,
content analysis or other quantitative tools
evidence of critical analysis and comparison of case
study findings leading to significant new insights
data re-analysed logically or statistically

data from different sources integrated in a way that
reveals new insights

evidence of cntical analysis and comparison of

documentary sources leading to significant new
mnsights

considered as a “research paper’ even when the
article contains no evidence of systematic method, if
framework 18 (a) sufficiently novel, and (b) generally
apphcable

In developing a coding frame for the analysis of information policy articles, a
faceted classification scheme has been adopted, closely following the work of
Jarvelin & Vakkari (1990, 1993). This separates research methods into two
groups: empirical and conceptual strategies:

Content analysis frame 17: Research method

10
11
12
13
14
15

20
21
22

Empirical research strategies

Histoncal research

Comparative studies

Survey methods
Case studies

Secondary data analysis

Conceptual research strategies

Literature review

Development of new theoretical frameworks

The adoption of this content frame is intended to facilitate comparison with

Jarveln & Vakkan's extensive content analyses of core LIS journals over the
peniod 1965-1995.
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4.1.2 The aims of information policy research

Complexity runs as a leitmotiv through the information policy literature.
Information supply, transfer and use take place within an environment which is
in a constant state of flux, shaped by the unpredictable interaction of
commercial, economic, technological, social and demographic forces (Hawkins
and others, 1992). One of the most difficult and fascinating problems in
information policy research is that public policy has an influence, directly or
indarectly, on each of these sets of forces; hence, even such broad policies as those
relating to education, open government or the funding of civil science may have
dramatic implications for information availability and use. The complex and
rather abstract nature of information policy means, however, that public
understanding and consensus on such key issues as trading in government
information or data privacy is less than it might be. The popularisation and
wider dissemination of information policy research may have a useful role to
play here 1n raising awareness of the issues and contributing to a more open
public debate.

Despite, or perhaps because of the observed complexity, many analysts have
argued for more ‘rational' approaches to the study of public policy, pointing, for
example, to the need for more sophisticated indicators of economic and social
umpact, better forecasts, clearly expressed hierarchies of objectives and improved
defimtion. As will be seen in this Chapter, these are some of the areas where the
currently available tools for information policy analysis appear to be less than
wholly adequate.

The notion that government can, by making policies, ‘solve’ problems lies at the
root of what has become known as the “policy sciences’. Back in the 1930s, John
Maynard Keynes argued that if government was to have any chance of dealing
with the problems of the day, it had to recognise the need for a more informed,
theoretically-driven approach to governance. In the future, he predicted, it
would be the ideas of economists rather than political interests that would shape
decision-making (Keynes, 1936).
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A more unified approach to the study of public problems and policy was initiated
with the early work of Lasswell (1930, 1948); culminating in the publication of
The Policy Sciences with Lerner (Lerner & Laswell, 1951). Lasswell describes
the role of the contemporary policy scientist as:

“.. an integrator of knowledge and action, hence as a specialist in eliciting
and giving effect to all the rationality of which individuals and groups are
capable at any given time. He is a mediator between those who specialize
in specific areas of knowledge and those who make the commitments in
public and private life ... Both the intellectual community and the
community ot large are beginning to acknowledge the indispensable place
of the integrator, mediator, go-between” (Lasswell, 1970:13-14).

It follows from these remarks that the policy sciences are contextual, multi-
method and problem-oriented and that a wide range of research approaches

might be expected to be encountered in the literature.

A fundamental distinction 1n the public policy literature is that between policy
studies and policy analysis. These two types of research are differentiated by
their objectives and by their relation to the policy-making process. Policy studies
are studies of policy; they are motivated by curiosity rather than an explicit aim
to shape the course of events. Policy analysis, in contrast, is research which
actively seeks to influence the policy agenda. It is research for policy, and it
usually involves the production of highly value-added information for policy-

makers.

Gordon, Lew1s & Young (1977) argue that the terms policy studies and policy
analysis subsume five distinct types of research strategy:

Policy determination is concerned with how policy is made, why, when and for

whom.

Policy content may involve either a description or a critique of a particular policy
and how it relates to other, possibly earlier, policies.
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Policy monitoring and evaluation examines the impact of policies and how they
have performed in relation to their original objectives.

Information for policy is a form of analysis which is intended to feed directly into

polhicy-making processes. This may take the form of detailed information and
research or advice-giving.

Policy advocacy involves research and arguments which are intended to
influence the policy agenda.

Content analysis frame 18: Analytical focus

Policy studies

1 Analysis of policy determination
2 Analysis of policy content

3 Policy monutoring and evaluation
Policy analysis

4 Information for policy
5 Policy advocacy

A recent and much-debated theme in the policy literature focuses on the
interface between the ‘two communities’ of policy researchers and policy-
makers!s, The central issue here is what kind of rational analysis is compatible
with the real world of decision-making in which there are conflicts over facts and
values, means and ends, and in which there is considerable uncertainty? Quade
(1976) concedes that policy analysis can never be an exact science since its

primary concern 18 to help a decision-maker “make a better choice than would

13 Articles by Bearman (1988) and by Hammond and others (1983) suggest that
information science methods can be apphed to advantage to the study of how policy-
makers use and filter information inputs duning the early stages of the policy process
(problem 1dentafication, agenda setting and policy formulation). Their findings suggest
that there are fundamental obstacles to the effectaive use of scientific information in public
policy-making and that ‘rationality’ in this context may be subservient to other factors
such bureaucratic goals and pohtical expediency.

4 The behef in the possibility that decision-making in the public sphere can be made
more rational is regarded as highly questionable by ‘incrementalists’ such as Lindblom
(Landblom, 1959, 1979). Even Lindblom acknowledges the need for some kind of rational
inputs into decision-making, however.
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otherwise have been made”, thus aiming to facilitate an “effective manipulation
of the real world”.

The strategy which frames rational policy analysis is often expressed in terms of
a cycle involving five key stages (formulation, search, forecasting, modelling and
evaluation), a framework which maintains that a decision is the result of a series
of logical steps. Quade (1976) associates each of these stages in turn with a

different prnimary knowledge requirement:

Content analysis frame 19: Main objective of article

1 Clanfying the problem

2 Identifying and screening the policy alternatives

8 Predicting the future environment and operational context
4 Modelling policy impacts

5 Ranking policy alternatives

In Quade’s scheme, the role of analysis is to facilitate a rational choice of means
and ends, waithin the hmits of what is possible given constraints in the ‘real

world’.

Another way of thinking about policy-making is to locate it in a cultural or
1declogical setting. Richardson and others (1982) developed the idea that policy
researchers, pohticians and decision-makers each exhibit a variety of patterns,
or style, in the way that they think about problems. One of the dimensions of
this style is whether they have a tendency to anticipate problems or to react to

events and circumstances as they arise.

Content analysis frame 20: Analytical style

1 Reactive
2 Anticipatory
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4.2 Some dimensions of the information policy problem

Before looking in more detail at some of the concepts, frameworks and research
tools which have been applied to the study of national and international
information policy, some preliminary remarks are called for in relation to the
object of study and its highly problematic nature. First of all, what is
information policy? There are at least as many definitions of information policy
as there are wniters on the subject; in this section a few broadly representative
examples will be used to illustrate some important points about the
charactenstics of information policy. Weingarten (1989), for example, defines
information policy as comprising "the set of all public laws, regulations, and
policies that encourage, discourage, or regulate the creation, use, storage, and
commumnication of information". This is a broad and inclusive definition; it
suggests that the fundamental role of policy is to provide the legal and
mstitutional frameworks withun which formal information exchange can take
place. It imples that information policy addresses both political and
bureaucratic goals (an interesting point, as these may not necessarily be
congruent) and since public information policy emerges out of the machinery of
government, its formulation, :1mplementation and evaluation may be expected to
be accompamed by the production of various documents: discussion papers,
legislative drafts and memoranda. To a greater or (usually) lesser extent these
may be available for purposes of study; an idea which will be returned to later in
the section on tools and methodologies.

Another valuable insight into information policy is offered by Hernon & Relyea
(1968), who underhne its complex nature by noting that "although the literature
often refers to information policy in the singular, there is no all-encompassing
policy - rather information policies tend to address specific issues and, at times,
to be fragmented, overlapping and contradictory”. Certainly, the emergence of
information processing as a significant force in society has been accompanied by
an extraordinarily wide and diverse range of public policies; from the regulation
of value-added and data services to the licensing of government data sets for
commercial exploitation and legislation to protect personal data privacy. The
extraordinarily complex and diverse nature of information policy is a common
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theme in the literature (Malley, 1988; Gray, 1988; Suprenant, 1987; Moore,
1992) and one which poses serious difficulties for research design. Faced with
what sometimes appears to be at best a ‘fuzzy set' or at worst a set of
unconnected or contradictory laws, regulations and policy statements, issues of
scope and defimition in the field of information policy enquiry become highly
problematic. The situation may be messy, but it is inevitable given that the
practical reahties of information policy are much to do with the art of
compromise: there are neither ‘good’' nor "bad' policies but maybe there can be
effecive compromises between competing interests. Galvin (1994) states this
idea wath admurable clarity, noting that information policy-making comprises: "a
fundamental enduring conflict among or between objectives, goals, customs,
plans, activities or stakeholders which is not likely to be resolved completely in
favor of any polar position in that conflict®. This suggests that another feature of
information policy is that it is, or at least that it should be, flexible, dynamic and
responsive to changing circumstances. It also implies that the impact and
outcomes of information policy decisions difficult to predict with any certainty,
and that a key objective for information pohicy research might therefore lie in
trying to set some kind of bounds and hmits to that uncertainty.

Given the complexities and uncertainties associated with information policy, how
widely should the scope of academic studies be drawn? Kristiansson (1996)
argues that questions of information policy should be addressed at an
appropriate spatial level, so as not to confuse macro- and micro-level factors.

Content analysis frame 21: Information policy scale

1 Global

2 International

3 National

4 Regwonal

5 Industrial / sectoral

A wide range of forces other than public policy are relevant to a consideration of
the issues affecting the supply and use of information goods and services in
society. These include, inter alia, the commercial strategies adopted by

publishers and database providers, the behaviour of consumers, the influence of



Chapter 4: Information policy research methods

pressure groups, and the structure and patterns of ownership within the
information industry. One of the characteristics of public information policy is
that it both shapes and responds to events and so can be regarded either as an
independent or a dependent variable in scientific policy studies. As an
independent variable, information policy can be analysed in terms of its impact
and outcomes, both on the wider environment and on the political process itself.
When it is viewed as a dependent variable, our attention is drawn to the
environmental, cultural, economic and other factors which shape and guide
policy and its mmplementation. This insight leads Burger (1993) to define
information policy even more broadly and inclusively as those "societal
mechamsms used to control information, and the societal effects of applying
those mechanisms". Clear differentiation between the treatment of information
policy as an independent or a dependent variable in analysis should be an
mmportant consideration in research design, but my observation is that little is
made of the dustinction in the serials literature.

There 18 an understandable tendency for writers on information policy to define
the scope of theiwr work narrowly and in a self-referential way; to discuss issues
surrounding intellectual property nghts or public library policy solely in terms of
theirr imphcations for information professionals. In reality, however, it is
umpossible to detach information policy from its wider social and political
context, a point which the Secretary of State's speech to the Library Association
Umbrella Conference on 9 July 1993 underlines:

*.. there are many major challenges facing the library world at the
moment. To take a few of the more prominent ones: local government
reorganisation; new further education funding arrangements; competitive
tendering for public services ... all these issues stem from government
policies originating outside the Department of National Heritage's field”
(Department of National Heritage, 1993).

These remarks suggest that there is, in effect, an information policy hierarchy

comprising three levels: infrastructural, horizontal and vertical policies.
Examples of infrastructural policies might include tax or employment law,
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freedom of establishment, and education policy, which apply across society and
which affect the information sector both directly and indirectly, providing a
social and economic context for its activities. In contrast, horizontal information
policies have specific application and impact across the information sector, such
as the statutory provision of public library services, zero-rated VAT on books, or
data protection law. Vertical information policies have specific application to a
particular information sector, such as the geographic information community.

Content analysis frame 22: Information policy hierarchy

1 Infrastructural policies
2 Honrizontal information policies
8 Vertical information policies

This hierarchical model is useful in that it locates information policies in the
broader context of public affairs. This may be productive in itself, but it further
extends the scope problem: 1t becomes very difficult to conceptualise information
policy in 1ts most 1inclusive and comprehensive sense, since this would need to
include, as well as an analysis of narrow sector-specific policies such as
intellectual property nghts and information access policies, the wider contexts of
educational, social and industrial policy.

However, all three levels must be of interest to the information policy analyst
because of the inevitable degree of interaction between them. Indeed, the
overlap between the three levels can sometimes seriously obscure our
understanding of what ‘information policy’ means and what it actually consists
of. Martyn makes the point that the absence of horizontal policies (in the above
sense) does not necessarily mean that there is ‘no policy’. Rather, information
policy may be subsumed by infrastructural policy:

*.. in effect, there is no real policy for the information industry, electronic
or otherwise, other than that which conforms to the general Government
policy towards industry, which is to allow free market forces to operate
within a lightly regulated environment, the regulation being put in place
when the need becomes evident and pressing” (Martyn, 1992: 270).
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An implication of the hierarchical model of public policy is that power, influence
and decision-making in relation to information policy are inevitably scattered
across different parts of government. A major conceptual problem therefore lies
in defining an overall set of policy values and a framework for specific
information policy actions. In other words, there is a need for the establishment
of a information policy regime which is comprehensive, sensitive to new
technology and responsive to the implications of the ‘information age'. The lack
of such a coherent framework is a relatively new theme in the information policy
hterature (Braman, 1990; Gray, 1993).

Moore (1993) has provided a useful and practical way of beginning to deal with
this problem in the form of a two-dimensional space which focuses attention on

the differing needs of industry, individual organisations and society (Table 4.2).

Table 4.2: The information policy matrix

Industrial Organisational Social
Information technology o o o
Information markets o o o
Information engineering o o o
Human resources o o o
_Legislation & regulation 0 [ ()

Moore recognises and rejects as futile the often-rehearsed argument which calls
for a single umfied expression of national information policy. Instead, he argues
that the effects of technological and other agents of change are so powerful, and
the underlying issues 8o complex, that a more flexible approach to policy-making
18 needed. As well as offering a framework for the analysis of information policy
objectives, the model makes it possible to identify gaps and areas where the
formulation of policy objectives might be appropriate.

4.3 Theoretical approaches to the study of public policy

Political and social scientists have developed a number of models, frameworks
and theories for analysing public policy, although few of these have been
explicitly applied and tested in the context of information policy studies. As well
as lacking theory, we lack a sound basis of empirical data relating to information
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policies and their outcomes: indicator data relating to their impacts are either
very difficult to obtain or are simply not available. Yet without a body of theory
it is difficult to see how a more rigorous (possibly more quantitative?) approach
to information policy analysis can be forthcoming: it has often been observed that
there 18 nothing more practical than a good theory! Burger (1993) notes that
information policy is: "complex because we have not yet developed ways of
understanding 1t that are widely accepted and broad enough to encompass its
range: we now rely on existing disciplines to inform us about the soundness of
information policies”. This may be an honest appraisal of our current difficulties
in defining the scope and boundaries of the subject, but it offers little practical

comfort.

Broadly speaking there are three sets of motivation for studying information
policy problems; for scientific, professional, or political reasons. The scientific
rational 18 motivated primanly to gain a greater understanding of how they
onginate, how they are developed and implemented, and what their
consequences are for particular interest groups or for society as a whole. The
scientific motivation seeks to understand policy, not to suggest what that policy
ought to be. Clearly, however, information policy studies undertaken for
professional or political ends have a different emphasis: here analysis has an
appled orientation and is concerned with determining the most efficient or “best'
alternative; the one that will yield the largest net benefit for dealing with a
particular problem. This approach is concerned with achieving the ‘right' goal,
with what policy ought to be, and cannot therefore be arrived at without
reference to an ideological (‘the market should decide’) or normative (the
preservation of cultural heritage is paramount’) position. As such, it is a value-
onented approach and one which should be located outside the scientific policy
studies tradition, one which asserts itself to be rigorous, objective and value-
neutral.

A useful working definition of the scientific approach to policy studies is offered
by Dye (1984), who suggests that it comprises: "a description of the content of
public policy; an assessment of the impact of environmental forces on the content

of public policy; an analysis of the effect of various institutional arrangements

52



Chapter 4: Information policy research methods

and political processes on public policy; an enquiry into the consequences of
various public policies for the political system; and an evaluation of the impact of
public policies on society, both in terms of expected and unexpected
consequences”. Within this tradition, Anderson (1990) identifies four dominant
theoretical approaches: political systems theory (Easton, 1965); group theory
(Latham, 1965); ehite theory (Dye & Ziegler, 1990); and rational-choice theory
(Downs, 19567). The applicabiity and potential value of these theories in the
specific context of information policy is unclear (and beyond the scope of this
theais) but they possibly represent a fruitful line for future enquiry.

One of the features of information policy research is the number and diversity of
academic discaiplines which have, with some justification, laid claim to being the
home disciphine for studies in the area: such is the fragmentation of the field that
Braman (1989), a researcher from a communications studies tradition, identifies
more than 40 academic fields that deal with ‘information policy’. Braman does
not offer a hst, but Burger (1993) suggests that the core information policy
disciphines comprise economics, law, political science, public administration,

sociology, public policy, management science and information science.

In trying to understand the highly distributed nature of information policy
research, it is worth considering three factors: the multiple interpretations of the
term “information' by policy-makers in different economic, sotial and colbured
contexts; the way in which information policies have developed over time as
pragmatic solutions to specific problems; and the highly institutionalised nature
of policy studaes.

Traditionally, information policies have evolved in direct response to the
emergence of speafic technologies, such as print, telephony, radio or value-added
and data services. Not surprisingly, the analysis of these policies has tended to
fall within the domain of whichever professional information community was
most directly concerned with the particular technology involved (as librarians,
computer scientists, broadcasters or information scientists). In other words,
while information policy has been technology-driven, policy research has
typically been discipline-bounded (Trauth, 1986). The fragmentation of
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information policy research is mirrored by a fragmentation of policy-making
institutions. In Britain, for example, the Department of Trade and Industry is
the lead agency for developing policy in relation to tradeable information,
standards and intellectual property; while data protection is under the
junsdiction of the Home Office; legal deposit under the Department of National
Hentage; and public records under the Lord Chancellor's Department.

If information policy studies are discipline-bounded, they are also to some extent
instaitutionally-bounded; just hke the policies themselves, research emerges from
bureaucratic institutional settings which have their own distinctive goals,
perspectives and agendas. Sometimes, academic studies are carried out to
directly support the efforts of those engaged in policy formulation, DG-XIII of the
European Commission, for instance. Such research is likely to be highly
prescriptive and goal-oriented, designed to meet the immediate needs of policy-
makers. Other studies are undertaken to meet the needs of the information
industry, perhaps in the form of market studies and assessments, or
(occasionally!) funded by a research council where longer-term, more
fundamental objectives are sought. The hnkages between research and research
funding are important because they reinforce the process of fragmentation;
information policy develops along different research fronts, informed by very
dufferent theoretical approaches; factors which have not been conducive to
establishing consensus and agreement on central information policy issues and
values.

While most observers would agree that there is currently little consensus over
where the boundary lines of the information policy discipline should be drawn,
there are even those who actively resist such an approach. Braman, for example,
argues that ‘theoretical plurahsm' is the most appropriate way to deal with
phenomena and processes which unfold in different ways at different levels of
the social and economic structure. Her argument offers two challenges to those
engaged in information policy research: firstly, the need for a high degree of self-
awareness of the assumptions and paradigms being brought to bear from within
one's own disciplinary tradition, be that library and information science,

telecommunications policy or media studies; and secondly, a reminder to beware
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of the sweeping generalisations which inform much writing (and dare one say
public policy) in this area. We should not simply accept that broad statements of
policy intent, such as ‘the protection of national security’ are in themselves a
sufficient justification for information control, particularly since these are too

often only a guise for economic protectionism or the censorship of press freedom.

4.4 Tools for information policy research

Methodological problems exist in all disciplines; but information policy has more
than its fair share. Despite all the difficulties and complexities surrounding
information policy as an object of study, a considerable amount of material
continues to be published on the subject. Whether this is an entirely healthy
situation 18 open to question since, more often than not, its authors fail to make
exphcit either thewr methodology or their underlying assumptions.

Consideration of the methodological basis of information policy research is
conspicuous by its absence in the serials literature. One of the few authors to
tackle the 18sue 18 Trauth (1986) in a paper published nearly ten years ago which
offers a highly generalised descniption of the information policy literature,
locating studies 1n a two-dimensional matrix (see Figure 4.1 overleaf).

This matnx indicates the scope (vertical axis) and the intent (horizontal axis) of
indaividual policy studies, regardless of their methodology. In this scheme,
‘descniptaive studies' are those which describe the current status of a policy or
which highhght issues that should be addressed in its implementation.
‘Prescriptive studies', on the other hand, are those which explicitly set out to

make recommendations and to have an influence on the formulation of policy.
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Figure 4.1: Information policy studies matrix

integrative

prescriptive descriptive

particular

As well as differing in their intent, information policy studies have different
scope charactenistics. In Trauth's framework, the scope axis (particular-
integrative) expresses both the breadth of coverage and the degree of
interdiscaiphnanty reflected in a study; “integrative studies' being those which go
beyond the boundaries of a single discipline.

Content analysis frame 23: Intent of article

1 Descriptive
2 Prescniptive

Content analysis frame 24: Scope of article

1 Particular
2 Integrative

Trauth concluded that the biggest gap in the information policy literature (at the
time of writing) was for studies falling into the top left-hand quadrant of the
matrix: research which is both highly integrative and focused on the immediate
needs of policy formulators. Published studies sharing both of these properties
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are still rare; a function, perhaps, of the fact that they need, ideally, to be
conducted on a large scale by multidisciplinary teams yet within the restricted
time horizons of decision-makers. This section reviews some of the predominant
modes of investigation which can be inferred from an examination of the
literature; 1t is by no means comprehensive but I hope it will help us to draw
some tentative conclusions for future, and possibly more productive, lines of
enquiry. It1s argued that five broad methodological strands can be inferred from
a review of policy-related articles in the library and information science
hterature: approaches based on (1) classification; (2) the identification of policy
18sues and options; (3) reductionism; (4) forecasting and scenario-building; and

(5) process-oriented research and case studies.

Content analysis frame 25: Information policy research strategies

Classification

Issues and options
Reductionism
Scenarios and forecasts
Case studies

D GO %O

Each approach serves different purposes and makes different sets of

assumptions; and they are by no means mutually exclusive.

Table 4.3: Tools and methodologies for information policy research

Research tool Methodological Methodological
strengths weaknesses
Classification-based e Ubseful tools for exploring e Limited theoretical
approaches patterns in complex data underpinnings
e Demonstrates breadth of e Obscures the political,
18sues embraced by social and institutional
information pohicy contexts within which
o Facihitates access to policy operates
prmary research ¢ Allocation of policies into
matenals mutually exclusive taxa
risks losing a sense of
their interconnections
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Table 4.3: Tools and methodologies for information policy research continued

Issue identification and ¢ Primaryvalueasadata e Failsto provide an

options collection tool explicit framework for
e Useful for mapping and evaluating policy options
scoping complex policy e Typically generates
problems highly value-laden
results

Reductionism ¢ Reduces complexity and e May succeed in
ambiguity to manageable providing a cogent but
proportions partial explanation

¢ Restricting analysis to a which is not useful in the
particular disciphine (e.g. real world
economics) allows In extremis, it becomes
underlying assumptions difficult to relate the
to be made more explicit parts to the whole

Scenarios and forecasts ¢ Generation of alternative e Difficult to capture
visions 18 a useful input sufficient data to make
to decision-making valid extrapolations

o Reduces and constrains e Underlying models often
uncertainty too deterministic

Process-based ¢ Highly integrative e Highly expensive of time

approaches techmque yielding and other resources

and case studies ‘context-nich pictures’ e Difficult issues relating

e Useful for testing to access and
hypotheses and confidentiality

developing new theories

4.4.1 Classification-based approaches

It is hardly surprising that faced with the enormous problems of scope and
defimition noted earlier, and given the natural predisposition of authors from the
hbrary and information science community, one methodological approach has
been to identify and categorise the information policy literature. Bibliographies
are not uncommon (Bennett, 1987; Julien, Robinson & Tinline, 1992; Dahlin,
1990) and they provide a very useful key to the growing body of official reports,
policy gwdance, statutes, books and journal articles. This bibliographic
approach confers several advantages. It means that policy documents and
studies are reasonably well documented and described and it facilitates access to
a considerable amount of primary material for research purposes. As a tool for
demonstrating the wide range of issues which fall under the general rubric of
‘information policy’, classification schemes fulfil a useful secondary role in
drawing attention to the breadth of the subject.
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The most traditional approach to categorising information policies and issues is
to develop a classification which reflects policy goals and objectives. Chartrand
(1986) and Milevski (1986) use the same scheme, which neatly reduces the scope
of information policy to nine broad categories (Figure 4.2):

Figure 4.2: Chartrand'’s taxonomy of information policies

Government information resource management policy
Telecommunications and broadcasting policy
International communications policy

Information disclosure policy

Information, confidentiality and privacy

Computer regulation and computer crime
Intellectual property

Library and archives policy

Government information dissemination policy

Other authors, notably Hill (1994), derive hybrid literature-based classifications
which may include a categonsation by institutional source (e.g. the European
Commission), by document type (e.g. UK Acts of Parliament) and by policy goal
(e.g. jobs and education). An alternative approach, adopted by Rowlands &
Vogel (1991) blends a chronological description of policy events with goal-based
subject access in the form of “chronological trails'. These different approaches
raise an interesting methodological question: to what extent is it possible to
denive an understanding of information policy from a reading of the “cold’ policy
hterature as set out in White Papers and statutes or recorded in the form of
administrative or court decisions? Information policy exists at two layers: that
which 18 explicit and recorded in documentary form, and that which is expressed
implicitly 1n the form of habits, received wisdoms, unwritten codes of behaviour,
expectations and societal norms. As the influential US Rockefeller Report
observes: "to debate whether there should be a national information policy is
pointless ... There will be such a policy ... arrived at consciously or unconsciously,
by commission or omission, carefully or haphazardly, in a comprehensive or
piecemeal fashion" (SATCOM, 1969).

While there may be some practical benefits in a classification-based approach to
information policy, there is little to recommend this approach from a theoretical
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standpoint: classification can only deal with policy in a very superficial way,
obscuring the political, social and institutional contexts within which policy is
shaped and implemented. A more fundamental objection is that by classifying
policies into mutually exclusive categories we risk losing a sense of the inter-
relationships between groups of issues. Burger (1988) overcomes some of these
objections by applying content analysis to the recommendations in the SATCOM
Report, the result of a three-year long deliberation of the status and future
requirements for scientific and technical information in the United States. In
effect, Burger uses content analysis to systematically categorise and classify the
not just the policy goals for each of the Report's recommendations, but also their
rationale and the actors involved in their implementation.

In an interesting recent paper, Sillince (1994) has developed a paradigm-based
(rather than a goal-based) categorisation as a means of demonstrating some of
the 1deological and 1institutional factors which he argues are responsible for the
fragmentation of information policy at European Union level. Whether this
represents a new lease of hfe for the classification-based approach is still
questionable: perhaps classification is best regarded as a tool for the initial
exploration and perception of pattern in complex policy data.

4.4.2 Issue identification and options

Without doubt, the most prevalent methodological position to be encountered in
the information policy is the “issues and options' approach literature (Moore &
Steele, 1991; McIntosh, 1990; Rowlands, 1995), although few authors are honest
enough to make this exphat. This is an approach which seeks to identify the
18sues and concerns raised by the adoption (or potential adoption) of a specific
polhicy, and then to suggest a range of possible actions to resolve potential
conflicts and mitigate any foreseeable negative impacts. This style of research is
often commissioned by policy-makers in government or industry as an input to
the early stages of policy formation and is typically activated by a notable legal
or public policy event (e.g. the publication of the Bangemann Action Plan or a

technological advance or new application such as video-on-demand).
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The function of ‘issues and options' is primarily information-gathering. Its
strengths lie in its currency and in its ability to map the policy terrain and scope
the dimensions of a problem. Whereas classification-based approaches tend to
focus on documents as the primary object of study, ‘issues and options’ typically
draws on a much wider range of inputs, notably interviews and questionnaires
directed at policy-makers and other stakeholders. This approach is therefore
more integrative (in Trauth's sense) than the classification-based style of
research, although it almost inevitably lacks the former's very explicit
articulation of assumptions.

Examples of the ‘“issues and options' approach are pervasive in the journal and
grey lhteratures. The methodological limitations are serious: most notably
because the approach fails to provide a coherent framework within which policy-
makers can properly evaluate the options open to them. There is a further
danger that this style of research, while implicitly (or openly) appropriating
values of independence and objectivity, is in fact methodologically vacuous and
1ts results sui generis; neither robust nor amenable to verification. Furthermore,
the results generated are often heavily value-laden. Despite these weaknesses,
the issues-based approach emerges as the dominant methodological construct in
the information policy literature.

4.4.3 Reductionist approaches

Earler 1n this Chapter, reference was made to the normative basis of public
policy. An argument was put forward which stressed the desirability of a more
theoretically pluralist approach to information policy problems, drawing on
multiple perspectives and traditions. As a call to arms to the policy studies
community, this seems a reasonable proposition but it is a call to which few
individual researchers can respond with any conviction or intellectual credibility.

The reductionist approach is one which, while (sometimes) acknowledging that a
policy problem is inevitably multifaceted, seeks to reduce ambiguity by
constraining data collection, analysis and interpretation within the framework of
a specific discipline. Bushkin & Yurow (1981), for example, argue that "aspects
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of United States domestic information policy can be divided into two broad
categories: (1) the legal foundations of information dissemination and access; and
(2) the economics and management of information”. This framework is one
which seems to have received the endorsement of a number of researchers who
have adopted deliberately restrictive legal (Braman, 1988; Burkert, 1992) or
economic (Porat, 1977; Greenstein, 1992) perspectives.

The reductiomist approach is inevitable, given our need to make sense of
extremely complex phenomena and, in many ways, it is highly desirable if it
leads to a more rigorous consideration of information policy. Reductionism
overcomes the vagueness of the ‘issues and options' approach and enables
underlying assumptions to be made much more explicit. Whether reductionist
analysis leads to good policy, however, is a much more difficult proposition: given
the complexity of the forces which drive and shape policy, to what extent can
exclusively legal, economic or other single disciplinary models predetermine an
overall ‘optimal' policy regime? This is a fundamental problem of the
reductionist approach: how can the parts be related to the whole? An analyst
may get the orgamsational and economic aspects right, but ignore other factors
that can be a decisive factor in the success or failure of a policy. Burger (1993)
observes that there may be several reasons why information policy does not
work. Speafic policies may overlook contextual factors which impact on their
implementation; the initial premises in the formulation of the policy may be
incorrect; the policy may not be implemented as designed; or there may be
unforeseen problems or situations about which no one has thought. Almost all of
these reasons for a failed policy, however, have a common denominator of
mmperfect knowledge. Do policies fail because of ignorance or because society is
too complex and things do not turn out as they were intended?

4.4.4 Scenario-based approaches
Forecasting studies and scenario-building represent another, quite different,
methodological construct and one which is widely reported in the library and

information science literature (Bates, 1990; Bezold & Olsen, 1986). A notable
recent example of the species is the British Library's Delphi-style UK
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Information 2000 study (Martyn, Vickers & Feeney, 1990). Scenario-building
allows the construction of several alternative ‘visions' of the future which policy-
makers can use to make develop appropriate strategies for reacting to events.
Scenario-building is a particularly attractive tool in the context of information
policy problems because of the high levels of uncertainty which are inherent;
especially those associated with the adoption and use of information
technologies. High uncertainties can lead reasonable people to quite different
judgements about information policy issues and the best ways of dealing with
them. The central objective of scenario-building should therefore be to reduce
uncertainty to manageable proportions. It is also one very effective way of
accommodating the notion of stakeholders and the possibility of differential
effects occurring in relation to various social and economic interest groups
(Kiesler & Hinds, 1993).

Almost by definition, these futures-based approaches need to be highly inclusive.
Burke (1994) notes that scenario-building is commonly based on the STEEP
framework, which embraces Social, Technological, Economic, Ecological and
Pohtical perspectaives. On the other hand, the limited effectiveness of forecasting
and scenano development are often mercilessly exposed under the glare of
hindeight. Two of the more obvious reasons for their comparative repeated
failure are the extreme difficulty of capturing sufficient data from a broad
enough base to make reliable extrapolations, and the use of conceptual models
which are too deterministic, either in terms of the power of either technology or
public policy to shape events.

Does the inevitable uncertainty which results from even the most meticulous
forecasts imply a need for greater frankness by governments about the
uncertainty of the environments in which they operate and their ability to
delhiver pohcies to precise targets? The study of forecasting raises questions of
how decisions are made, not just an understanding of the techniques available.
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4.4.5 Process-oriented approaches and case studies

Despite the frequent assertion that information policy is enormously complex
and multi-faceted, it can be argued that at least some of that ‘complexity’ derives
from confusion and a lack of definition. Hogwood & Gunn (1984) note that there
are many different uses of the word ‘policy’ in circulation. These include policy
as a label for a broad field of activity (a government's overall “economic’ or
‘industrial' policy); as a specific proposal or decision of government; as a
programme or legislative outcome; as a theory or model; or as a process.
Conceptualising public policy as a process, rather than as an outcome or an
event, is the dominant theoretical approach in the general policy studies
hterature. The reasons for this emphasis are not too difficult to understand: it
enables us to understand how the complexities of the policy-making process
unfold over time and thus raise some fundamental questions, such as who are
the ‘policy-makers' and how do institutional factors bias policy-making?

One useful approach to understanding information policy is to employ a systems
approach. This recognises that policy-making comprises a series of inputs
(people, 1declogy, expediency, information, research, investment) and outputs
(wealth creation, better healthcare, access to democracy). By conceiving of
information policy-making as an INPUT-PROCESS-OUTPUT (I-P-O) model for
orgamsing our thinking, we shift to the view that information policy governs a
process (such as the storage and transmission of information) rather than a thing
(such as technology). ‘Information policy’ might therefore be better thought of
as a verb rather than a noun. Just as the I-P-O model can be used to describe
how data are transformed into information and then knowledge, so it can also
offer insights into policy-making. So, rather than addressing policy issues
relating to a specific advance in software or data communications (technology-
driven) we can switch our attention to the underlying functional aims and
objectives of policy (Trauth, 1986).

Conceptualising policy as a process, rather than a specific outcome or event, is

very useful. It helps us to understand how policy develops over time and how
policy is shaped by (and, in turn, shapes) organisational and social factors.
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Policy is not an abstract ideal, it takes place in an imperfect and sometimes
confusing world. A typical representation of the policy-making process is the
‘functional staged model’ (Lasswell, 1970). A simplified version is illustrated
below (Figure 4.3).

Figure 4.3: Staged model of the policy-making process

-

Identify 2  Formulate <  Adopt 2 Implement 2  Evaluate

problem and plan policy policy policy
and set policy outcomes
agenda response

As we move from left to right, a problem is first recognised and defined and then
finds itself on a decision-maker’s agenda. Alternative ‘solutions’ are developed,
presented and rejected in favour of the option which offers the maximum net
benefit (or 18 the most convenient, expedient or cheapest). This is then officially
adopted. Implementation begins and some kind of evaluation or monitoring
procedures are usually invoked so that any undesirable outcomes can be
identified and mitigated against. In many cases, the results of that evaluation
will require adjustments to be made earlier in the chain, perhaps resulting in a
complete re-design of the policy.

To a large extent, once a policy-making process gets underway, it tends ta be
continuous. It has been said that policy-making has “no beginning and no end”
(Lindblom, 1980). This overstates the case, as it is possible to define reasonable
starting and termination points in a pragmatic way. Within those bounds,

however, the process can be regarded as continuous.

The power of the staged model is that it offers us a way of grouping a wide range
of apparently disconnected decisions, phenomena, observations and data into
meaningful units. It also has a certain intuitive appeal which is not easy to
discount. It also has its limitations. Many critics would immediately point out
that real life, with its rough-and-tumble of politics and horse trading, is not
nearly as tidy as the model suggests.
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Nonetheless this is how policy-making is most often presented in the media and
many policy-makers would still justify and defend their own actions, however
apparently irrational at the time, in terms of this ideal framework. Clearly
theoretical models can be very powerful and may shape the course of events in
the real world. Quite how different theoretical models interact and impact on the
course of events has yet to be examined in the context of information policy
studies but it might well prove a productive research topic.

Content analysis frame 26: Stage in policy life-cycle

Policy design

Policy implementation
Policy evaluation
Multi-stage

a, € 0

From the point of view of our search for methodological tools and approaches to
information policy problems, this framework appears to offer a number of
potential benefits: i1t represents an antidote to the narrowly reductionist
approach by allowang us the possibility to build ‘rich pictures' of information
policy and its evolution. There are few examples of a process-driven analytical
approach to information policy in the literature, however. One notable exception
18 Karni who, in a paper on the formulation of information policy within
organisations (Karni, 1983), suggests that a framework for understanding policy
formation should comprise four elements: information policy objectives;
measures to determine how well these are achieved; policy actions and

alternatives; and a consideration of the information services system itself.

Closely related to the process-oriented approaches and partially overlapping is
research based on case studies. Several detailed case studies (Burger, 1988;
Dawes, 1991; Jacobson, 1989; Stewart, 1990) of the history and evolution of US
public policies are available, and they demonstrate the importance of
institutional, historical, cultural, political and human factors in determining
information policy, throwing further doubt as to the usefulness of the narrow
reductionist approach.
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The particular value of case studies is that it they can reveal much about the
policy-making process that might otherwise be hidden from historians or other
researchers relying primarily on printed documents. Guiding philosophies about
government and information are not the only determinants in the policy debate;
policy formation and implementation may also be shaped by staff in the
legislative and executive branches of government. A major limitation of case
studies is that they do not permit generalisation. They can be used, however, to
test existing theories; to develop new theories; to provide detailed contextual
analysis of particular events; and to help provide an ‘intuitive feel' for the

subtleties and nuances of the policy process.

4.5 Conclusions

The picture which emerges from this brief review of the methodological tools
employed by wnters on information policy is not a flattering one. Compaigne
(1988) notes that the information policy debate is highly political and that
whether we are discussing issues such as ownership, copyright, equity, or
hiteracy, the ‘rnight' answer is (and should always be) subject to legitimate debate.
There is considerable value, therefore, in reminding ourselves that a truly open
and democratic debate should make explicit the variables which go into
determining the ‘right' answer. What assumptions are being used? Is there
another set of reasonable assumptions that would yield different answers? What
is the agenda of the policy-makers? Do they state their agenda explicitly, or is it
hidden?

What 18 needed and what does not yet appear to exist is a body of knowledge and
research tools that can provide a value-critical and paradigm-critical approach
to the study of information policy. The methodologies for policy analysis are
themselves rarely ‘value-free'. Many techniques have unstated but built-in
assumptions about values. This means that, in some cases, a particular
technique may be chosen for ‘political' purposes, to advance a cause rather than

in a genuine spirit of scientific enquiry.
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This Chapter deliberately does not conclude with a blueprint for undertaking
information policy research; we are a very long way yet from developing a robust
box of tools and methodologies. Nonetheless, the limitations of much of the
current reporting in the library and information science literature suggest some

desiderata for research design in information policy:

1. Greater recognition of the need for a more value-critical approach to
information policy problems.

2. The need to distinguish more clearly between descriptive and prescriptive
modes of policy analysis: between what policy is and what it ought to be.

3. Greater awareness of the dangers of confusing the treatment of
information policy as a dependent or an independent variable in analysis.

4. The need for a broader range of more sophisticated indicator data on the
social, cultural and economic impacts of information policy.

6. Greater clanty in terms of describing the scope of information studies and
the definition of terms used.

6. The need to make assumptions, methodologies and working hypotheses
more explicit.

7. Greater awareness of the hierarchical nature of public policies ("no policy'
does not necessarily mean no policy).

8. A more 1maginative and catholic approach to the appropriation and
testing of research tools from other policy disciplines.

9. A more creative approach to information policy analysis and a greater
willingness to develop explanatory models.



10.

11.

12.

Chapter 4: Information policy research methods

The need to retain a multidisciplinary integrative perspective, even in
small-scale studies.

Greater recognition of the discipline-bounded and technology-driven

nature of much information policy research.

Greater awareness of context and the factors which influence the
formulation, adoption and impact of information policies.
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Chapter 5: The research design

“A sea change in bibliometric research has occurred, but as
yet it is fully understood by only a few hundred researchers
world-wide. Each year in the 19908 will be marked by new
waves of studies, larger, better designed, and better analysed

than those of previous decades™!s

5.1 Introduction

This section of the thesis reports on a series of empirical investigations into the
structure of the information policy serials literature.

The central resource for these studies was a bibliography specifically created for
the purpose (see Appendix B). The mechanics of the creation of this resource is
fully described 1n Section 5.3; for the moment, it is sufficient to note that the test
collection represents a longitudinal sample of 771 serial articles published
during the pernnod 1971-1996 and drawn from the multidisciplinary Social
Science Citation Index.

The research findings presented in the four Chapters which follow are based on
extensive secondary data analysis, a point which itself raises an important
methodological issue. The questions asked in bibliometric research are more
contextual than the variables which are studied; these tend to be fairly uniform
acroes the whole field of scholarly communication for two reasons: (a) the
consistent properties of text, and (b) the conventions of secondary publishers like
ISI. For this reason, some care has been taken to contextualise the experimental
findings, 1n so far as this is possible, by reference to other published work and
the author's knowledge of the field. It is hoped that by approaching the same
data set with different techniques and assumptions, that at least some of the

18 Paisley (1990:299).
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evident weaknesses of each method will be brought under a measure of contro]’s.

These 188ues are discussed more fully in the concluding Chapter.

The techniques which were used to mine useful indicators from the document
test collection are well-established and understood: they include a bibliometric
census study, an exercise in hierarchical document clustering, an author
cocitation study, and content analysis. In each case, unobtrusive measures were

produced, measures which did not influence the phenomena being described.

The overall research design, and the selection of the four techniques mentioned
above, was partly driven by practical considerations, partly by methodological
opportumsm, and partly as the result of reading a stimulating article on future
directions 1n bibhometric research by William Paisley. Paisley argues that three
generations of bibhometric research can be identified: the first two based
respectively on text-based and citation-based measures. The third (future)
generation of studies will, in the author's words be marked by “the
complementary use of both approaches, combined with an increasing use of

supplementary measures from non-bibliometric sources” (Paisley, 1990:281).

As 1t happens, Paisley’s article was not discovered until about half of my
empincal research had already been completed. In the concluding pages of his
article, Paisley sets out a programmatic description of what questions a third-
generation bibhometric study might address. I quote from this article at some
length, since many of the issues raised were in fact already evident in my

research design:

“Drawing upon the parallel with indicators research, we note a missing
level of questions on the fundamental side of those raised by Borgman

18 Webb and others (1966:1) emphasise “the necessity for multiple operationalism,
a collection of methods combined to avoid sharing the same weaknesses”. They
discuss two categories of weaknesses: lack of internal validity (uncertainty in
explaining the causes of the observed differences in the sample itself) and lack of
external validity (uncertainty in generahsing the observed difference to other
samples).
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[Borgman, 1990]. These are ‘demographic’ questions about the
publications system and the social system behind it, such as:

(a) numbers of articles published in scholarly subfields;

(b) numbers of articles published on a wide range of important topics;

(c) number of researchers actively publishing in each subfield according to
the tabulations in (a) above;

(d) number of researchers actively publishing on each topic according to
the tabulations in (b) above;

(e) national or geographic location and institutional affiliation of
researchers tdentified in these analyses;

(/) patterns of team research implied by the authorships per subfield or
topic; or

(8) charactenstics of published articles per subfield or topic, including
conceptual structures in the text, number of citations, average age of
Jjournal cutations, and so on.

In addition to the value of these demographic findings in themselves, they
provide parameters for interpreting research on higher-level questions
about social networks, importance and diffusion” (Paisley, 1990:297).

Of the questions raised above, (b) and (d) through (g) are tackled explicitly in
this thesis. Questions (a) and (c) are addressed, but without extensive reference
to neighbouning scholarly subfields (surely Paisley’s intention), such as
information law, information management or public administration.

5.2 Overview of Chapters 6-9

5.2.1 Chapter 6: Simple bibliometrics

This Chapter examines the distribution of various bibliometric elements across
the test collection and through time, using univariate or bivariate analyses. It

examines patterns of growth, knowledge accumulation, ageing and obsolesence,
authorship and Bradford scattering.
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5.2.2 Chapter 7: Cluster analysis

This Chapter employs hierarchical clustering techniques to investigate any
underlying natural structure in the document test collection, based on
class:ifications generated from a range of bibliometric and content-based
indicators. The Chapter essentially addresses the question of whether the
bibliography is best considered as a single homogenous entity, or as a series of
joint bibliographies distinguishable by some, initially unknown, criterion or

criteria.

5.2.3 Chapter 8: Author cocitation analysis

Author cocitation analysis is a methodology which has been claimed to offer
unique 1nsights 1nto the social and intellectual structure of a field of study. This
Chapter explores the patterning evident in the cocitation patterns of 21 leading
information policy authors using a battery of multivariate statistical techniques.
It provides an example of what Marshakova-Shaikevich (1993) terms ‘structural’
bibhometrics; unhke the approach in Chapter 6, the emphasis here is on the
connections between objects rather than on ‘simple’ distributions. The results

are corroborated by means of a simple postal questionnaire.

5.2.4 Chapter 9: Content analysis

The simple bibhometric analysis presented in Chapter 6 was based on elements
which were either already present in the records downloaded from the Social
Science Citation Index, or which could be directly derived from them. The
content analysis extends this earlier analysis by investigating the distribution of
various content indicators, inferred from the original full-text documents. These
indicators are of a highly qualitative nature and seek to describe and codify such
factors as the aims, scope and intentions of published articles; the methodologies
used; and the stage of the policy cycle being investigated.
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5.3 The document test collection

5.3.1 The data source: Social Science Citation Index

There are a number of abstracting and indexing services which covers subsets of
the information policy hiterature: Public Affairs Information Service, Library &
Information Science Abstracts, Information Science Abstracts and Applied Social
Science Abstracts to name the most obvious. A comprehensive bibliography in
the area of information policy would need to investigate all of these sources as
well as published bibliographies by authors such as Hill (1995).

In common with the majonty of bibliometric studies, the work reported here is
based entirely on a single data source: the Social Science Citation Index, a
decision which requires some justification. While each of the secondary sources
mentioned above may be expected to contain relevant articles, they are highly
field-speafic 1n the sense that they index comprehensively within a narrowly
prescnibed lList of tatles. Since one of the aims of this thesis is to explore the
multidisaiphnary nature of information policy research, the use of these tools
would i1ntroduce an unacceptable degree of distortion. Rather than seeking a
high level of comprehensiveness, the intention behind the compilation of the test
collecion was to seek reasonably balanced coverage across contributing
hteratures. Other pragmatic justifications for choosing SSCI above other

sources may be summarised as follows:

. ISI editorial policy emphasises high-quality (usually peer-reviewed)
journals wath high international impact;

. Depth of time coverage: in its DataStar implementation, SSCI records are
available over a quarter of a century (1971 to the present) making it
possible to analyse changes in the evolution of the information policy
serials hiterature;

° The SSCI record structure contains elements which are otherwise

unavailable without recourse to the source documents. The most notable
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elements are journal category, corporate addresses and details of

citations;

The database is available free at the point of use to members of the

academic community (via BIDS).

5.3.2 Preparatory stages

The preparation of the document test collection took place in four phases which
are represented in Figure 5.1:

Figure 8.1: Compiling the document test collection

Preparatory stages
early negotiations with IS]
letter of agreement from ISI (Appendix A)
wnformation policy nomenclature (content analysis frame 15, p.29)

Initial retrieval trials
online searches in SSCI
parallel investigation of published print bibliographies
parallel searches in LISA and PAIS

further uems, identified from other sources, retrieved and downloaded from SSCI

r

Relevance screening
retrieved items accepted or rejected
(see relevance guide, Figure 5.2, p.79)

Production of bibliography
downloaded SSCI records edited in Word 6
edited records converted to Word Table format
additional subject and nationality fields added to facilitate sorting
printed bibliography compiled (Appendix B)
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Negotiations with the Institute for Scientific Information

It is a strict condiation of the use of ISI databases that the data cannot be used for
the purposes of bibliometric study without written permission. 1 am very
grateful to Robert Kimberley, Managing Director, European Branch for granting
me permission to use the data in this way (see Appendix A).

Apart from dial-up online access through academic and commercial hosts, IS/
offer a number of services to the research community, including the possibility of
ordering customised data sets. The advantages of buying a tailored data set,
rather than searching public online services, is that additional fields are
available: these include indexing by second and subsequently named authors,
and ncher atation information than is available in the various online

implementations.

In the early stages of planning the experimental work, the possibility of
obtaining a data set directly from ISI was explored. The main concern was to
obtain the data in a format which would facilitate author-author and journal-
journal citation analyses. Apart from the expense involved (which would have
been in four figures!), an even more intractable problem was encountered. Many
of the users of ISI's customised research services are interested in a particular
journal, journal category, or institution. As will be seen later, the search
strategy used to recover articles on information policy was very heuristic and
complex. It was not possible to operationalise the search in a form that ISI could
use, other than a hst of DataStar accession numbers, which, as it turned out, ISI
were anyway unable to map onto their database. The regrettable outcome was
that atation analysis, whose application in the context of this thesis might have
been very powerful, became totally impractical.
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5.3.3 Initial retrieval trials

The search strategy

Formulating a search strategy which is broadly representative of the information
policy construct is not a trivial task. Matters are made more difficult by the lack
of an active indexing policy by the compilers of the SSCI database. Keywords
and subject descriptors are only available if and when supplied by the author in
the original article: no attempt is made by ISI, for perfectly understandable

reasons, to offer a common indexing platform across the whole database.

The basic search strategy adopted was therefore an heuristic one. Search terms
and formulations were derived from the subject classification scheme (Content
analysis frame 15, overleaf) and the imtial results inspected for author-supplied
descrniptors and keywords which might prove to be useful in further searches'’.
The bulk of the searching was conducted using the BIDS implementation of
SSCI, although considerable use was also made of the DataStar implementation.
Two major drawbacks were noted in relation to BIDS: records are available back
to 1981 only (1971 in the case of SSCI on DataStar) and the search features and
user interface are relatively limited. The research took place during June and
July 1996, which means of course that the records for 1995 are almost certainly

incomplete.

Maxamising recall

Online searching was continued in this highly interactive manner until a point
was reached at which relatively few new records were being identified. At this

point, other techniques were employed in an attempt to gauge and maximise the
level of recall being achieved.

The first test of recall was to compare the online search results obtained so far
with three formal published bibliographies on information policy by Rowlands &
Vogel (1991), Julien, Robinson & Tinline (1992) and Hill (1994). This yielded a

17 The phrase “information policy’ occurred in only 124 of the 771 records.
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relatively small number (38) of references which had been missed in the online
searches but which were subsequently found to be present in the SSCI database.

Content analysis frame 15: Subject analysis of article

10

11
12

20

21
22
23
24

30

31
32
33

40

41
4?2
43

50

51
52
53
54
55

General articles on information policy

Theoretical aspects of information policy
Natiwonal and international information policies

Information infrastructure policies

Research & development (including STM information policies)

Libraries, archives and public records

Telecommunications, broadcasting and information superhighway policies
Information technology policies

Information management in government

The collection and acquisition of information resources by government
Information resource management in government: policies and practice
Government information systems, clearinghouses and dissemination policy

Information access and control

Freedom of access to information
Confidentiality and personal privacy
Information control on grounds of national security

Information industry policies

Information standards and protocols

Copynight, intellectual property and information law

Regulation of the information industry and information markets
Trade in information services and transborder data flows
Public-private relationships in the information industry

A second test of recall was made by means of a highly selective search of Library
and Information Science Abstracts (LISA) on DIALOG, Science Citation Index on
BIDS and the CDROM version of Public Affairs Information Service (PAIS).
This consisted of searching free-text for occurrences of the phrase ‘information
policy' 1n records referring to serial articles published during 1985, 1990 and
1995. This approach yielded only eleven relevant articles (eight from LISA, two
from SCI, one from PAIS) which had been missed in the original online searches
of SSCI and a decision was taken to draw a line under any further research.
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Relevance screening

The broad nature of the subject being investigated and the absence of a common
indexing platform in the SSCI database meant that a great deal of material
which was judged to be irrelevant was recovered during the online searches. As
a guide to relevance judgements, the following scheme of inclusion and exclusion

criteria was developed:

Figure 5.2: Test collection inclusion and exclusion criteria

Included: Excluded:
Papers Bibliographies
Notes Book reviews
Reuview articles Letters
Editorials
Abstracts
Discussions
Three or more pages in length Shorter than three pages
Articles dealing with 18sues Articles dealing with issues
of general public policy of narrow organisational interest
{e.g. the acquisitions policy of a
government agency library)

The application of these criteria resulted in the rejection of nearly 400 “hits' from
the SSCI database. The final bibliography consists of 771 serial articles and
exhibits a reasonable spread of coverage against each of the main and sub-
categories of the faceted subject classification. A further decision was taken to
restrict the bibliography to journal articles. Journal articles represent
contrnibutions to the hiterature that have been subjected to review by the authors’
peers and found acceptable for publication whereas other forms of publication
such as reports, conference papers and book reviews are often subject to little or

no review,
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5.4 Data preparation and analysis

5.4.1 Production of the printed bibliography

Figure 5.3: Overview of data preparation and analysis

Information policy
records retrieved from
Social Science Citation
Index
and screened
for relevance
|
Records
downloaded
and mampulated
in Word tables format
| 1
Records cleaned, sorted Author Key authors identified
and output addresses and selected for
as a pninted bibliography extracted, cociiation
(Appendix B) cleaned analysis
and sorted
] 1 |
Records content analysed Institutional Further
and coded for wnput to daia searching
SPSS analysed to retrieve
for extensive analysis manually cocitation frequencies
] |
Rank-frequency Matrix of raw cociiation
distributions of ournal frequencies compiled
titles and authors
generated
| |
Distributions analysed Cocitation frequencies
using matrix transformed and
The Bibliometrics analysed in
Toolbox SPSS
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The downloaded SSCI records were manipulated in Word for Windows version
6.0, using the sorting capabilities offered by the Tables feature for the production
of the final bibliography. In a bibliography covering such a long period of time, it
was not surprising to find that a number of journals had changed their title (for
example, Government Publications Review became the Journal of Government
Information in 1993). A comprehensive check of Ulrich's directory was therefore
made to ensure that all instances of journal title changes were picked up. In the
analyses which follows, articles are attributed to the most current journal title,
urrespective of their date of publication. The final bibliography is included as
Appendix B to this thesis.

5.4.2 The Bibliometric Toolbox

Much of the analysis presented in the next Chapter was facilitated by the use of
The Bibliometric Toolbox (version 2.8), a freeware package!8 developed by Terry
Brooks at the University of Washington. This software allows for two forms of
data input. Downloaded records may be processed directly using a pre-editor in
a way that permits both the production of a bibliography and its subsequent
bibhometric analysis.  Alternatively, the software performs a range of
bibhometric analyses on rank-frequency distributions. This latter form of
indarect data input was used for the purposes of the analysis here.

The Bibliometric Toolbox also provides some sample data which make it possible
to emulate Bradford's work on the lubrication literature and Goffman and
Warren's work with the mast cell literature. Manual calculations of a number of
bibhometric measures have confirmed the reliability and accuracy of The
Toolbox!.

18 Copies of the software are available by anonymous ftp at the following location:
ftp.u.washington.edu/public/tabrooks/toolbox.
19 See review article by McLain (1990).
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5.4.3 Institutional affiliations file

The printed bibliography does not include institutional affiliations. These
elements of the downloaded records were extracted and stored separately as a
Word for Windows table. The initial list of "dirty’ corporate affiliations required
a great deal of manual effort, first of all to sort out corporate name variants, and
then to decide upon an appropriate level of aggregation. Corporate affiliations
were aggregated at the highest reasonable level possible: for example, the
Department of Media Studies, the Graduate Program in Mass Communication,
and the Faculty of Communication at the University of Texas were combined
into a single, university-wide, affiliation. Where only one department or

research team was retrieved, that narrower corporate affiliation was used.

Finally, each institution was then assigned to one of five sectors (Education,
Government, Non-Governmental Organisations, Non-profit, Industry) for
the purposes of describing the dispersion of knowledge production in

information policy and exploring patterns of author collaboration.

5.4.4 Statistical Package for the Social Sciences

Much of the analysis presented in the following Chapters was derived using the
Statistical Package for the Social Sciences (SPSS) version 7.5 (for Windows 95 /
Windows NT), with considerable use being made of the Professional Statistics™
module®, A data grid was created where each row represented an article and

each column a primary or derived variable. A detailed description of all these
vanables 18 attached as Appendix E.

2 See Norudis (1994) for a technical description of the Professional StatisticsT™™
module.
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Chapter 6: Simple bibliometric analysis

“Despite its abstract air and disembodied rhetoric,
bibliometrics is grounded in the patterned behaviour

of human beings™1
6.1 Introduction

In studies of the natural and social sciences, much attention has focused on
differences in cogmtive structure and patterns of communication in various
disciphines. Since Price’s work on communication habits in the hard and soft
sciences (Price, 1970), an increasing number of sociologists of science have been

turning to bibhometric techniques to investigate these questions.

Two broad methodological directions have been observed within the field of social
bibhometrics by Marshakova-Shaikevich (1993) which she distinguishes as
‘sumple’ and “structural’ bibliometrics. In simple bibliometrics (sometimes called
census studies) the researcher is primarily concerned with the distribution of
vanous bibhographic elements (authors, subject headings, dates of publication)
across a collection of documents. In structural bibliometrics, on the other hand,
the emphasis 18 on the connections and linkages between objects, in their
correlation and classification.

This distainction 18 mirrored in the structure of this thesis. This Chapter offers
an overview of the characteristics of the information policy test collection in
sumple bibhometric terms. The bibliographic elements studied here are
restricted to those which ISI makes available in its online implementation of the
Social Science Citation Index. This simple bibliometric approach is extended in
Chapter 9, where a richer set of bibliometric elements is investigated by means
of content analysis. The basic approach is the same, to paint a picture of the
structure and dynamics of the information policy literature, albeit this time from
a richer palette. Chapter 8 is a study of prominent authors in information policy

2! Whate & McCain (1989:123).
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1n terms of the patterning evident from the way that they have been cocited by
others. In Marshakova-Shaikevich’s scheme, this study clearly sits within the
structuralist camp, since it explores linkages between objects, in this case

authors.

The quotation at the top of the previous page serves as a reminder that

bibliometric indicators are not an end in themselves; they are simply tools which
help to construct a better understanding of the intellectual and social structure

of information policy studies.

6.2 Research questions

Table 6.1: Research questions and related bibliometric indicators

Research questions Bibliometric indicators Refer
Summary characteristics
How many authors are represented Total number of individual personal Fig.6.1
in the bibliography? and umque corporate authors
How many yournals carry Total number of umque journal titles Fig6.1
information policy articles?
Which languages are represented? Distnbution of articles by language Fig6.2
Which countnes are represented? Distnbution of articles by geographical Figb3
provenance and growth over time Fig64
Where do authors publish? Distribution of articles by 2SI ournal
category Fig 6.5
Patterns of growth
Is the production of information Article production in two-year Fig.6.6
policy articles wncreasing? increments
If s0, what 18 the pattern of growth? Regression model fitted to camulative Fig6.7
article growth over time
Is snformation policy growing relative to the  Growth of information policy articles Fig6.8

social sciences senials literature as a whole?

expressed as a proportion of all articles
added to Social SciSearch
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Table 6.1: Research questions continued

Knowledge accumulation

How ‘scholarly’are the articles in the Ratio of articles wathout citation hsts to Fig6.9
bibliography? those with (the *“Windsor ratio’)

Is the literature becoming more Changes in the *Windsor ratio’ over Fig.6.10
or less “scholarlyt time and balance of research / opinion Figé6.11
articles
Is the wnformation policy literature Average value and frequency Fig6.12

‘ephemeral’ or “classical? distribution of Price’s index

Is the value for Price’s index typical Companson of Price’s index values with Fig6.13

of the social scrences? other studies

Is this the observed value of Price’s index a Changes 1n the average value of Price’s Fig6.14

structural feature? index over time

Ageing and obsolescence

What 18 the pattern of citation maturation Distribution of citations to articles over Fig.6.15

and decline? tume

What 18 the half-life of a typical crtation? Regression model fitted to above Fgé6.15

Bradford scattering

Is the bibliography ewdently incomplete? Ewidence of a Groos droop Fgé.16

1n the Bradford bibhograph

Does the Bradford bibliograph conform Dewiation of the Bradford Fig6.16

to the classical J-shaped curve or does & bibliograph from hneanty

show the concaunty sometunes encountered in

the social scrences?

How scattered s the bibliography? Bradford multipher, ba Tab.6.3
Tab.6.4

How strongly clustered 1s the bibliography?  Clustenng index Fig6.17

Average recurning productivity

How evenly spread are the articles across Egghe's C prime index Fg6.17

Bradford sones?

Are the core journals lbrary and Cross-tabulation of journal titles by Tab.6.5

information science titles? Bradford zone and journal category

How homogenous s the information policy Comparison of article/journal denaity Tab.6.13

bibliography? with other studies

Patterns of authorship

Who are the most productive authors Top ranking personal authors Tab.6.6

represented in the bibliography? by article production

How productive are information policy Calculation of exponent n by fitting Tab.6.7

authorst a hnear regression model to the Fig.6.18

Lotkan distrnbution
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Table 6.1: Research questions continued

Is author productivity typical of the Companison of exponent n with Tab.6.8
social sciences? other published studies

How extensively do wnformation policy Distnibution of artacles by Tab.6.9
authors collaborate? number of joint authors

Is the inardence of author collaboration Mean articles per author over time Tab.6.10
increasng or decreasing?

Where are information policy corporate Distribution of corporate authors, Fig.6.19
authors located? globally and by EU countries Fig.6.20
Are most wnformation policy corporate Distnbution of corporate authors by Fig6.21
authors based in the unsversity sector? sector

Which are the most highly productive Ranked listing of highly productive Tab.6.11
corporate information policy authors? corporate authors

How concentrated or dispersed is the Tabulated Herfindahl indices by sector Tab.6.12
wnstitutional basis of information policy and over time

research?

What 18 the pattern of research collaboration Incadence of collaboration within same Fig.6.22

at institutional level? mstitution, within same sector, across

different sectors

6.3 Distributions of articles

This Chapter presents some of the key bibliometric characteristics of the
document test collection, followang the general approach developed by Donchoe
(1973). Wherever possible, the reported bibhometric findings are related to other
publhished studies, drawn mostly from the library and information science
hterature. This 18 1ntended to locate the results within a more meaningful
context, although the reader is cautioned from drawing direct comparisons
between this and other bibliometric studies. In a critical review of bibliometric
and other science indicators, King (1987) notes that there are no commonly-
agreed standards or methodological guidelines for conducting bibliometric
studies and so there are few, if any, reliable field-independent indicators.

6.3.1 Summary characteristics of the test collection
The purpose of this Chapter is to provide a general picture of the information

policy serials literature which may also be of more general interest to

researchers and information specialists. More specifically, the research
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objectives address the questions posed in Table 6.1 by examining how various
elements of the Social Science Citation Index record structure are distributed
across the test collection. For convenience, the document test collection is

referred to throughout as the main corpus and denoted by M.

Figure 6.1: Main corpus: summary bibliometric indicators

Primary indicators:

Time period 1972 to mid-1996
Number of articles, A 771
Number of serial titles, J 181
Number of authors, a 632
Number of corporate authors, ¢ 231
Number of works cited in A 16,229
Number of citations to M corpus articles

wn Social SciSearch database 1,191
Derived indicators:

Articles per journal title (A/J) 4.26
Articles per author (A/a) 1.22
Articles per corporate author (Ac/c) 277
Authors per article (a/A) 1.03

The distribution of articles by language

As expected, English is by far the most frequent language represented in the
bibliography (see Figure 6.2 overleaf), accounting for 97 per cent of all articles.
The other languages represented are German, French and Russian®.

27 In a 1983 study of five abstracting & indexing services covering aspects of the library
and information science hterature (Library & Information Science Abstracts, Information
Science Abstracts, Computer & Control Abstracts, Referativnyi Zhurnal Informatika, and
Bulletin Signaletique), Bottle & Efthimiadis (1984) found that the overall proportion of
Enghsh language materials was 71.1 per cent. The article claims that similar patterns of
distnnbution of the Enghsh language obtain in the social and natural sciences.
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Figure 6.2: Distribution of articles by language

97%

OEnglish

l Other languages

3%

This finding raises a fundamental methodological concern—the extent to which
the distributions observed in the test collection are generalisable to the
information policy serials literature as a whole. There i8 much discussion in the
bibliometrics literature concerning the incompleteness of ISI database files and
the issues that this raises?® (see, for example, Osareh, 1996b:221). The
limitations imposed by ISI editorial policy (and the possibility that this policy
may have changed over time) are difficult to avoid: Kérki cautions that when ISI
citation indexes are used as a source, the resulting coverage “can be nothing but
biased in favour of Anglo-American research” (Kirki, 1996:329). Where possible,
and especially in Chapter 9 which reports on a content analysis of the test
collection, the findings are expressed in terms of relative rather than absolute
change. Similar considerations apply to the geographical and disciplinary
distributions of articles illustrated in Figures 6.3 and 6.5. King further points
out that publication practices vary across fields and between journals, and that
the ‘pressure to publish’ is influenced by institutional factors such as the
emphasis placed on publication counts to secure tenure, promotion, or research

grants (King, 1987). While acknowledging that publication counts are not in any

1 In a systematic search for articles containing the phrase “Information Society’ in four
abstracing & indexing services (Information Science Abstracts, Social SciSearch,
INSPEC and Arts & Humanities Search) Duff (1995) found that Social SciSearch
contributed 58 per cent of all the references recovered. INSPEC yielded a slightly higher
proportion of unique references than Social SciSearch, from which Dunn concludes that
“it would appear that the social implications of developments in computing and
telecommunications technologies are now being contemplated, not only by information
professionals and social scientists, but also by researchers in the so-called hard sciences”.
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way an accurate reflection of quality, they may still provide a crude measure of

research output.

The distribution of articles by geographical provenance

The geographical provenance of articles in M (as determined by the corporate
address of the first author) shows that US contributions figure strongly in the
test collection. This is unsurprising, and not only because of the purported
Anglo-American bias of ISI editorial decisions: the USA has a sophisticated and
highly developed set of public information policies and possibly the most highly
institutionalised environment for information policy research (see Table 6.11,
p.120). The Canadian contribution (4.3 per cent) further illustrates the extent to
which North American writers are highly represented in the bibliography.

Figure 6.3: Distribution of articles by geographical provenance

12%

The European Union category is largely accounted for by articles from British
(10.9 per cent), German (3.0 per cent) and European Commission (1.8 per cent)
authors. The remaining category 1ncludes articles from Australasia, South East
Asia, Japan, the Middle East, India, Latin America, and those countries of

Europe currently outside of the Union.

The attention devoted to information policy by North American scholars is
further reinforced by Figure 6.4 overleaf which shows that cumulative article

production has been consistently growing at a faster rate than in Europe or

elsewhere since 1972.
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Figure 6.4: Cumulative growth of articles by author region
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Where information policy authors publish: the distribution by journal category

Figure 6.5: Distribution of articles by journal category
Buinses & Management [ ] 15
Socaal Scaences [ ] 24
Communications Studses [_| 26
Political Scence [ | 31
Public Administraton [ 82

 —

Library & Informa

The disciplinary profile of the test collection is represented in Figure 6.5 as a
distribution of articles by ISI journal category. The ISI journal category is
assigned at the level of the journal title and so it does not provide any indication
of the subject nature of individual articles. Figure 6.5 should therefore be
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interpreted as showing the kinds of serials in which information policy articles
are published, and no construction about topics or author affiliations should be

inferred.

The main destination for information policy articles is the library & information
science category, with further representation across a broad canvas of legal,
political and social science titles. This empirical evidence offers some limited
support for the often-rehearsed view that information policy is multidisciplinary

in scope and character.
6.3.2 Patterns of growth in the test collection
The distribution of article production over time shows that there has been a

sustained and growing interest in information policy topics over the period 1972
to 1995:

Figure 6.6: Article production in two-year increments
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The information policy serials literature appears to be doubling in volume
approximately every six years (Figure 6.7 overleaf). Growth patterns of this

nature are often observed in bibliometric studies.
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Figure 6.7: Cumulative article production
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Figure 6.8: Relative article production
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Given the question mark noted earlier over the possible instability of ISI
editorial policy over time, cumulative article production is represented in Figure
6.8 as a proportion of all Social SciSearch records. The data are expressed as
bibliography entries per 100,000 Social SciSearch records, and presented as a
three-year moving average. The trendline®® suggests that the volume of
information policy articles is expanding in both absolute and relative terms. In
other words, information policy is capturing greater ‘'market share’ within the
total population of records indexed by Social SciSearch.

6.3.3 Knowledge accumulation

These observations on the growth of the information policy serials literature are
interesting, but they tell us nothing about the processes underlying that growth.
This section considers two aspects of knowledge accumulation in the information
policy senals hterature: the ‘scholarliness’ of the contributions laid down, and
the age distnbution of the supporting (cited) literature.

The “scholarliness’ of the test collection

The test collection 18 broadly-based, encompassing research-based and opinion
articles and articles by academics and practitioners. Windsor & Windsor (1973)
argue that the ratio of source papers without references to those with references
offers a measure of the maturity and ‘scholarliness’ of a given literature. In the
case of the information science literature, Windsor & Windsor found this ratio to
be 30:70%,

The information policy test collection performs “very well’ by this standard, with
a ratio of 13:87 across the test collection (Figure 6.9 overleaf), although this
possibly says as much about ISI editorial standards as offering any fundamental
insi1ghts into the structure of the information policy literature.

® Linear regression model (R? = 0.927). y =3.484x +8.874
8 Kajberg (1996) examined four Danish library journals over the period 1957-86 and
returned a value for the *Windsor ratio’ of 20:80.
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Figure 6.9: The "Windsor ratio’

B Articles without reference lists

D Articles with reference lists

Figure 6.10: Changes in the "Windsor ratio’ over time
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The data in Figure 6.10 suggest that the articles in the test collection are
showing an increasing propensity to include citations. Kajberg observed a
similar phenomenon over a 29-year period in relation to four Danish library
journals, but conceded that “obvious explanations for these movements do not
present themselves” (Kajberg, 1996:77). One factor which may be relevant in the
case of the information policy literature is a shift in the balance of opinion and

research-based articles (Figure 6.11 on the next page).
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Figure 6.11: Comparative growth rates: research vs opinion articles
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The age distribution of the supporting literature

The Windsor ratio reports on just one aspect of how authors interact with
existing knowledge: through explicit citation. It tells us nothing about the
nature of their use of the accumulating body of recorded literature. Information
scientists have long been interested in the differences in the way that knowledge
accumulates 1n vanous subject areas. One important aspect of knowledge
accumulation 18 the extent to which older materials are knitted into the fabric of
more recent publications through citation. As long ago as 1953, Stevens claimed
that scaence and technology:

‘exhibit a high concentration of papers in a select nucleus of special
Journals, and also in a brief span of time covering a few current years. In
contrast, the literatures of the social sciences and humanities exhibit a
great dispersion of publications in different forms, on different subjects,
and over a comparatively long span of time” (Stevens, 1953:12).

Pnice also noted that science distinguishes itself from other fields of study in the
way that scientists refer to their literature. If references to the existing
lhterature were distributed evenly across the entire archive of material which
was available to be cited, he reasoned that the age distribution of citations in
any one year should reflect the age and size of the archive. Instead, he found
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that more recent papers in science were much more likely to be cited than his
simple probability model suggested.

In a 1970 article, he introduced a new bibliometric indicator, Price’s index (PI).
This is given by:

PI =(ni1/ns)*100

where n; is the number of cited references with a relative age of less than

s1x years?” and nzis the total number of cited references.

Pnice found that the value of the index varied according to the discipline or field
of study under investigation:

“Perhaps the most important finding I have to offer is that the hierarchy of
Price’s index seems to correspond with what we intuit as hard science, soft
science, and nonscience as we descend the scale. Biochemistry and physics
are at the top, with indexes of 60 to 70 percent, the social sciences cluster
around 42 percent, and the humanities fall in the range 10 to 30 percent®
(Price, 1970:4)

Price dubbed this phenomenon ‘The Immediacy Effect’ and further proposed the
existence of two main types of literature: the “ephemeral’ and the “classical’.

The value of Price’s index may be determined in two ways. Price himself used a
global measure while Moed (1989) proposed an improvement by calculating the
average index value across a population of articles. Figure 6.12 shows the
frequency distnbution of Price’s index across the information policy test
collection. The distribution approximates to a normal distribution overlapping

with two sub-populations: one with an index of 0 per cent and another with an

21 Egghe & Rousseau (1995) observe an ambiguity in relation to how Price’s index is
calculated 1n the published hterature. Some authors, notably Price, state that they use
‘the first five years’. In this terminology it is unclear whether the year of publication, d,
18 year zero or year one. Moreover, it is unclear whether or not this year is included. In
this thesis, Price’s index is calculated conservatively on the basis that d = 1.

96



Chapter 6: Simple bibliometric analysis

index of 100 per cent. Moed excluded these two sub-populations in calculating

his ‘corrected’ value for the index,

Figure 6.12: Frequency distribution of Price’s index

Prce o Index

The values for Price’s index for the information policy test collection are thus:

Price’s global measure 60 per cent

Moed's “corrected’ average 57 per cent

Whichever way the index is calculated, the value is surprisingly high, as the
comparative data in Figure 6.13 below testify:

Figure 6.13: Comparison of Price’s index with other studies

B Social Studies of Science(b)
B Science Studies(a)
B Scientometrics(b)
B Journal of ASIS(b)
60 0O Information policy articles

(a) Spregel-Rosing (1977)
(b) Wouters & Leydesdorff (1994)
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The data presented in Figure 6.13 compare Price’s index for the information
policy test collection with available published figures for four social science
journals. The value for Price’s index is much higher than one might have
anticipated; indeed it suggests that the citation practices of information policy
authors more closely resemble those of workers in the natural rather than the

social sciences.

One possible explanation for this apparent anomaly is that information policy is
a relatively small field (smaller than scientometrics?) with a consequently small
archive to draw upon. However, Price’s index shows a high degree of stability
over time, as Figure 6.14 illustrates, and appears to be a structural feature of
the hiterature:

Figure 6.14: Stability of Price’'s index over time
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What conclusions can be drawn from these results? Information policy is
evidently not a hard science, although its authors do seem to share with, say,
biochemists, a tendency to emphasise more recent works in their reference lists.
In developing an explanation of his empirical data, Price reached for the major
concept available at the time (1970) to describe differences between disciplines:
the hierarchy of the sciences introduced nearly two centuries earlier by Comte.
This hierarchy emphasises cognitive structure and it perhaps sits uneasily with
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the essentially sociological patterns of behaviour which Price was observing.
Particularly incongruent here is Price’s assertion that that it is the concerted
attention of scientists that produces the immediacy effect;

% if you want to make the field firm and tight and hard and crystalline
you have to play with your peers and keep on the ball by citing their recent
work” (Price, 1970:15).

In other words, a relatively high degree of consensus, more usually the case than
not 1n the hard sciences, might be expected to be a good predictor of “high’ PI
values. The tacit assumption of Price’s work and those that have followed is that
such high levels of consensus do not obtain in the social sciences or arts and
humanities. In a major review article, however, Cole (1983) rejects this notion
and argues that in some cases, social sciences do exhibit high levels of consensus.
Cole further suggests that the fundamental differences between disciplines lie
not in catation habits but in the structure of their knowledge systems,
particularly 1n relation to how empirical knowledge is codified into “succinct and
interdependent theoretical statements” (Cole, 1983:112).

Intngwuingly, Cozzens (1985) points out that several cocitation studies of the
development of disciplines have found a relationship between immediacy and
penods of intellectual focus?s:

“At times of intellectual excitement, whether in response to a recent
breakthrough which has opened up a new set of interesting questions or
because researchers are trying to resolve a theoretical issue, members of
the speciality concentrate their references more heavily on a few papers,
and the literature they cite tends to be more recent than it is at other times™
(Cozzens, 1985:436).

8 For example, Small (1977) found that immediacy rose during a ‘mini-revolution’ in
collagen research. Sulhvan, White & Barboni (1977) demonstrated a similar phenomenon
during a penod of rapid theory change in the physics of weak interactions. Dean (1980)
found that psychologists generally cited papers about seven years old: however, this
dropped sharply during the period when additivity theory was displacing inhibitory
theory as the dominant explanation for the probability of a conditioned response. Price’s
index declined to its normal rate only after the after the controversy had been resolved.
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In a 1979 study, Small & Crane compared the literature of high energy physics
with that of three social science disciplines: psychology, economics and sociology.
The authors’ argument was that if the processes of knowledge growth in the
social sciences are similar to those in the natural sciences, then it should be
possible in both cases to find clusters of cocited documents representing groups
of researchers pursuing closely related problems. Small & Crane showed that
the lhiteratures showed differing propensities to cluster, with the highest
propensity exhibited by the most ‘immediate’ literatures (high energy physics
and psychology).

The results of these studies suggest that a causal explanation for Price’s
immediacy effect is likely to be sociological in its origin. The large PI values
associated with the information policy literature may be indicative of a higher
degree of consensus and intellectual focus than anticipated, rather than pointing
to a cogmtive structure which is similar to the higher levels of the Comte’s
hierarchy of the sciences. Some of these themes are pursued further in the
author cocitation analysis in Chapter 8.

6.3.4 Ageing and obsolescence of information policy articles

The matenal 1n the previous section related to the use made of the supporting
hterature by authors represented in the information policy test collection. In
this section, the attention shifts to how articles in the bibliography have been
ated by others. The main objective is to examine the ageing of the information
policy serials hiterature by seeing how citations are distributed in time. While
citations alone cannot to depict the totality of the reception and ageing processes
(data on document use would be needed to explore this fully), the distribution at
least indicates how information policy articles are received by one group at one
pownt 1n time: other authors preparing their own work for publication. The data
1n Figure 6.15 overleaf were compiled by searching for the citations to date (299)
to the 127 bibliography entries published over the period 1981-85.
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Figure 6.15: Distribution of cited information policy articles over time
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One charactenstic of a rapadly ageing as opposed to a more classical literature is
a skewed distnbution and a relatively small median value. The pattern
displayed 1n Figure 6.15 suggests that information policy articles enjoy a period
of rapid citation over the first three years (reception), followed by a relatively
slow decline (obsolescence) over the following eight or nine years®. The citation
half-hfe for the test collection articles is three years; unsurprising in the light of
the high Pnice’s index for the literature, but certainly more typical of the
patterns usually observed in the natural sciences. Bottle & Gong, for example,
returned an identical estimate (three years) for the citation half-life of the
biochemistry hterature (Bottle & Gong, 1987).

® In the typology of Glanzel & Schopflin (1995), this is characteristic of a “Type IIT
ageing process, and may be indicative of a bibliography which is heterogeneous in respect
of 1ts reception and obsolesence characteristics.
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6.3.5 Bradford studies

Attempts to identify "core zones’ in bibliographies of serials articles can be traced
to the work of Bradford (1934). In this section, the main corpus is partitioned
1nto zones 1n order to identify the most highly productive serial titles.

Concepts of core and scatter

The Bradford concepts of ‘core’ and “scatter’ are important for this thesis because
they are to some extent indicative of the underlying social and intellectual
structure of the field of study. Chubin observes that:

“If there was no “scatter’, scientists would be divided into small groups
sharing the same interests, speaking only to each other, and reading and
ciing only each other’s work ... Both [core and scatter] are necessary, the
former to permit scientific knowledge to cumulate and grow, the latter to
prevent it from becoming a ... sect-like phenomenon”™ (Chubin, 1976:472).

In less hughly structured or specialised disciplines there is a general expectation
that people will read widely outside of their own current areas of concern. In
arts and humamties subjects, for example, potentially relevant ideas may be
gleaned from a very wide variety of sources. The breadth of influences to which
a researcher 18 receptive is of course a function both of personal inclination and
of disaphnary conventions. Nadel suggests that catholicity of interests is also a
function of the matunty of a specialism. He noted that in its early stages,
research on superconductivity was characterised by a dispersion of articles in a
vanety of journals but that it later became ‘institutionalised’ by the increasing
concentration of published material in a relatively limited number of specialist
sources (Nadel, 1980). A tentative causal explanation for this effect is that it
becomes more and more difficult for the typical researcher to stay abreast of
developments across an increasingly specialised field because of the
maccessibility of language and logical structures in the adjoining literatures.
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Bradford (1934) was the first to draw attention to statistical regularities in the
distribution of articles across journal titles in (reasonably comprehensive)
subject bibliographies. His method is replicated here with the assistance of The
Bibliometric Toolbox software. Most of the published empirical investigations
into Bradford's Law have come from the natural and medical sciences and only

rarely from the social sciences (see, however, Coleman, 1992).

Table 6.2 illustrates the presence of a relatively small number of highly
productive core titles and a long tail of journal titles which contribute few

articles, 1n many cases only one.

Table 6.2: Bradford ranking of M corpus journals

Total Cumulative Cumulative

J A articles titles, r articles, R(n)
1 150 150 1 150
1 90 90 2 240
1 60 60 3 300
1 30 30 4 330
1 24 24 5 354
1 20 20 6 374
1 16 16 7 390
1 13 13 8 403
2 12 24 10 427
2 10 20 12 447
1 8 8 13 455
7 6 42 20 497
3 ] 15 23 512
9 4 36 32 548
22 3 66 54 614
30 2 60 84 674
97 1 97 181 771

181 771

The data in Table 6.2 are represented graphically on the next page as a
“bibhograph’ (Figure 6.16). This plots the logarithm of a given journal’s rank, r,
against the cumulative number of articles up to that peint, R(n).
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Figure 6.16;: Bibliograph of M corpus journal productivity
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The solhid trendline is a linear regression model® while the dotted trendline

represents a curvilinear expression3!,

Much attention 1n the bibhiometric hterature has focused on the generalisability
of Bradford’s Law and, in particular, on the goodness of fit with linearity
obtained 1n experimental bibhographs. Departures from linearity have attracted
some attention and attempts at explanation (see, for example, Drott, 1981). In a
1993 paper, Coleman suggested that there is a relationship between linearity
and the homogeneity and completeness of a bibliography. It will be noted that
the curve obtained here is definitely S-shaped as opposed to the more usual
‘classical’ J-shaped distribution of many published bibliographs.

One might expect a priori that “information policy’ might best regarded as a
heterogeneous rather than a homogenous construct. Berelson (1960) draws a
useful distinction between data-specialties and word-specialties. Data specialties
(experimental psychology, for instance) are those which are characterised by
distinctave, public procedures, standard methodologies and special apparatus.
Word specialties (such as information policy) are, in contrast, less tightly defined

% Linear regression model (R*=0.937). R(n)=29.79log r + 172.23
31 Third order polynomial model (R? =0.997). R(n)=0.381(log r)®- 9.673(log r)* +

77.412
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in terms of topic, procedure, institutional structures, purpose or even in terms of

a consensus around the paradigms employed.

Coleman argues that the bibliometric characteristics of word specialties differ
from data specialties, since the latter enjoy:

‘a level of standardisation that reduces ambiguity in the task of making
distinctions between publications that are proper to that speciality and
those that belong to neighbouring specialties ... A word-based speciality
does not enjoy the same capability because, although it may have a
somewhat distinctive vocabulary, concepts are more easily borrowed by
and from neighbouring word-based specialties than are apparatus and
procedures. Such movement of concepts contributes to a blurring of
boundaries between word-based specialties and makes it necessary for
both the bibliographer and the journal editor to distinguish properly
among the publications of cognate specialties. As a result ... the journal
editor finds the topical hierarchy of the journal fuzzy and hard to obey.
Thus, the bibliography of a word-specialty ought to show less
concentration than that of a data-specialty” (Coleman, 1993:88).

Information policy certainly appears to sit well with Berelson’s conception of a
word-specialty; the term is an umbrella designation embracing a variety of topics
and approaches (the elucidation of which is a central aim of this thesis).
Coleman’s remarks above also point to the difficulties of obtaining a complete
bibliography for a word-based specialty. As noted in Chapter 5, attempts to
maximise the recall obtained in the experimental bibliography were made
pragmatically: no formal indication of recall has been attempted. The
Bibliometric Toolbox offers a tool for estimating the size of the total literature,
based on the work of Egghe (1989). This procedure requires the determination of
the point on the bibliograph where the Groos droop (the point where the
relationship between journals and articles begins to diminish). Unfortunately, a
Groos droop is not evident in the bibliograph (Figure 6.16) and so no attempt has
been made to estimate the theoretical size of the information policy literature.
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Partitioning the test collection

Having generated a Bradford ranking, the next stage of the analysis was to
effect a partition of the journals into zones of productivity (information which is
carried forward into the cluster analysis reported in the next Chapter). This is
well understood to be an imprecise procedure and so four approaches were made

1n an attempt to find the optimal partitioning of the data:

1. The first approach was to inspect the Bradford ranking visually and to
divide the journals into zones of roughly equal productivity, such that
they contained the smallest equal number of articles necessary to effect a
Bradford partition.

2. Goffman & Warren (1969) developed a method for determining the size of
a mimmum Bradford cohort. This is just larger than half the number of
singleton journals (i.e. the journals that produce just one article each). In
this case, there are 97 singletons, so the Goffman/Warren minimum
Bradford zone 1s (97/2) + 1 or 49.

8. Egghe (1989) introduced a calculation for the maximum number of
Bradford zones p in a partition:

p=21n (1.781Yp)

where Y, is the number of articles for the most productive journal.

In this case p = 2 in (267.15) = 11.18, which approximates to 11.

4. Finally, Brooks (1990) developed the Minimum Perfect Bradford Partition
(MPBP) method and implemented this in the design of The Bibliometric
Toolbox. This method uses the power of the computer to exhaustively
examine the Bradford ranking for cohorts of articles that satisfy the twin
hallmarks of a Bradford partition: an equal number of articles per zone,

and an increasing number of journals.
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The partitioning which resulted from using the first three manual operations

above is shown in Table 6.3:

Table 6.3: Manual partitioning of journals in M

Bradford zone Bradford
J A multiplier
1 1~ 150
2 2 150 2.00
3 9 147 4.50
4 42 167 4.67
5 127 157 3.02
All zones 181 771 3.55

The ratio between the number of periodicals in the nucleus and the number in
each succeeding zone was then estimated; this is the Bradford multiplier b, for
journals in the main corpus.

These results may be compared with the results of partitioning the data by
Brooks’ MPBP method using The Bibliometric Toolbox in Table 6.4. This method
yielded si1x possible cohort s1zes that would effect a reasonable Bradford partition

of the data. These were (wath remainders in parentheses):

374 (23) 354 (63) 330 (111) 329 (111) 240 (51) 150 (21)

Table 6.4: Computer-assisted partitioning of journals in M

Bradford zone Bradford
J A multiplier
1 | 150
2 2 150 2.00
3 10 150 5.00
4 38 150 3.80
5 114 150 3.00
remainders 16 16
All zones 181 771 3.45

This analysis confirmed 150 as the optimal cohort size. The practical utility of
Brooks’ MPBP method is very limited, however, since the software allocates
journals of equal productivity into different zones.
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Finally, The Bibliometric Toolbox computes a number of useful indicators
(Figure 6.15) which can be used to assess various characteristics of the
partitioning and of the literature in general®z,

Figure 6.17: Key statistics associated with Brooks’ MPBP partition

Cohort size 150

Goffman/Warren minimum cohort 49

Clustering index 13.76

Average recurring productivity (ARP) 8.02

Egghe’s C prime index 0.003

Goffman/Warren mean multiplier 3.45
The Bradford core journals

The mummal nucleus for the test collection consists of a single journal,
Government Information Quarterly.

82 Clustering index. The clustering index (CI) expresses how intensely a given
hiterature 18 clustered. It 1s a constant, and 1s the result of dividing the total production of
the recurnng (Le. non-mingleton) journals by the Goffman/Warren minimum cohort.
Brooks (1990) has observed that strongly clustered hteratures yield CI values greater
than umty, while weakly clustered hteratures have CI values of less than unity. The
value obtained here, 13.76, suggests that the experimental bibliography is strongly
clustered.

Average recurring productivity. The average recurring productivity (ARP) expresses
the average production of the recurring journals of a bibliography. It is found by dividing
the total number of articles in recurning journal titles by the number of recurring journal
titles. The ARP complements the clustering index since it is possible for literatures to
return sumilar CI values but to cluster in different patterns: one literature may be
compoeed of a few very productive journals while another is composed of many journals
recurnng only two or three times. In this example, the ARP of the first literature would
be much greater than the second. Taken together the clustering index and the average
recurnng productivity express the degree of intensity of the clustering of the literature
along two dimensions: total contnbution of the recurring journals to the singletons and
the average production of the recurnng journals.

Egghe's C prime index. This index expresses the extent to which a literature is evenly
partitioned over the zones created. Its value hes in the range 0.0 to 1.0 and if every zone
has an equal number of articles, then C prime is zero.

Goffman/Warren mean multiplier. This indicator provides an estimate of the
Bradford multipher b;; This deacribes the relationship between the number of journal
titles producing the nucleus and the number in each succeeding zone. This constant
vanes between literatures and depends on the number of zones into which a literature is
partitioned. As the number of zones increases so the Goffman/Warren mean multiplier
decreases, although it always remains greater than unity.
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The two journals in Bradford zone 2 are (in decreasing order of productivity):

Journal of Government Information
(incorporating Government Publications Review)

Telecommunications Policy

The journals in Bradford zone 3 are (in decreasing order of productivity):

Aslib Proceedings

Proceedings of the Annual Meeting of ASIS

Journal of Information Science

Public Administration Review

International Forum on Information and Documentation
Duke Law Journal

Information Age

Administrative Law Review

Journal of the American Society for Information Science

The twelve most productive journals in the bibliography thus comprise only 6.6
per cent of all tatles but yreld 58.0 per cent of all articles. Eight of the twelve
most productive journals occupy a central position in the library and information
saence lhterature. The other four (Telecommunications Policy, Public
Administration Review, Duke Law Journal and Administrative Law Review)
could hardly be categorised in this way although the potential relevance of these
taitles to the field of information policy is evident.

Table 6.5 on the next page shows a breakdown of the test collection journals by
Bradford zone and IS] journal category.
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Table 6.5: M corpus journals by Bradford zone and ISI journal category

ISI journal category zone zome 2zome zome  zomne
1 2 8 4 5

Information & Lbrary science 1 1 6 24 19
Communications studies 1 3 5
Law 2 7 41
Public admimstration 1 3 4
Politics / international relations 1 17
Other 4 41
All categories 1 2 9 42 127

This analysis suggests that the core information policy journals are mainly
library and information science titles and that other journal categories
contribute disproportionately to the outer Bradford zones. This is an interesting
finding in relation to the debate about whether information science is indeed the
most natural home discipline for information policy studies (see, for example,
Burger, 1993).

6.4 Patterns of authorship

6.4.1 Author productivity

The records in Social Science Citation Index are indexed by first-named author
only. The discussion which follows is based entirely on patterns observable in
the distribution of these authors; while this means that the results are distorted,
the decision to proceed on this basis was based on practical considerations. For
instance, it facihtates comparison with the many existing bibliometric studies
which share the same limitation. It should also be noted that the incidence of
collaborative authorship in the test collection is very low compared to other
hiteratures, and a visual inspection of a listing of second and subsequent named
authors suggested that the vast majority of these individuals would only be
represented by a single article.

A listing of the top ranking authors represented in the bibliography is shown in

Table 6.6. The ranking is dominated by American authors: only one of the top
ten most productive authors is based outside the USA: Robin Mansell (of the
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Science Policy Research Unit, University of Sussex). Notable also is the

relatively recent entry of several of the authors.

Table 6.6: Top ranking personal authors by article production

First Cum. %
Rank Name of author article all

articles
1 Harold C. Relyea 1977 2.33
2 Peter Hernon 1986 3.89
8 Tumothy J. Sprehe 1984 5.19
4 Charles R. McClure 1987 6.10
5 Sandra Braman 1989 6.74
6= Joan C. Durrance 1982 7.26
6= J.C.Gnffith 1989 7.78
6= Robin Mansell 1985 8.30
6= HB.Shill 1989 8.82

The purpose of this ranking exercise was to generate indicators for inclusion in
the content analysis phase: essentially so that questions of the form, “Are there
dufferences between highly productive and less highly productive authors?” could
be asked.

The distribution of author productivity is shown in Table 6.7 overleaf. The most
notable feature 18 the stnking proportion of authors who are represented by a
single article (72 per cent). The final column, rank, is included to facilitate the
graphical representation of the data as a Zipfian rank-frequency distribution in
Figure 6.18.

One of the features of The Bibliometric Toolbox is that it enables an analysis of
author productivity to be accomplished very easily. In 1926, Lotka proposed a
distnbution that modelled the frequency distribution of scientific productivity
(Lotka's Law’). Lotka’s law takes the form y: = ¢/x*, where y: is the number of
authors credited wath x (1,2,3 ...) papers in a given literature, ¢ is the number of
authors wnting one paper and n is a rate. It is possible from Figure 6.18 to
estimate a value for the exponent, n (in this case, n = 2.34).
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Table 6.7: Distribution of author productivity

Frequency,/  Cobhort size Articles Rank, r
18 1 18 1.0
12 1 12 2.0
10 1 10 3.0
7 1 7 4.0
5 1 5 5.0
4 4 16 7.5
3 13 39 16.0
2 54 108 49.5
1 556 556 354.5
632 771

Figure 6.18: Author productivity: Zipfian rank-frequency chart®
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Lotka's Law is sometimes called the ‘inverse square law of scientific
productivity’, based on the assumption that n = 2. Lotka’s Law predicts that the
number of authors making two contributions is about one-quarter of those
making one; the number making three contributions is about a ninth, and so on.

The empirical straight line relationship found suggests that the fit with Lotka’s
Law is good. The exponent n provides an indicator of the concentration of

3 Linear regression model (R?=0.95). y =-0.495x + 1.158
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author contributions to the bibliography: lower values of n are associated with
concentrations of authors who have multiple papers. Average productivity is
thus greater since more papers are distributed over relatively fewer authors.

Nicholls (1988) conducted a series of experiments on 100 datasets in an
empirical investigation of Lotka’s Law. He found that the values of n increased
significantly when second and subsequent authors were included. The

comparative data in Table 6.8 are drawn from the work of Nicholls and relate to
his findings for first-named authors.

Table 6.8: Comparison of Lotka studies

Literature Meann Source
Natural sciences 2.20 Nicholls (1988)
Information policy 2.34 Rowlands
Social sciences 2.49 Nicholls (1988)
Humanities 255 Nicholls (1988)
(adapted from Nicholls, 1988).

This analysis suggests that information policy sits somewhere between the
natural and social sciences 1n terms of author productivity.

6.4.2 Collaboration with other authors

Patterns of collaborative authorship can offer further insights into the cognitive,
social and institutional organisation of a discipline. In some fields, publications
are likely to bear the names of two or more authors; in others, sole authorship is
the norm. On the face of it, an individual academic’s reputation is likely to be
most decsively established if the person concerned takes full, unambiguous
responsibility for his or her own work. There are however some very good
reasons for co-authoring publications. In some areas of "Big Science’, the scale
and complexity of the experiments and the limited availability of apparatus is
such that team-working is the only realistic strategy. Similarly, certain highly
multidisciplinary problems in the social sciences may necessitate a division of
labour. A study of collaborative patterns of working in four areas of the social
sciences (sociology, psychology, economics, political science) by Fox & Faver
concluded that division of labour is the most common strategy for:
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*routine research activities, those under time pressure, and those
demanding complementary competencies ... [but] more complex tasks may
benefit from some combination of sharing and separating the parts” (Fox
& Faver, 1982:336).

Of course, a precondition for working collaboratively is that the people concerned
can broadly agree how to tackle the problem at hand:

‘In taxonomy it’s virtually impossible to work with other people - like
Jjudges, taxonomists can give opinions but they don give joint opinions”
(anonymous informant quoted in Becher, 1989:98).

Similar considerations may well apply to questions of information policy, which
by their very nature are often of a highly political and sensitive nature.

Experimental findings

The 1nadence of multiple authorship in the test collection is indeed low, as the
distnbution in Table 6.9 shows. The low incidence of multiple authorship in the
information policy bibliography (15.6 per cent) is broadly similar to patterns that
have been observed in the general library and information science literatures4ss,

% In a study of the library and information science literature, Bottle & Efthimiadis (1984)
noted a range of authorship patterns from relevant abstracting and indexing services for
1983. Their estimates of multiple authorship range from 19.1 per cent (Computer &
Control Abstracts) to 36.6 per cent (Information Science Abstracts) to with an overall
mean of 30.8 per cent. The work of Bottle & Efthimiadis was not restricted to the journal
hiterature, nor is it comparable in terms of its time frame with the results reported here.
3 Raptis (1992), in a study of 39 British and American library science journals (1950-75),
found that 13.6 per cent of articles were multiple-authored.
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Table 6.9: Distribution of multiple authorship

Distribution of Number

co-authors of
articles,

A

0 630

1 106

2 25

3 or more 10
Total articles 771

In recent decades the incidence of multiple authorship has increased
significantly across virtually all disciplines which have been investigated.
According to figures released by the Institute for Scientific Information (cited in
Cronin, Davenport & Martinson, 1997), the average number of authors per
article in Science Citation Index has increased from 1.84 (1966) to 3.67 (1995).
The equavalent figures for the Social Science Citation Index are 1.15 and 1.74.

Information policy seems to be an exception to this trend: the mean number of
authors per paper has not changed significantly over the period 1972-96 (Table
6.10):

Table 6.10: Author collaboration over time

Period n Mean authors
~_per article

1972-76 41 1.10

1977-81 100 124

1982-86 163 1.20

1987-91 197 1.28

1992-1996 270 129
1972-1996 771  1.22

p>04

The overall mean 18 quite low compared to the SSCI population as a whole and
this may possibly be indicative of the weak institutionalisation of the field of
information policy (see Section 6.4.3). It may also be a reflection of the often
speculative and philosophical nature of the subject content.
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6.4.3 Patterns of corporate authorship

One way of looking at disciplines or fields of study is to look not at the activities
of individual authors but at the institutional arrangements which support and
encourage their research. There may be doubts, for example, whether statistics
is now sufficiently separate from its parent discipline, mathematics, to constitute
a discipline in its own right? The answer will depend, in part, on the extent to
which 1mstitutions recognise the hiving off in terms of their organisational
structures and, in part, on the degree to which a free-standing international
community has emerged with its own professional associations and specialist
journals. The degree of institutionalisation of a field of studies is thus an
important indicator of its maturity and status. Intense debates often surround
the establishment of new forms of institutionalised knowledge production (such
as queer studies, peace studies or parapsychology), whose intellectual validity
may well find 1tself under attack from established academic opinion.

The degree to which knowledge production is concentrated in an institutional
sense 18 also an 1ssue which attracts policy attention. The concept of research
selectivity, for example, seeks to shape academic activity in order to maximise
admimstrative efficiency, economies of scale and optimise the division of labour
(Hicks & Katz, 1997). This is achieved through systematic policies which
encourage the concentration of research activities into a smaller number of more
speciahsed umts. As discussed in Chapter 2, there are other forces which tend
to disperse rather than concentrate research efforts: possibly the two most
important factors here are the diaspora created by the vastly-increased post-war
production of PhDs and the emergence of new fora, outside traditional university
settings, where “academic’ research activities take place.

A comprehensive explanation of how fields of study become recognised and
institutionalised lies well beyond the scope of this thesis and would require the
development of a systematic framework for understanding the mechanisms
which lead to the emergence of autonomous, self-generating research
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structures’, The analysis of corporate authorship presented here has more
modest aims: to develop a broad-brush picture of the degree to which
institutions, rather than individuals, feature in the production of knowledge in
information policy. This is achieved through the analysis of institutional names

derived from the corporate affiliations fields” in SSCI.

Geographical distribution

Figures 6.19 and 6.20 show the geographical distribution of unique corporate
names (rather than individual articles) across the test collection, globally and for

the countries of the European Union, respectively.

Figure 6.19: Geographical location of corporate authors
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B Other
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The data in Figure 6.19 shows a rather different pattern than that observed
earlier for the geographical distribution of articles (see Figure 6.3, page 89),
especially in relation to organisations outside Europe and the USA.

3% The work of Becher & Kogan (1980) offers a good blueprint for how such a study might
be carried out.
37 SSCI provides corporate affiliations for every named author. The analyses which
follow are based on the frequency with which unique corporate names occur; thus,
collaborative papers may contribute two or more corporate names and are ‘double-
counted’ here.
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Figure 6.20: European corporate authors
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The breakdown of corporate addresses by EU Member State accords reasonably
well with the findings of a survey by Stroetmann (1992). Stroetmann surveyed
European organisations engaged in information research in the public, private
and non-profit sectors in 1990. The survey identified 37 organisations (out of a
total response of 86) which claimed special expertise in information policy
research, the majonrity of which were located in the UK and then Germany.
Stroetmann notes that it was evident from the questionnaires and the material
sometimes accompanying them that a significant number of institutions had only
recently been established and sometimes had just started research activities, or
would do so in the near future. This was interpreted as a sign that “across
Europe the information science field (in the broad sense defined above) is at last,
even if slowly, becoming a recognised and established field of applied research
and consultancy [which can] provide a service to those in need of solid research
results and policy support” (Stroetmann, 1992:152). Might these same data also

be taken as signs of incipient concentration?

Concentration and dispersal

A common theme in this thesis is that knowledge production in information
policy is more heterogeneous than is commonly realised and that much research
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takes place outside of the traditional academic setting. This view receives strong
support from the evidence presented in Figure 6.21, which assigns unique
corporate addresses to one of five sectors.

Figure 6.21: Dispersed knowledge production
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Percentage production of articles in SSCI

In terms of the number of identifiable institutions, universities account for less
than half of the total, suggesting that information policy research is indeed
heterogenous and institutionally dispersed; an impression which is strongly
reinforced when one examines the number and range of institutions listed in

Appendix C.

Gibbons and others (1994) argue that socially dispersed knowledge production is
one charactenstic of a knowledge-based society. They also acknowledge that the
forces that shape the relative concentration or dispersal of research activity are
complex and that there are vectors acting in both directions. This raises some
interesting questions. In information policy, are all sectors equally dispersed, or
are some more concentrated than others? Over time, has information policy

research become more, or less, associated with institutions rather than

individuals?

The data in Table 6.11 overleaf show the top ranking information policy
corporate authors (by article production) over the period 1972-1996. With a sole
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exception (Commission of the European Communities) these are all US-based

organisations.

Table 6.11: Top ranking corporate authors

Cum. %
Rank Name of institution all

N articles
1 Library of Congress Congressional Research Service 454
2 Syracuse Umversity School of Information Studies 6.87
§ Commission of the European Communities 8.69
4 Summons College School of Library & Information Studies 10.38
§ University of Ilhnois 11.80
6 US Office of Management & Budget Watch 13.09
7 Rutgers State Umiversity 14.14
8= George Washington University 15.05
8= Suny University Albany 15.96
8= Umversity of Califormia Los Angeles 16.87
8= Umversity of Michigan 17.78
8= Umversity of Strathclyde 18.69
8= US Bureau of Census 19.60
8= US House of Representatives 20.51

Some further bibhometric evidence responding to these questions is presented in
Table 6.12 overleaf. This analysis follows the example of Hicks & Katz (1996,
1997) who examined similar questions in relation to UK science policy.

Since 1t 18 dufficult to directly compare two or more distributions and make
meamngful comparisons, Hicks & Katz recommend the use of a derived
measure, the Herfindahl Index. The Herfindhal Index (named after the late
Orris Herfindahl) is a tool commonly used in economics to describe the equality
or inequality of a distribution (such as per capita income). The general formula
18: H =(S1)? + (S2)? +... + (Sa)?, where S; through S. are the shares (totalling 100
per cent) of entities 1 through n. The index is often used as a measure of the
competitiveness of a market or industry: a market comprising two firms with a
market share of 95 and 5 per cent respectively (i.e. highly concentrated) would
have an index value, H of 0.905. On the other hand, in a more competitive
marketplace, with ten firms sharing the market equally, H falls to 0.138,

88 The US Justice Department uses the Index to determine whether a merger would
illegally restrain competition. In their guidelines, a merger would not be challenged if
the resulting Herfindahl Index was less than 0.1 (Ruffin & Gregory, 1990).
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Table 6.12: Concentration indicators

Institutions Articles Herfindahl Sector size
index equivalents®
By sector
Education 170 373 0.0122 82
Government 63 161 0.0702 14
NGOs 12 36 0.0201 50
Non-profit 51 78 0.0276 36
Induestry 45 52 0.0296 34
By time perwod
Before 1985 86 229 0.0036 278
Since 1985 255 451 0.0014 714
All 841 680 0.0082 122

A number of conclusions can be drawn from these results. The first and most
obvious conclusion is that information policy research is very thinly dispersed in
mstitutional terms. Of the five sectors, government is the most concentrated,
education the most dispersed. Surprisingly, the field seems to have become
more dispersed since 1985.

To put these figures into context, Hicks and Katz (1997) examined a sample of
records from the Science Citation Index representing a broad cross-section of UK
saentific research over the period 1981-1994 (Hicks & Katz, 1997). Their
findings show that the UK scientific system is much less dispersed than
information policy research. The respective index values for scientific research
and information policy research are, for education 0.038 (0.012) and government
0.165 (0.070).

Collaboration between institutions
The overall pattern of collaboration between institutions (Figure 6.22) shows

that collaborative activity tends to takes place within the same institution,

rather than cutting across institutions or sectors. When these data were

8 Sector size equivalent. In a sector of size n, concentration reaches a maximum when
all institutions publish the same number of papers. At this minimum, the Herfindahl
Index would equal Vs where n is the number of institutions. By reversing this logic, each
sector can be seen to be as concentrated as a sector of Yy number of equal sized
mstitutions.
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disaggregated into two time periods, 1975-1984 and 1985-1996, no significant

dafferences were noted.

Figure 6.22: Collaboration between institutions
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6.5 Conclusions

In many ways, the profile of the information policy test collection which emerges
from this study challenges some of the assumptions about the behaviour of social

science literatures which are commonplace in writings on bibliometrics.

The pattern of growth in the test collection is not unusual. It conforms to a
power model and appears to be doubling every six years. This is, however, a
more rapid pattern of growth than that of the Social Science Citation Index as a
whole, with the implication that information policy is commanding greater
attention from authors and editors alike.

In Price’s typology, the test collection would provide a very good example of a
highly immediate or ‘ephemeral’ literature, of the kind commonly observed in
the natural sciences. Citation practices in information policy draw more heavily
on recent material than might be anticipated from Price’s simple probabilistic
model, the relatively small size of the archive notwithstanding. This finding is
given added weight by the rapid ageing of information policy citations (with a
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half-life of only three years), another indicator which might be held to be more
typical of the natural sciences (see Table 6.13 below).

Table 6.13: Comparison of median citation ages in other fields

Field Median citation

age (yrs)
Rowlands’ test collection 3.0
Metallurgical engineering 39
Chemical engineering 48
Genetics 5.0
Information systems 5.0
Physics 5.2
Mechanical engineering 52
Desalination 5.6
Chemustry 8.1
Archaeology 9.5
Botany 10.0
Mathematics 10.5
Geology 118
Music education 125
Music theory 126
Biblical cnticism 21.6

(adapted from Cunmingham & Bocock, 1995).

Intnguingly, there are hints in the literature that high levels of immediacy may
be encountered in disciplinary areas that are undergoing revolutionary,
paradigmatic change (Cozzens, 1985).

As might be expected for a bibliography representing a “word-specialty’, articles
on information policy exhibit a spread across a large number of journal titles. It
would be very tempting to characterise the information policy literature as
showing a high degree of documentary scatter.

Table 6.14: Comparison of article/journal density with other studies

Bibliography Source Density
Lubncation Bradford (1934) 241
Hastory of psychology Coleman (1993) 3.86
Mast cell Goffman & Warren (1969) 4.05
Geophysics Bradford (1934) 4.09
Articles citing Kuhn Coleman (1993) 4.20
Rowlands’ test collection 4.26
Schistosomiasis Goffman & Warren (1969) 5.70
Human eyeblink conditioning ~ Coleman (1993) 6.76
Pavlovian condiioning Coleman (1993) 8.77

(adapted from Coleman, 1993).
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Coleman (1993) argues that article/journal densities offer a reasonably good
indication of documentary scatter: the lower the density, the more thinly spread
the distribution of articles across journal titles. The comparative data in Table
6.14 above suggest that the information policy bibliography is actually less thinly
spread than such classic literatures as Goffman & Warren’s mast cell or
Bradford's lubrication articles. No conclusion is suggested here, merely the
observation that the test collection does not appear to be unusually scattered. In
this context, it is interesting that none of the core journal titles conform with the
notion of a general purpose ‘Journal of Information Policy’. Some are very
general (e.g. Aslib Proceedings, Proceedings of ASIS), while others are more
obviously policy-oriented (e.g. Telecommunications Policy, Government
Information Quarterly) but problem- or sector-specific rather than field-specific.

Another striking finding is the very low incidence of collaborative authoring.
The mean number of authors per paper is significantly lower than the
corresponding figure for Social Science Citation Index as a whole (1.22 and 1.74
respectively, for 1995). In this respect, authoring behaviour more closely
resembles that of scholars in the arts and humanities. Unlike many other social
saence disaphines which have seen an increase in collaborative authorship over
the past 20 years, the low levels encountered in the information policy literature
appear to be a structural feature. It is difficult to interpret this finding since a
number of factors may be influential: the weakly institutionalised nature of the
field wathan hugher education, perhaps, or the lack of research funding, or it may
simply be a distinctive feature of cognitive style.
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Chapter 7: Cluster analysis

“As we have no written pedigrees, we are forced to
trace community of descent by resemblances of any
kind ... we care not how trifling a character may be
—if it prevail throughout many species, especially
those having very different habits of life, it assumes
high value™®

7.1 Introduction

The previous Chapter examined the distribution of various bibliometric elements
across the test collection, one or two elements at a time. The work presented
here extends that analysis by considering many elements at the same time using
multivanate techniques.

The objectave of this Chapter is to respond to an important bibliometric question:
18 the test collecion homogenous, or is there any underlying natural structure?
Put another way, is the test collection (B) best thought of as a single
bibhiography or as a series of joint bibliographies, Bi, Bz ... Ba, possibly sharing
common journals but not common papers? How far, in terms of the internal
structure of the test collection, might any of these subsets diverge from that of
the parent set? These are important questions, given the aim of this thesis
which 18 to map the intellectual, organisational and social topography of
information policy.

In this expeniment, the underlying structure of the document test collection was
explored using agglomerative hierarchical clustering techniques. Cluster
analysis has been widely used in disciplines as varied as the social sciences,
psychology and electrical engineering to classify objects into categories.
Clustering techniques are particularly appropriate where little is known in

4 Charles Darwin writing on the “mutual affinities of organic beings” in The Origin of
Species (1859).
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advance of the underlying data structure and where a typological interpretation
is needed. Clustering methods are used to uncover natural groupings or types,
yet unlke other modes for classification (e.g. supervised learning in pattern
recogmtion studies) they do not require the use of categorical labels until the
interpretation of the clusters is complete. It is not necessary to know either the
criteria for group membership or even the number of groups a priori. It follows
that cluster analysis is highly exploratory and heuristic in nature and it needs,
ideally, to be supplemented by other methods to determine the validity (if any) of
the resulting clusters. An analogy between this research approach and the work
of naturalists in the eighteenth and early nineteenth centuries might be drawn.
The foundations of biological taxonomy were established by carefully observing
the ssmilanties and differences between plants and between animals. From this
systematic observation gradually emerged taxonomic structures which showed,
for example, that hedgehogs and dolphins are more fundamentally similar to one
another than are hedgehogs and sea urchins (despite the obvious fact that both
are round and spiny, while dolphins are smooth and elongated). In the days
before the emergence of Darwinian evolutionary theory, population genetics, and
the eluaadation of the structure of DNA, these were still useful insights and they
provided a platform for later and more profound understanding.

7.2 Research design

The methodology for this experiment is summarised in Figure 7.1 overleaf.

The first decsion to be made before the experiment could be conducted was
which vanables should be included; if important variables are excluded, poor or
misleading findings may result. It is also important to choose variables that
might be useful in developing a meaningful interpretation of the results; in
cluster analysis, the initial choice of variables determines the characteristics

that can be used to identify subgroups.
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Figure 7.1: Research design

Run initial cluster analysis
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4
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2

Form an interpretation of the results

The twenty two vanables selected for the experiment are shown in Figure 7.2 on
the next page. They represent bibliometric and other indicators which are more
descriptave of content. Each of the variables was taken (or derived) from the
record structure of the Social Science Citation Index, with the exception of the
information policy subject headings (SSBJ, SBJC) and scale categories (SCAL)
discussed in Chapter 3.
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Figure 7.2: Variables included in the cluster analysis

ACAD First author: academic or practitioner
AUTH Number of authors

BRDA Bradford zone of author productivity
BRDJ Bradford zone of journal productivity
GEOA First author: country

GEOJ Journal: broad geographic region
INDX Price’s index

INST Type of institution (first corporate author)
JCAT ISI journal category

LANG Language

LISS Journal: LIS or other title

RATE Mean annual citation rate

RNKA Rank order of author productivity
RNKJ Rank order of journal productivity
SBJC Narrow subject heading

SCAL Information policy scale

SGEO First author: broad geographic region
SSBJ Broad subject heading

TIME Published before or after 1986

TYPE Research or opinion paper

WIND Cuations present or absent

YEAR Year of publication

In the imtial cluster run, using Ward’s method (Sneath & Sokal, 1973), the
vanables were normalised using Z-scores and a dissimilarity matrix of simple
Euclidean distances was created. Visual inspection of the resulting dendrogram
and agglomeration schedule suggested that a 6-cluster solution offered the most
parsimonious interpretation of the data. The data were then clustered again
with a 6-cluster solution specified in advance so that a8 new SPSS variable
(CWAS®G") could be created, reflecting the assignment of individual cases to the
final clusters. At this stage, two other algorithms, group average (within groups)
and single linkage (or nearest neighbour), were applied so that comparisons
could be drawn between the various clustering methods. Comparative studies
have shown that no one single clustering algorithm is best in every situation and
that often, it is the mathematically respectable single-linkage which is the least
successful in many applications (Milligan, 1980).

Cluster analysis methods do not lead one to a purely objective and stable
classification, 1n spite of the optimism voiced by workers in numerical taxonomy
(see, Sneath & Sokal, 1973, for instance). They are better regarded as tools for
exploring data rather than for the production of formal taxonomies. By creating
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new SPSS variables representing group memberships, it then became possible to
use other statistical techniques, notably discriminant analysis and cross-
tabulation, to explore the factors which were instrumental in partitioning of the
test collection. The outputs of these techniques were finally used to construct
an interpretation of the six-cluster solution produced by Ward’s method.

7.3 Cluster validity

The ultimate aim of clustering is to obtain an optimal partitioning of the basic
object set into subsets which are compact and mutually isolated. Clustering
algonthms will, however, inevitably group objects, irrespective of the presence or

absence of any natural structure in the data.

Graphical aids, such as dendrograms and icicle plots are available which portray
the multidimensional data generated in clustering procedures and facilitate
informal clustering by eye. Purely qualitative interpretations of clusterings are
not very nigorous, however, and are unlikely to be able to resolve the difference
between ‘real’ clusters and those which arise as artifacts of the clustering
methodology. Tools are clearly needed to support the search for objective
meanming or ‘cluster validity’, especially in applications where little prior
categoncal information about the data is available. A number of approaches to
the problem have been discussed in the statistical literature, but few generally
applicable tests have been developed (Rowlands, 1983). Broadly speaking,
measures of cluster vahidity address themselves to three fundamental questions:

¢ 18 there any intnnsic (i.e. non-random) structure in the data to be clustered?

e how well does the clustering recover the “true’ overall data structure?

e how ‘good’ are the individual partitions?

In the next sections, some answers to these questions are attempted, admittedly

in a somewhat superficial way, given the current lack of generally agreed
practice for undertaking cluster validity studies. Dubes & Jain advocate the use
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of validity studies as a tool for comparing the efficacy of different algorithms and
advise the potential user of cluster analysis to “.. apply several clustering
approaches and check for common clusters instead of searching for a technical
measure of validity for an individual clustering” (Dubes & Jain, 1979: 254).

7.3.1 Comparison between different clustering methods

It has already been noted that all clustering methods will continue to partition a
set of objects until exhaustion, regardless of the presence of any underlying
structure. One measure of whether the clusters produced by a particular
method are arbitrary or whether they reflect some kind of structure is to see
whether different methods tend to assign the same cases to the same clusters.
Intwitavely, if two different clustering methods assign cases to clusters on a
completely arbitrary basis, one would expect there to be relatively little overlap
between the resulting clusters. If the two methods are assigning cases at
random, it should be possible to detect this by simply applying a non-parametric
test such as chi-square¢l, Table 7.1 shows the overlaps of cluster membership
produced by clustering the test collection using the three different methods. The
null hypothesis asserted is that each method allocates cases to clusters in a
random fashion; thus, the expected value for each cell is 771/36 = 21.4. Cases
allocated to the same cluster by both methods are indicated in bold type.

Table 7.1: Case assignments: comparison of three clustering methods

Wanrd’s method vs group average«

GA 1 GA?2 GA3 GA 4 GAS GA 6 All

WM 1 178 49 2 11 2 239
WM 2 13 35 8 2 58
WMS 1 72 3 76
WM 4 3 9 119 131
WMS 24 1 3 15 33 79 155
WM 6 40 20 52 112
All 256 94 77 176 33 135 771

Overlap: 486 (63.0 per cent).

41] am indebted to Professor Steven Robertson for his advice on this issue.
4 Chi-square = 2354.9, d.f. = 25, p < 0.001
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Table 7.1: Case assignments: comparison of three clustering methods continued

Ward’s method vs single-linkage*

SL 1 SL 2 SL 3 SL 4 SLS SL 6 All

WM 1 236 1 2 239

WM 2 38 18 1 1 58

WM 3 76 76

WM ¢ 131 131

WM S 1565 155

WME 112 112

All 748 1 18 2 1 1 771

Overlap: 236 (30.6 per cent).

Single-linkage ve group average*

GA 1 GA 2 GA 3 GA 4 GAS GA 6 All

SL1 243 94 77 167 33 134 748

SL2 1 1

SLS 10 7 1 18

SL ¢ 1 1 2

SLS 1 1

SL 6 1 1

All 256 94 77 176 33 135 771

Overlap. 243 (31 5 per cent).

All three pairs of methods produce results which require the firm rejection of the
null hypothesis. This finding needs careful interpretation, however: it should
not be taken as proof that there is any natural structure in the data. Nor, if the
test collection is highly structured, does it mean that the resulting clusters
accurately reflect that structure. It merely shows that the three methods did not
cluster the documents at random (perhaps because all three algorithms resulted
1in sumilarly distorted and artificial results).

Looking at Table 7.11t 18 interesting to note that the three methods produce very
different clustering patterns, albeit with significant overlap. The single-linkage
method allocated 97 per cent of the documents to a single cluster. Should this be
taken to mean that the test collection is homogenous? On the other hand, the
other methods produced a much more even distribution of documents across
clusters (especially Ward’s method). Does this suggest that the test collection is
better regarded as a series of joint bibliographies rather than a homogenous
collection? With these thoughts in mind, the next phase of the experiment

43 Chi-square = 4694.6, d.f. = 25, p < 0.001
# Chi-square = 4878.1, d.f. = 25, p <0.001
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explored the clusters formed by Ward’s method to see whether a viable
interpretation could be made of the group memberships. Before that, however, a
further test of the sensitivity and stability of the Ward clusters was made.

7.3.2 Cluster sensitivity and stability

How stable are the Ward clusters? If a clustering algorithm is to provide an
appropriate summary of the inherent structure of a data set, the hierarchies
generated should be tolerant of minor perturbations, such as might be caused by
omitting small groups of objects from the classification or by adding noise to each

of the objects (Milligan, 1978).

The data 1n Table 7.3 overleaf show the effects of removing a relatively small
number of documents from the test collection. In each case, 40 randomly
selected documents (approximately 5 per cent) were removed and the remaining
documents reclustered. The null hypothesis this time was that the removal of
these documents would make no difference to the final outcome: in other words,
the remaiming documents would all be allocated to the same cluster as before.
For the sake of clarity, this concept is represented schematically as Table 7.2.
This shows the overlaps between the original clusters (WMaLr) and the randomly
selected subsets (WMzanp) that would be anticipated if the null hypothesis holds.
The overlaps are expressed as percentages, 100 or 0, for diagonal and off-
daagonal cells respectively.

Table 7.2: Sensitivity and stability of Ward clusters: “null hypothesis’

WMIuar WM2ur WM3ur WMdear WMSar WM 6aL

WM lranp 100% 0% 0% 0% 0% 0%
WM 2panDp 0% 100% 0% 0% 0% 0%
WM 3ranp 0% 0% 100% 0% 0% 0%
WM dravp 0% 0% 0% 100% 0% 0%
WM Sranp 0% 0% 0% 0% 100% 0%
WM 6ranD 0% 0% 0% 0% 0% 100%

It was of course not possible to apply the chi-square test in this instance, since
this would imply division by zero. However, the results of ten iterations of this
rather informal test are shown in Table 7.8.

132



Chapter 7: Cluster analysis

Table 7.3: Effects of data perturbation on Ward cluster membership*

Iteration WM Irnavp WM 2ravp  WM3ganD  WMdpanp  WMSranp  WM6ranp  ALL

1 89.5 84.8 87.3 99.6 80.4 919 89.3

2 90.0 73.0 88.9 98.7 66.4 93.0 86.6

3 58.4 23.7 974 96.1 90.0 0.0 64.1

4 99.1 96.6 94.9 99.6 62.7 83.8 89.0

5 59.6 43.2 76.1 76.8 72.8 544 64.8

6 18.9 1.8 95.8 86.3 714 98.1 58.7

7 83.7 92.7 94.4 93.6 58.4 84.0 821

8 13.2 0.0 91.7 83.1 63.3 85.8 524

9 40.9 0.0 94.4 100.0 70.7 97.2 674

10 6.9 0.0 95.8 80.6 70.7 89.6 579

MEAN 56.0 41.6 91.7 91.4 70.7 778 71.2
sPercentages.

These data suggest that the 6-cluster solution provided by Ward’s method is
rather unstable, although clusters 3 and 4 are relatively unaffected by data
perturbation. However, at this point, it well worth bearing in mind the view
expressed by Dubes & Jain: “... one should not expect a single statistic to serve
as a panacea for all problems in cluster validity ... too many factors are involved
to expect a single statistic to cover the validity of clusters even for a single class
of problems® (Dubes & Jain, 1979:253). Another, possibly more productive
approach to the problem of establishing cluster validity, the one adopted in the
remainng sections, is to use highly informal indices of authenticity based upon
qualitative interpretation and the application of standard statistical
procedures*s,

7.3.3 Discriminant analysis

Cluster analysis and discriminant analysis are closely related techniques. Both
classify objects into categories, although in the case of discriminant analysis it is
essential to know group membership in advance so that the classification rules
can be denved. In this phase of the study, the six clusters created by Ward’s
method were subjected to a discriminant analysis, utilising the same variables
that were used to create the clusters (Figure 7.2, p.128). The discriminant

4 However, some authors (e.g. Turner, 1969; and Gnanadesikan and others, 1977) argue
that the use of these standard statistical procedures are at best dubious, at worst
comprehensively inadequate, even when the usual assumptions of multivariate analysis
such as equality of scatter and Gaussian distributions in all clusters have been made.

4 The vanables were entered stepwise using Wilk's Lambda method (Norusis, 1994) and
thresholds of F for entry and removal of 3.84 and 2.71 respectively.
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analysis correctly predicted the assignment of individual articles to one of the six

Ward clusters in 86.9 per cent of cases.

One of the most useful outputs of discriminant analysis in SPSS is the structure
matrix (Table 7.4). This shows the pooled within groups correlations between
the original variables and a emaller number of discriminant factors (DVi.s) which
are labelled impressionistically for ease of interpretation. Values greater than
0.35 are indicated in bold type.

Table 7.4: Discriminant analysis: structure matrix

1 2 3 4 5
DVi: Scholarliness
Windsor coefficient 925% .143 -.255 -.029 -.114
Price Indexe .306v .093 -.106 002 -.090
DVs: Nationality
Author country -.118 .439% 141 -.298 .264
Author region -.107 .398¢ 134 -.257 279
Language .003 .385% .092 -.331 .088
Broad subject® .008 -.068b .022 -.028 -.004
Narrow subjects .003 -.062> .018 -.027 007
DVs: Journal category
LIS journal .265 -.355 6390 -.149 350
Journal category 218 -.312 5570 -.149 471
Rank order: yournal 107 -.106 399+ -.094 221
Bradford journal zone* .096 -.041 .382¢ -.095 .166
Research papers® -.063 -.067 .2300 .068 .033
Mean ACR 033 -.025 -.115b 072 043
DVe: Productivity
Rank order: author 014 324 425 .722b 307
Bradford author zones .005 .343 379  .6b2® .289
Number of authors .039 .066 -.042 .166b .140
DVs: Age
Time penod -.010 -.028 -511 -.046 q76%
Year of publication® -.066 .013 -.427 -.043 5500
Journal title ongin -.032 129 -.015 -.023 .268b
Academic / practitioner® -.055 .033 049 040 -.209®
Info policy scale* -035 -.038 .008 110 -.1200
Institutional affihation® -.045 -.063 .023 .048 -.108b

*This vanable was not used 1n the analysis.
$Largest correlation between each variable and any discriminant function.

The value of the structure matrix is that it enables an interpretation of the
factors which account for most of the variance in the data to be made. In this
case, five discriminant factors (DV) are indicated which, together account for 100
per cent of the variance. The five factors are summarised on the next page as
Table 7.5.
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Table 7.5: Discriminant analysis: Eigenvalues

Function Discriminant Eigenvalue Percent of Cumulative Canonical
factor variance ~ percent correlation

1 Scholarliness 3.160 33.3 33.3 .872

2 Nationality 2314 24.4 57.6 .836

3 Journal category 2.097 22.1 79.7 .823

4 Productivity 1.092 11.5 91.2 .722

5 Age .839 8.8 100.0 .675

It is interesting to note that not all the variables played a role in constructing
the final discriminant analysis: information policy topics, institutional
affiliation and functional role (academic, practitioner) were not retained. The
most important factors in predicting cluster membership were scholarliness,
nationality and journal category. These factors account for nearly 80 per cent of

the cumulative variance.

7.4 Cluster interpretation

The results of the discriminant analysis suggest that Ward’s method may indeed
be uncovering real structure in the test collection: it is possible to predict Ward
cluster membership 17 times out of 20 based just on a knowledge of the five

discriminant factors mentioned above.

A convincing interpretation, however, requires that the six Ward clusters are
reasonably compact and mutually isolated. Table 7.6 overleaf assists the final
interpretation by cross-tabulating the most highly correlated variable associated
with each of the five discriminant factors by cluster membership. It should be
read together with Tables 7.7 (which summarises the modal or mean values for
each variable) and 7.8 (which shows, for each cluster, the six ‘most typical’
articles for each cluster as determined by those closest to the cluster centroids).
A final summary interpretation of the Ward clusters is presented as Figure 7.3
and is discussed more fully in Chapter 10. The results of the Ward clustering
method yielded groups for which it was surprisingly easy to construct a coherent
and persuasive interpretation; clusters 2, 5 and 6 are particularly sharply-
defined. The clusters seem intuitively to be more internally consistent than is

the test collection as a whole. On the evidence of this cluster analysis, it would
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appear that the bibliography is structured and that it is therefore appropriate to

regard it as a hybrid entity comprising a number of joint bibliographies.

136



Chapter 7: Cluster analysis

Table 7.6: Ward clusters by discriminant factors

Scholarliness factor: Ward clusters by citations present or absent?’

Cluster: 1 2 3 4 5 6
No citations 3 3 75 0 17 0
-6.4 -1.8 23.7 -4.8 -0.7 -4.4
Citations 236 55 1 131 138 112
6.4 1.8 -23.7 4.8 0.7 4.4
Nationality factor: Ward clusters by author region#
___Cluster: 1 2 3 4 5 6
North America 175 4 40 119 119 105
0.1 -11.8 -4.2 5.1 12 5.4
European Union 60 17 31 12 22 7
2.7 2.0 5.0 -3.2 -1.8 -3.8
Other OECD 3 16 2 0 11 0
-2.7 8.3 -0.7 -2.6 2.1 -2.4
Developing countries 1 21 3 0 3 0
-3.2 13.8 0.2 -2.4 -1.3 -2.2
Journal factor: Ward clusters by LIS or other journal title®®
___Cluster: 1 2 3 4 5 6
LIS journal 229 50 74 119 8 60
10.5 2.5 5.5 57 -19.7 -4.1
Not LIS journal 10 8 2 12 147 52
-10.5 -2.8 -5.5 -5.7 18.7 4.1
Author productivity factor: Ward clusters by author Bradford zone°
__Cluster: 1 2 3 4 ] 6
Bradford zone 1 6 1 9 74 12 6
-6.2 -2.8 -0.6 154  -25 -2.9
Bradford zone 2 9 5 12 57 9 15
-5.4 1.2 0.5 10.8 -3.3 -0.2
Bradford zones 3-7 224 52 55 0 134 91
9.0 3.1 0.1 -20.2 4.5 2.3
Age factor: Ward clusters by time span®!
___ Cluster: 1 2 3 4 5 6
Before 1985 13 21 29 2 42 112
-9.5 1.4 2.0 -7.5 -0.4 18.2
Since 1985 226 37 47 129 113 0
9.5 -1.4 -2.0 7.5 0.4 -18.2

41 Chi-square = 573.4, d.f. = 5, p < 0.001; Cramer’s V = 0.86, p < 0.001
# Chi-square = 377.7, d.f. = 15, p < 0.001; Cramer’s V = 0.40, p < 0.001
©® Chi-square = 462.3, d.f. = 5, p < 0.001; Cramer’s V = 0.77, p < 0.001
80 Chi-square = 435.4, d.f. = 10, p < 0.001; Cramer's V = 0.53, p < 0.001
81 Chi-square = 396.2, d.f. = 5, p < 0.001; Cramer's V=0.72, p < 0.001
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Ward clusters: independent variables (modal or mean values)

Table 7.7

'9661-pru ut sxaded jo a3e uetpayy,

991 gL 9’9 001 06 S'S AUVIA
suonII) suoeI) suoljej) 8UO1BII) ON] suone}) suorer) aNIM
uowntdg qoreasay YoIBasay uorutdp uorutdQ yousagay AdAL
G861 aa0jeg G861 ooulg 9861 aduig 9861 eoulg G861 oouIg 9861 2oulg dNILL
JuUBWUIAA0Y 8910104 saronog
[o13u0)) pus [o13u0) pue ut juawalvuepy £d1104 uonBWIOJU] eanjonaseLyul aInjonaiseyu]
§§300Y UOIIBUWIIOJU] 8900y UOIIBULIOJU] uoyBULIOjU] U0 §3[O1IYy [BI3UIN) uonBwLIOjU] uoryewmIoju] PSS
BOLIWY YIION BOLIBWY YIION BOLIdWY YIION BOLIAWY YIION uorup) usadorngy BOLIAWY YIION 0ans
[BUOBN [BuonBN [BuUOBN [BuonBN [BuUO BN [euorzeN VoS
830104
uonRWIOJU] 0} uonemLIOJU] 03 1081 [8uoyBUIa U] 8p1003Y ot[qng pue
SS300Y JO WIOP3aL 88300 JO WOPIA ] pue £otjod WyI pus [BuUOlIBN 89ATYIIY ‘SaLIBIqIT £o1104 W03, orgs
62 09 8 14 92 1) ¢ MINY
99 89 €l 19 oL €L VIINY
U0 61°0 0€0 £1o L00 €e0 4Lvy
8ax oN 83} 83X 83% 83ax SSIT
ysnadugy ysnadug ysyaugy ysnadug ystdug ysidug DNV
SI1 Sl | S SI'1 SI' SIT Lvor
(S17-u0UV) (SI7-u0U) (SIp fouale (SID (S17-uou)
Juamysedap juamjaedap Juamaedap 10 Juamisedap juawitedap juawjredap
Jtmapedy olmapeay Jumapesy JUBWIUIIAOY) Jtmapesy J1mapesy LSNI
190 8¥°0 €90 100> ¥S0 290 XANI
BOLIAWY YLION BoURWY YION BOLIBWY YION BOLAWY YHON edoanyg BOLIdWY YIION ro3an
vsn vsn vsn vsn Auswiap vsn vodao
g auoz ¥ auoz [ auoz g ouoz y auoz g duoz rayg
L-g sauoz L-g sauoz [ suoz L-¢ 93uoz L-¢ sauoz L-g souoz vayg
It ¢zl 80 I 601 91 8yl HLAV
J3uonoely Jimapedy Jauonnely Jauonndely 13uonnely Jauonidely avov
9 J3sN|) g aasn|) ¥ 3238n]) g da8n|) Z dasn) 1438n) a[queIiavy

138



Chapter 7: Cluster analysis

Table 7.8: Ward clusters: most typical documents
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Chapter 7: Cluster analysis

Figure 7.3: Summary interpretation of clusterss?

Cluster I1: ‘Information infrastructure analysts’
Narrow subject: Information industry regulation (4.6)

Low productivity authors writing almost exclusively (95.8%) in the LIS journal
literature. Broad range of interests and backgrounds, with an emphasis on
information regulation and infrastructure. The youngest of the clusters: median
age 5.5 years and very few papers before 1985; also the most highly collaborative.
Highly immediate literature with o slight European bias.

Cluster 2: "International library community’
Narrow subject: Libraries, archives and public records (4.6)

Highly \nternational cluster with scarce North American representation (100%
of foreign language articles are located here). Authors show a strong tendency to
be LIS academics or library professionals writing opinion papers on practical
library issues.

Cluster 3: "Policy mandarins’
Narrow subject: Natwnal and international policies (4.6)

Mostly (90.4%) non-academic authors, often working in the government sector
and writing opinion papers on national and international policy for LIS journals
as sole authors. Mature literature with a slight European bias.

Cluster 4: "Established LIS professionals’
Narrow subject: IRM policy and practice (3.5)

Mostly highly productive authors writing research papers, usually on their oun,
for core journals. Broad range of backgrounds but with a tendency to be
associated with North American academic LIS departments or professional
associaltions. Emphasis on information management issues in government.

Cluster 5: "Information regulation academics’
Narrow subject: Copyright and IPRs (4.6)

A tight cluster of mainly US academics writing on freedom of information,
copynght and intellectual property issues. Strongly represented in departments
of law, politics or the social sciences. Rarely publish in LIS journals (5.1%).

Cluster 6: "Liberal lawyers’
Narrow subject: Freedom of information (6.8)

A now extinct genre; no papers published since 1985. Legal practitioners and legal
academics writing almost exclusively on freedom of information, confidentiality and
privacy issues in the USA. Band-wagon effect?

8¢ The figures in brackets are Pearson residuals. These express the differences between
the observed and expected values (as in chi-square analysis) such that the differences
have a mean of 0 and a standard deviation of 1. The narrow subject headings indicated
are those with the highest residual value for each cluster.
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Chapter 8: Structural bibliometric analysis

“And with you there shall be a man of every tribe;
every one head of the house of his fathers”s3

8.1 Introduction

In the previous two Chapters, a series of experiments was carried out with a
view to identifying some of the key structural characteristics of the information
policy serials literature, more specifically how certain bibliometric entities
(authors, journal titles, research methodologies, institutional affiliations, etc.)

were distributed across the population of articles and through time.

Many other studies into the structure of scientific disciplines and specialties
have been based on the analysis of subject bibliographies. These bibliographies
are however inevitably subject to bias. Small (1977), for example, argues that
the difficulties inherent in making “objective’ relevance judgements are such that
it is next to impossible for other researchers to replicate this type of study. One
alternative to the subject-based approach is to employ citation linkages, at a
given threshold level, to automatically generate sets of related documents.
These document sets are more easily replicated and more objective than
manually-created subject bibliographies, and they are much cheaper to produce.
Document sets formed in this way are the raw material for cocitation studies, a
branch of bibliometrics which is concerned with the mapping of scientific,
scholarly and technical publications (White & McCain, 1989).

This Chapter presents the findings of an author cocitation study in the field of
information policy. While still lying firmly in the bibliometric tradition, the
approach in this Chapter differs fundamentally from what has gone before; some

of the key differences are summarised in Table 8.1 overleaf.

83 Old Testament, Book of Numbers 1:iv (King James version).
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Table 8.1: Comparison of census and author cocitation studies

Census studies Cocitation studies
(Chapters 3 and 4) (Chapter 5)
Production of
bibliography manual automatic
Basis for production subject-based based on citation linkages
Inclusion criteria relevance judgements thresholds of “citedness’
Methodological approach
*subjective’ ‘objective’
Unit of analysis population of articles authors’ oeuvres
Research aim to understand how certain to uncover aspects of the
entities are distributed cognitive structure of the

across the whole population  field of study

The reasons for undertaking an author cocitation study at this point are two-
fold. Firstly, there was a need to address the problem raised by Small (1977) in
relation to the subjectivity which inevitably informs the compilation of subject
bibliographies. Author cocitation analysis (ACA) is less prone to this particular
criticism, raising instead other, unrelated methodological concerns. Secondly,
author cocitation analysis offers a powerful tool for understanding the social and
intellectual structure of the information policy research community in a way that

is not possible within the classical framework of simple bibliometrics.

The specific objectives of this Chapter are to:

¢ explore the community structure of the information policy domain

¢ identify relationships between different topics within information policy

¢ identify relationships between information policy and neighbouring

disciplines
8.2 Cocitation studies
Cocitation studies are founded on the belief that it is possible to gain new
insights into the structure of literatures by examining patterns of citation. Two

key assumptions behind cocitation studies are (a) that the literature is the

primary formal channel of communication among scientists and other scholars,
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and (b) that citation patterns offer useful, if imperfect, indicators of scholarly
activity and accomplishment. The primary use of cocitation techniques to date
has been as a tool for studying the social and cognitive substructure of various

disciplines and fields of study.

Published cocitation studies include investigations in both the natural and social

sciences:

¢ collagen research (Small, 1977)

o particle physics (Sullivan, White & Barboni, 1977)

¢ information science (White & Griffith, 1981, 1982)

o technology transfer (Cottrill, Rogers & Mills, 1989)

e sociology of marriage and the family (Bayer, Smart & McLaughlin, 1990)

e organisational behaviour (Culnan and others, 1990)

e macroeconomics (McCain, 1990)

e research into decision support systems (Eom, 1996)

¢ artificial intelligence (van den Besselaar & Leydesdorff, 1996)

¢ scientific communication (Kirki, 1996).

Most published studies date have been based on data from Science Citation

Index (SCI) or Social Science Citation Index (SSCI), often using data supplied to

order on magnetic tape or other carriers.
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Four distinct types of cocitation study may be found in the literature (see, for
example, Bellardo, 1980; White & Griffith, 1982; White & McCain, 1989; Osareh,
1996b):

document cocitation analysis (DCA)

journal-by-journal citation analysis

country-by country citation analysis

author cocitation analysis (ACA)

Some brief remarks about each of these methodological approaches are provided

here as a context for the main subject of this Chapter, an author cocitation

analysis.
8.2.1 Document cocitation analysis (DCA)

Working independently in the USA and the USSR respectively, Small (1973) and
Marshakova (1973) simultaneously reported a new technique for exploring the
natural structure of scientific specialties. This technique, document cocitation
analysis (DCA), exploits the citation linkages between individual publications
(usually scientific papers) to develop indicators of subject similarity. The
principles of DCA are really quite simple and are clearly and concisely described

in an article by van Raan:

“When a scientific paper cites two earlier papers, these latter papers are
‘cocited’, the strength of such a cocitation relation is determined by the
number of citing papers having the above pair in their reference list. One
of these cocited papers can also form a cocitation pair with a third paper.
In this way, clusters of (co-)cited papers emerge, and a “map’ of the citation
field can be created” (Van Raan,1990:626 quoted in Osareh, 1996b).
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Of course, when compared in this way, most document pairs return a cocitation
count of zero, since no subsequent work cites them jointly. Other document
pairs will return a small count, perhaps one or two. This may or may not signal
relatedness; only when the number of cocitation counts rises above a given

threshold can subject or other forms of relatedness be reasonably inferred.

Having established a set of pairs of documents with relatively high cocitation
counts, it is then possible to visualise the relationships between them using
widely-available techniques for multivariate analysis such as hierarchical
clustering or multidimensional scaling. If cocitation counts are taken as
measures of similarity, it follows that computer-generated maps of document
cocitation will place pairs of frequently cocited documents closer together and
pairs with lower counts further apart. The clusters which emerge should enable
the researcher to define the boundaries of specialities and sub-specialities. If a
particular cluster comprises a distinct and coherent area of scholarship, one
would expect to find relatively few new papers joining that cluster as the
threshold for cluster membership is reduced—at least until a certain point at
which two or more clusters fuse, indicating the point at which, say, information
retrieval, bibliometrics, and studies of scientific communication become
incorporated into a wider intellectual movement: information science. Small
(1977) notes how cluster membership thresholds may be varied in order to find
the optimum solution for partitioning a set of documents. He notes however that

this fine tuning is expensive and that it is no substitute for expert judgement.

Garfield (1979) presents a very useful technical overview of document cocitation
methods, based on his extensive use of the technique at the Institute for
Scientific Information (ISI). Even for relatively small-scale studies, however, it
is clear that document cocitation analysis is very highly intensive of computer

and other resources and is not a methodology to be entered into lightly.

8.2.2 Journal-by-journal citation analysis

In 1989, ISI introduced a new field, CW or cited work, into its citation databases.

For the first time, this made it feasible to collect numbers of cocitations between
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Journal titles rather than between individual papers as in the case of document
cocitation analysis. One application of journal-by-journal citation analysis has
been to determine the quality, usefulness and impact of journals (Osareh,
1996b). Rice and co-workers suggest that journal cocitations may be used to
identify “forms of scientific social structure and the differential influence of
different sources and disciplines of prior research” (Rice and others, 1989:258).
This suggestion was taken up by Besselaar & Leydesdorff (1996) who analysed
the cocitation networks between journals in robotics, electrical engineering and
information science to explore the development of new paradigms in artificial

intelligence research.
8.2.3 Country-by-country citation analysis

Cocitation analysis has also been used to inform “big’ science policy, for instance
by providing bibliometric indicators of the output (e.g. author productivity) and
the impact (e.g. citedness) of research carried out in different countries (Price,
1969; Spiegel-Rosing, 1972; Price & Gursey, 1975; Kovach, 1978; Irvine &
Martin, 1989; Lancaster, 1991). The limitations of these gross bibliometric
indicators are perhaps obvious. The time lag between submitting an article,
then having it published and it subsequently being cited may be quite
considerable, opening up the criticism that these are “trailing’ indicators of little
relevance to the immediate needs of policy-makers. Other criticisms of these
kinds of indicators focus on the need for a much finer level of resolution, so that
the more dynamic aspects of scientific and technical research can be mapped
(Irvine & Martin, 1989).

8.2.4 Author cocitation analysis (ACA)

Author cocitation analysis (ACA) was pioneered by White (1981) and by White &
Griffith (1981, 1982) in a series of studies which mapped information science
authors. Author cocitation studies are based on the frequency with which pairs
of authors are subsequently cited by a third author. The assumption is that the

more frequently two authors are cited together, and the more similar their
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profile of cocitations with other authors in the set, then the closer the cognitive

and / or social relationship between them.

By examining the distribution of author cocitation data within the two- or three-
dimensional “intellectual space’ of a mapped display, various aspects of structure
can be described. Clusters of authors can be identified who share common
research specialisms, schools of thought, shared intellectual styles, or who are
bound together by temporal or geographic considerations. By using factor
analysis it is further possible to demonstrate the breadth or concentration of an
author's contribution and to identify authors who are central or peripheral to a
field or speciality. Potentially, then, the technique is a powerful methodology for

mapping areas of scholarly activity.

McCain (1990) argues that the techniques and assumptions of author cocitation
analysis are closely related to document cocitation studies and the mapping
techniques associated with the work of Small, Griffith and co-workers. Author
cocitation analysis is best thought of as the analysis of highly cocited pairs of
oeuvres, rather than pairs of individual documents. Although ACA studies thus
operate at a higher level of abstraction than DCA studies, there are significant
practical benefits in choosing author cocitation as a research methodology. The
most notable advantage is the ease with which it is possible to obtain cocitation
counts online. These may be obtained simply by combining sets of cited authors
(using AND logic). Indeed, the ease with which this data may be collected is
such that it has led White & Griffith to argue that ACA represents “a technical
advance that permits the mapping to order of any small field or specialty an
investigator cares to name” (White & Griffith, 1981:164).
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8.3 Mapping fields of scholarship

Implicit in terms such as “areas’ or “fields of study’ there is a spatial connotation.
Vannevar Bush recognised this when he coined the metaphor of the scientific
‘frontier’ (Bush, 1945). DeSolla Price (1966), a pioneer in the application of
bibliometric techniques for scientometric purposes, showed how the topography
of science could be represented in the form of two-dimensional maps, revealing
networks of scientific papers linked by citation. More recently, Small & Garfield
(1986) describe how the relationships between scientific disciplines can be
mapped at a micro-level in terms of the explicit citations linking documents and
authors, and at a macro-level in terms of common methodologies and concepts
linking communities of scholars. Their studies, like those of Tijssen and co-

workers, draw on a range of non-bibliometric sources of information:

*The last decades have seen an increasing utilisation of graphical
representations of aspects of science. These ‘maps' are mainly used to
depict the underlying relational structures of publications, or publishing
entities, within the science and technology system. To this end, the maps
generally draw on only one source of bibliometric (i.e. literature-based
quantitative) data: mostly citations or keywords. These information items
will necessarily only describe one facet of the (intellectual and/or social)
structure of science. We argue that in order to obtain a more complete
description of the common underlying structure one requires the

incorporation of more sources of data" (Tijssen and others, 1990:224).

In practice, similarities between authors or published articles cannot be fully
represented by citation relationships alone. Perhaps a more important
consideration is the degree of similarity in content. Intuitively, it seems
reasonable that by incorporating content-based indicators into a literature-based

mapping exercise, a more complete description of author-author or article-article

similarities should be possible.

Tijssen and others (1990:226) conclude that "...in addition to relational data such

as citations, one may want to include information of a more structural nature,
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such as expert opinions, or contents profiles of journals”. Bellardo also notes
that the validity of cocitation analysis is imperfect, but that it is “strong when
used in conjunction with other measures and indicators” (Bellardo, 1980:231).
Among the techniques which have been used to explore the external validity of
author cocitation data are questionnaires, intellectual histories based on review
articles, and short histories of particular events in the field. These approaches
attempt to get at the same information from a different perspective in order to
confirm the results. The proper conclusion seems to be that every method has its

weaknesses and biases, but at least these are different.

For these reasons, the interpretation of the experimental results presented later
in this Chapter draws heavily on expert opinion and external non-bibliometric

sources of information.

8.4 Research design and methodology

The research design for this study is shown schematically in Figure 8.1 overleaf.
It determines the structure for the rest of this Chapter.

The research design closely replicates the methodology of White & Griffith (1981,
1982). As well as being the pioneering work in this area, the research reported
by White & Griffith in 1981 was felt to be particularly relevant to this study—it
covered 39 key authors from the field of information science. Some account has
also been taken of more recent authors, notably Bayer, Smart & McLaughlin
(1990); McCain (1990); and Kirki (1996).
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Figure 8.1: Research design

SELECT INITIAL LIST OF AUTHORS FOR ANALYSIS
using inclusion criteria (see Figure 8.2, p.152)

I

RETRIEVE COCITATION FREQUENCIES
in Social SciSearch (e.g. hernon-p$.cw. AND mcclure-c$.cw.)

|

COMPILE MATRIX OF RAW COCITATION FREQUENCIES
and reject authors who fail to meet threshold criteria (see Figure 8.5, p.157)

TRANSFORM FREQUENCY DATA INTO A CORRELATION MATRIX
adjusting values in diagonal cells

|

MULTIVARIATE ANALYSIS
factor (principal components) analysis
hierarchical clustering analysis (Ward’s method)
multidimensional scaling (ALSCAL)

INTERPRET AND VALIDATE FINDINGS
drawing widely on other (non-bibliometric) sources
of information, including postal questionnaire
postal validation questionnaire to authors

8.4.1 Selection of the initial author set

The first stage in the research was to identify a list of candidate authors whose
cited references could be retrieved from Social SciSearch. This represents
possibly the most critical and certainly the most contentious stage in setting up
an author cocitation study. It is essential to establish a diversified list of
authors so that the full richness of the scholarly landscape can be captured. If

the authors chosen do not reflect the full range of variability in subject
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specialisations, research perspectives and institutional affiliations then, of

course, these aspects of structure cannot be demonstrated.

Previous author cocitation studies have employed a variety of approaches in
generating an initial list of candidate authors. In each case, the guiding
philosophy has been to use as neutral and objective a set of inclusion criteria as
possible. In their 1981 study of information scientists, White & Griffith drew
their authors from a collection of seminal articles, Key Papers in Information
Science (Griffith, 1980). Other workers have identified prominent authors by
examining such primary and secondary sources as:

e monographs

e reviews of books and monographs

e review articles

¢ authors of encyclopaedia entries

¢ lists of academic prizewinners

¢ members of prestigious academic or professional bodies

o lists of conference speakers

¢ editorial board members (or referees) of leading journals

o entries in Who's Who type publications

¢ holders of large research grants and contracts

Often, several documentary sources are used in combination. Other, more

experimental, approaches have been adopted. Cottrill, Rogers & Mills (1989), for
example, used a snowball citation search method to identify highly cited oeuvres
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in the technology transfer research literature, while Bayer, Smart & McLaughlin
(1990) used a questionnaire survey method to establish a list of highly

influential scholars.

The use of secondary data sources to identify candidates has the advantage that
it is reasonably neutral and objective. Personal judgement is still an important
feature of many author cocitation studies, however, both in the selection of
appropriate secondary sources and in any subsequent decisions to add to or
delete names from the list. Thus, White & Griffith’s 1981 study of information
scientists used not only the 22 authors drawn from the Key Papers volume, but a
further 17 whom they judged to be *major contributors to the field’, including
such early pioneers as Shannon, Zipf and Luhn. Unfortunately, no
predetermined list of major contributors in information policy could be identified
for the purposes of this study. Instead, the candidate authors for this study were
derived from the experimental test collection using the criteria set out below in

Figure 8.2.

Figure 8.2: Initial author selection criteria

All authors must be represented in the document test collection
AND EITHER

Be located in Bradford Zone 1 of author productivity

OR

Satisfy at least two of the following criteria:

- have published and / or been cited over a ten-year period

- have attracted at least 40 citations in Social SciSearch

- be judged to have made a significant contribution to the field

In all 34 initial authors were recovered in this way: each of the 22 authors who
appeared in Bradford zone 1 of author productivity in the document test
collection, plus a further 12 selected on the basis of personal judgement and

knowledge of the information policy literature (see Figure 8.3 overleaf). Any sins
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of commission and omission, clearly a potential issue in studies of this nature,

therefore lie entirely with the author of this thesis.

Figure 8.3: Initial list of candidate authors

Anthony, L.J.* Eisenbeis, K.* Kirtley, J.E.* Oppenheim, C.
Bearman, T.C. Feinberg, LE.* Love, J.P.* Regan, P.M.*
Bortnick, J. Flaherty, D.H. Mansell, RE.* Relyea, H.C.*
Braman, S.* Gillham, V. Martyn, J. Rosenberg, V
Burger, R H. Gniffith, J.C.* McClure, CR.* Sauvant, K.P.*
Case, D.O.* Hernon, P.* Moore, N.* Shill, HB.*.
Chartrand, R.L. Hill, MW, Morehead, J. Sprehe, J.T.*
Cronun, B. Irwin, M.R.* Morton, B.*

Durrance, J.C.* Katz, J.E.* O'Reilly, J.T.*

*Author in Bradford zone 1 of author productivity

8.4.2 Online data collection

Cocitation frequencies for each pair of authors in the initial list were collected by
searching Social SciSearch on DataStar. Each of the 34 authors’ names was
searched in turn to create postings reflecting all the publications citing that
author over the period 1972 - January 1997, regardless of format (articles,

conference papers, monographs, book reviews).

So, in the case of Peter Hernon, for example, the search statement was:

HERNON-P$.CW.

The number of works cociting Hernon and a second author, Charles McClure,

was then simply obtained from the intersection of the individual author sets:
HERNON-P$.CW. AND MCCLURE-C$.CW.

The total number of cocitation frequencies retrieved in this way was n(n-1)/2,

where n is the number of authors. In this case the total number of unique

author pairs was 34(33)/2 = 561.

Examples of some recent information policy works jointly citing Hernon and

McClure may be inspected in Figure 8.4. Note that in line with previous ACA
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studies, self-citations are included. This is arguably a less objectionable practice
in cocitation as opposed to citation studies; the principle being that if an author
consistently cites him- or herself with another author, a positive cognitive or

social relationship may be inferred.

Figure 8.4: Examples of works cociting Hernon and McClure

Bergeron, P (1996)
Information resources management,
Annual Review of Information Science & Technology 31 263-300.

McClure, CR (1996)
Libranes and Federal information policy
Journal of Academuc Libranianship 22(3) 214-218.

Kajberg, L & Kristiansson, M (1996)
An overview of the field of information policy
International Forum on Information & Documentation 21(1) 5-9.

Braman, S (1995)
Policy for the Net and the Internet
Annual Review of Information Science & Technology 30 5-75.

Rawan, AR & Cox, J (1995)
Government publications: integration and training
Journal of Government Information 22(3) 253-266.

Moen, WE (1994)
Information technology standards and Federal information policy
Government Information Quarterly 11(4) 357-371.

Smuth, TD (1994)
Measunng the effect of US OMB Circular A-130
Journal of Government Information 21(5) 391402.

The limitations of citation searching on ISI databases are well known and are
discussed in more detail in the concluding sections of this Chapter. Two
important limitations need to be discussed immediately, however. The first is
that it is only possible to collect citation and cocitation information for sole or
first-named authors. Hence, scholars who collaborate with others but who do
not obtain first authorship are not represented. Garfield (1979) argues, however,
that since co-author order is based on the relative importance of an individual’s

contribution, this is a relatively minor problem.
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The second issue arises from the fact that ISI indexes author surnames and
initials only. Consequently, for common surnames such as Hill or Griffith there
is a possibility that the online cocitation retrieval procedures described above
will pick up name homographs. In the search example above, it will be noted
that a truncation symbol was used to generalise the request. Thus the search
request MCCLURE-C$.CW. will retrieve any materials that cite work by C.
McClure, whether or not the citing authors used his second initial (R’). There is
a danger of course that papers citing the *‘wrong’ C. McClure will also be
retrieved. This issue appears to be less important in practice than one might
imagine: White & Griffith estimated an error rate due to name homographs of
less than two per cent during their 1981 study and a preliminary examination of
a sample of cocitations from the present study suggested a similar error rate,
although with one significant exception—the documents cociting M$Hill and
J$Griffith were found to relate entirely to articles on the criminal justice system
rather than information policy! These were naturally removed from the

analysis.

8.4.3 Compilation of the raw data matrix

When the raw cocitation frequencies were inspected, and as might have been
expected, not all pairs of authors were found to have substantial cocitation
counts—indeed in some cases the counts were very small. This raises an
important issue concerning the potential instability of author cocitation data.
Low cocitation counts may or may not be indicative of a cognitive or other
relation between two cited authors. Only in the case of relatively high cocitation
counts may one suspect and then further investigate a possible direct
relationship. In a highly coherent disciplinary area, and given an appropriate
selection of authors, one would expect to find a reasonably large proportion of
high cocitation counts and relatively few occasions where author pairs scored
mostly zeros (and could not therefore be reasonably said to be fully integrated
into the set as a whole). Previous researchers have used a variety of ad hoc
threshold criteria to screen an initial author list, based on three measures:

citation frequencies, connectedness and mean cocitation rate.
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Cocitation frequencies

In their 1982 paper, White & Griffith rejected any author who had fewer than 45
cocitations in total (this arbitrary threshold was based on the observed
distribution of cocitation frequencies in their dataset). Another researcher,
Penan, restricted his final author set to the upper quintile receiving the highest
number of citations and cocitations in the initial retrieval trials (Penan, 1989

cited in McCain, 1990).

Connectedness

In this thesis, the term ‘connectedness’ refers to the proportion of non-zero
cocitation counts for each author pair. Given an initial sample of 34 authors,
each author has an opportunity to be cocited with any or all of the remaining 33.
Hence, an author with 33 non-zero cocitation counts would be said to show 100

per cent connectedness.

The concept of connectedness is a useful tool for screening out candidates who
integrate loosely, sometimes barely at all, with the remaining body of authors.
White & Griffith used a connectedness threshold value of 33 per cent in their
1982 study.

Mean cocitation rate

A further screening procedure used in some author cocitation studies is the
mean cocitation rate—the arithmetic mean of all the cocitation frequencies in the
matrix. As a rule of thumb, White & Griffith (1982) recommend a minimum
mean cocitation rate of nine (for ten years of Social SciSearch data). McCain
(1990), however, reports experimenting with mean cocitation rates as low as four
(across five years of Social SciSearch data) and found the results to be
satisfactory in terms of stability, face validity and interpretability.

On the basis of these considerations, a series of threshold criteria was developed

for the present study (see Figure 8.5):
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Figure 8.5: ACA threshold criteria used in the present study

Each author must have a total of at least 40 cocitation counts
Each author must be cocited with at least 1/3 of the other authors

The mean cocitation rate for the whole set must be > 4

After a number of iterations, the initial list of 34 authors was reduced to a final
set of 21 authors which was fully compliant with the above criteria. This is a
rather small residual set, at least by comparison with other published studies, a

point which will be discussed later in this Chapter.

The final list of authors is shown in Table 8.2. Most of the authors exhibit a high
degree of connectedness, although it is noted that the mean cocitation rate (5.0)

is low, at least in comparison with published studies from other literatures.

Table 8.2: Authors included in the final study

Author Number of % Connectedness

cocitations with other authors
Hernon 401 100
Martyn 121 100
Bearman 69 95
Cronin 187 90
Chartrand 84 90
Bortnick 54 90
Burger 48 90
McClure 326 85
Morehead 118 80
Relyea 75 80
Case 56 80
Morton 115 5
Moore 86 %
Rosenberg 656 75
Hill 50 75
Katz 41 5
Oppenheim 66 70
Anthony 49 - 70
Flaherty 43 55
Sprehe 88 50
Durrance 69 50

In the final stage of the initial data preparation, the cocitation counts for each

pair of authors were arranged in the form of a symmetrical matrix with
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identically ordered authors’ names on the rows and columns. This is illustrated

in Table 8.3 below for the sake of clarity.

Table 8.3: Author cocitation frequencies matrix

1

1 |10 2
2 212 3
3 2 4 8§ ¢
4 1 3 2 7 ¢
s 0 1 1 112 ¢
6 4 2 2 3 415 17
7 411 1 2 &5 3 37 8
8 01 0 2 0 0 519 ¢
L 0 0 2 01 2 O 01010
10 3 4 8 610141221 385 11
1 01 1 2 03 3 01 9 3 12
12 1 12 21 01 113 2 1 9 13
13 2 2 4 4 8102012 3110 1 1 74 14
4110 9 1 2 3 229 2 0 3 3 1 325 15
18 0 41 1 1 224 3 1 5 5 2 8 720 16
16 0 2 3 2 1 2 5 2 329 2 017 3 128 17
17 1 1 3 2 2 4 3 0 031 1 018 0 0 929 18
18 1 1 0 3 3 217 1 0 2 4 0 310 1 0 116 19
19 2 36 2112 0015 1 2 710 4 3 015 2
2| 5 4 2 113 3 02 6 015 7 00 2 1 4 921
1 1 1 2 0 0 6 0 0 223 0 014 0 O 5 5 0 7 022
Key to authors

1 Anthony 8 Durrance 16 Moore

2 Bearman 9 Flaherty 16  Morehead

3 Bortmick 10 Hernon 17 Morton

4 Burger 1 Hill 18  Oppenheim

6 Case 12 Katz 19 Relyea

¢ Chartrand 13 McClure 20 Rosenberg

7 Cronin 14  Martyn 21 Sprehe

Following the example of White & Griffith (1981, 1982) and many other workers,
this raw data matrix was subsequently transformed into a similarity matrix of
Pearson product-moment correlation coefficients. The rationale for this step is
explained in the next section. However, in order to be able to accomplish this
step successfully in SPSS, an immediate problem which needed to be tackled
was which values should be placed in the empty diagonal axis of the matrix?
These cells represent the intersection of a particular author with him- or herself
(e.g. Oppenheim-Oppenheim) and it is not clear at all what values, if any, should
be placed here.
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White & Griffith (1981) report some difficulty in resolving this issue. In one
trial, they filled the diagonal cells with the total number of cocitations for each
author, but found that the values were often disproportionately large, sometimes
an order of magnitude greater than any cocitation count in the off-diagonal cells.
After some deliberation, White & Griffith arrived at a formula which
approximates, for each author, the value of what, hypothetically, would be the
next highest score in the distribution. This was determined by adding together
the three highest cocitation counts for each author and dividing by two.

In an alternative approach, McCain claimed that there was “little difference, in
mapping, clustering, and factor analysis between scaling the diagonal values (a
la White & Gnffith) and treating them as missing data” (McCain, 1990:435).
Bayer, Smart & McLaughlin (1990) tackled the problem by transforming their
raw cocitation frequencies into a rank order dissimilarity matrix, where each
diagonal cell was given a rank of one, indicating that each scholar was “most
like’ or closest to him- or herself.

Given the difficulty of finding a non-arbitrary value for the diagonal cells, the
present study simply adopts the White & Griffith convention (these scaled values
are indicated in bold italics in Table 8.3).

8.4.4 Generation of correlation profiles

As already noted, the final data preparation stage involved transforming the raw
cocitation frequencies into a matrix of Pearson product-moment correlation
coefficients, r. This transformation offers two major advantages. Firstly, it
provides a means of normalising the data. Inspection of Table 8.3 reveals that
the cocitation frequencies range over two orders of magnitude (minimum = 0,
maximum = 110). While the data in Table 8.3 offer a very direct way of
measuring the absolute degree to which two authors are cocited, a practical
difficulty emerges when projecting very large and very small frequencies onto a
two-dimensional space using ALSCAL procedures (see Section 8.5.3, p.168).
When represented in this way, extreme values tend to force a bunching effect on

the resulting maps which may make them almost impossible to read and
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interpret (see Kerlinger, 1973). The approach taken in this study has been to
use both the transformed and the original raw data matrices for the purposes of

guiding the final interpretation.

The second major advantage of creating a matrix of Pearson correlation
coefficients is that it provides richer information than cocitation frequencies.
For any given pair of authors, the Pearson coefficient functions as a measure not
just of how often that particular pair are cocited (i.e. the cocitation count) but
how similar their cocitation profiles are, taken across the whole author set. This
may be best illustrated by example. Table 8.4 shows the cocitation counts for
two author pairs: Hernon-McClure and Hernon-Martyn. It has been abbreviated

for ease of assimilation.

Table 8.4: Partial cocitation counts for two author pairs

Hernon McClure Hernon Martyn
Anthony 3 2 Anthony 3 10
Bearman 4 2 Bearman 4 9
Bortnick 8 4 Bortnick 8 1
Burger 6 4 Burger 6 2
Case 10 8 Case 10 3
Chartrand 14 10 Chartrand 14 2
Cronin 12 20 Cronin 12 29
Durrance 21 12 Durrance 21 2
Flaherty 3 S Flaherty 3 0
Hill 9 1 Hill 9 3
Katz 2 1 Katz 2 3
Rosenberg 6 6 Rosenberg 6 7
Sprehe 23 14 Sprehe 23 0
r=0.92 r=-0.21
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Hernon and McClure show a high positive correlation (r = 0.92) not primarily
because they are highly cocited with each other but because they tend to be
cocited frequently or infrequently by the same authors. In the case of Hernon-
Martyn, the reverse is true and they tend to be cited frequently or infrequently
by third authors. Hernon’s “cocitation profile’ with Martyn is very different from
that with McClure and is in fact negative (r = -0.21). Within the conventions of
author cocitation analysis, these findings suggest that Peter Hernon is much
‘closer’ to Charles McClure in terms of social and / or cognitive distance than he
is to John Martyn.

The Pearson correlation matrix is depicted in Table 8.5, again as a lower
diagonal half-matrix. For ease of interpretation, decimals are omitted and only
values of r >= 0.4 that are associated with a high level of significance, p < 0.05,

are shown.

Table 8.5: Similarity matrix of Pearson correlation coefficients, r

1

1 100 2
3 . 100 3
3 |- . 100 ¢
4 -« - 100 &
8 - . - + 100 6
e |- . . . 6100 7
7 - 66 - - - . 100 8
8 |- - . 46 - . .10 9
9? . . . - - . - - 100 10
10 - - 47 44 56 63 - 68 - 100 11
11 s s e e - .« L . . 100 12
1l - - - <« . . . 8 .- . 100 13
18 |61 76 - . - . 84 . . . . . 100 4
14 | - - 54 562 6469 - 77 - 92 . . . 100 15
18 - b4 - - - . B4 . . . . . 64 - 100 16
16 - - B2 - . 4 - 53 - 76 - - - T8 - 100 17
17 |- . 64 - 46 67 - 47 - 77 - - - 80 - - 100 18
|- - . . . L7 . . . . . 8 - 49 - . 100 19
®[|[. - 7% - - - - . . B - . - 63 - 56 54 - 100 20
2 |74 - - < < < . . L L L L < . 4 < T 100 21
21 - - b2 . . 67 - - . 78 . - . 75 - 6465 - 73 - 100
Key to authors

1 Anthony 8 Durrance 18 Moore

2 Bearman 9 Flaherty 16  Morehead

3 Bortnick 10 Hernon 17 Morton

4 Burger 11 Hill 18 Oppenheim

8 Case 12 Katz 19 Relyea

6 Chartrand 13 McClure 20 Rosenberg

7 Cronin 14  Martyn 21  Sprehe
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The data in Table 8.5 may be regarded as measures of similarity between pairs
of authors in terms of the collective perceptions of those cociting them. This
matrix constituted the SPSS input file for the next stage of the study:
multivariate data analysis.

8.4.5 Postal questionnaire

In parallel with these experiments, a simple postal questionnaire was developed
(see Appendix F) and sent to each of the 21 authors featuring in the final study.
The questionnaire was designed to validate certain aspects of the author
cocitation study; the results are discussed in Section 8.7.

8.6 Multivariate analysis

Three multivariate tools were used to explore the data in the correlation matrix:
factor (principal components) analysis; cluster analysis; and multidimensional
scahng (MDS). These are complementary techniques, each offering different
insights 1nto the structure of the data. In each case, the analyses were was

carned out using standard facilities provided in SPSS Version 6.1.

8.5.1 Factor (principal components) analysis

Factor analysis attempts to clarify and explain the interrelationships between
the observed variables in a data set by creating a much smaller set of derived
variables. These derived variables or factors can help to explain underlying
dimensions in the observed data. In author cocitation studies, factor analysis is
typically used to reveal the underlying “hidden’ subject matter as perceived by
the population of citing authors. In this study, the correlation matrix was factor
analysed® and rotated using the principal components analysis (PCA) routines
in SPSS.

84 A measure of the appropriateness of carrying out a factor analysis on a correlation
matnx 18 provided by the Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy.
Kaiser (1974) characterises measures in the .90s as marvellous, in the .80s as meritorious,
in the .70s as middling, in the .60's as mediocre, in the .50’s as miserable, and below 0.5
as unacceptable. The KMO value obtained in this case was 0.77, suggesting that there is
some justification for proceeding with a factor analysis.

162



Chapter 8: Structural bibliometric analysis

One very useful feature of SPSS is that it automatically generates a graphic, a
factor scree plot, which enables the researcher to arrive quickly at the most
parsimonious solution in terms of the number of factors which need to be
considered. The plot is said to resemble a steep cliff with a shallower sloping bed
of rubble, or scree, at its foot. Figure 8.6 displays the Eigenvalues (y axis)
associated with each of a maximum of 20 factors (x axis) arranged in decreasing
order. The plot moves sharply from “cliff to “scree’ between the fourth and the
fifth factors. In fact, the four largest extracted factors account for 92.1 per cent
of the variance in the correlation matrix and so a four-factor solution was judged

to be the most parsimonious.

Figure 8.6: Factor scree plot
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The appropriateness of a four-factor solution is given added weight by the fact
that the authors exhibit a high degree of communality under these conditions
(minimum value, 0.77), further indicating that no significant latent variables

have been missed.

The four “hidden’ factors revealed by principal components analysis are
presented Table 8.6 in order of the total variance accounted for, Factor 1 being
the highest. Within each column, the authors loading most heavily on each
factor are listed (above an arbitrary threshold of 0.35). The findings are taken
from the “structure matrix’ of the SPSS output.

Table 8.6: Oblique factor analysis: author factor loadings at 0.35 or higher

Factor 1: Factor 2: Factor 3: Factor 4:

“Government “Scientific & “Social “Information

Information® Technical Implications Infrastructure
Information” of ICTs” & Regulation”

McClure .97 Rosenberg .89 Katz .62 Oppenheim: 95

Hernon .96 Anthony: .85 Flaherty .53 Croning .94

Morton .91 Bearman .68 Moore .93

Durrance .89 Martym; 54 Martyns 91

Morehead .89 Cronim; 45 Bearmans .75

Case .88 Oppenheim 37 Anthony: 43

Chartrand .88

Sprehe .85

Relyea 72

Burger 70

Bortnick .60

Note: Some authors load on more than one factor, indicated by subscripts.

Each factor has been given a label which provisionally summarises the subject
perceptions of the citing authors. These were inferred by examining the titles of

the relevant citing articles. Authors loading on Factor 1 are identified as
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specialists in government information resources, all of them American. These
authors have written extensively on the policy issues associated with the
management, control and dissemination of (mainly) Federal information
resources. Factor 2 picks out a group of authors with common interests in
scientific and technical information policy. The citing papers associated with
this factor appear to be considerably older than those associated with the other

three factors.

Factor 4 exhibits considerable overlap with Factor 2, with five authors common
to both groups. However, when the citing references are examined, it is clear
that the two factors relate to different topics: Factor 4 is associated with articles
that relate to the broad policy issues associated with the information
infrastructure and its regulation (including such topics as information markets,
public-private synergy, trade in information services, and information law). The
citing articles tend to be much more recent than those associated with Factor 2.
The links between these two factors show how important it is to ground an
interpretation firmly in the information content of the citing articles, not just
upon one’s subjective (and possibly incomplete) impressions of the interests of

the oeuvres concerned.

Factor 3 relates to two authors (David Flaherty and James Katz) who are media
and communications studies specialists with a critical interest in the social
implications of information technologies, especially privacy concerns. With the
exception of Tony Anthony and Victor Rosenberg, all the remaining LIS authors
loaded negatively on this factor.

One advantage of factor analysis over graphical multivariate display techniques
is that it is possible to show authors who load heavily on more than one factor—
this is clearly impossible when the same data is represented as a map or a
dendrogram. Authors loading heavily on more than one factor are indicated in
Table 8.6 using the convention of a subscript. It can be seen, for example, that
Toni Carbo Bearman loads both on Factor 2 (Scientific and Technical
Information policy) and on Factor 4 (Information Infrastructure and Regulation).
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Oblique factor analysis therefore can shed light not only on an author’s perceived

contribution to a specific area but also on the breadth of their contribution.

Factor analysis also provides further clues about the structure and coherence of
a field or domain. For example, it is possible to show how dependent or
independent the factor groupings are relative to one another by constructing a

factor intercorrelation matrix (see Table 8.7):

Table 8.7: Factor intercorrelation matrix

Factorl Factor2 Factor3 Factor4

Factor 1 1.00

Factor 2 0.04 1.00

Factor 3 -0.43 -0.04 1.00

Factor 4 -0.41 0.22 -0.05 1.00

McCain offers the rule of thumb that “in highly coherent fields, certain factors
may have intercorrelations of 0.3 or above, pointing to links between research
specialities or other constructs” (McCain, 1990). The data in Table 8.7 suggest
that Factors 1 and 3 are uncorrelated (and therefore “independent’) and that
Factors 2 and 4 are only weakly co-dependent. On the basis of these indicators
alone, one might well conclude that information policy does not represent a
coherent field (or at least, if it does, that the subject relationships are not yet

paradigmatic).

8.5.2 Hierarchical cluster analysis

Cluster analysis is a useful tool for examining the presence of natural structure
in the correlation matrix by grouping author profiles according to their
similarity. = Many published author cocitation studies have employed a
hierarchical agglomerative (bottom up’) approach to clustering, using single
linkage, complete linkage, average linkage, or, more usually, Ward’s method.

One problem with hierarchical clustering is that there are no generally agreed
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stopping rules to alert the researcher to the “best’ set of clusters to report—i.e.
the number of clusters that most closely corresponds with the underlying natural
structure in the data (see, for example, Ling & Killough, 1976; Dubes & Jain,
1979, Bailey & Dubes, 1982; Aldenderfer & Blashfield, 1983; Rowlands, 1983).
This is not necessarily a significant problem in author cocitation studies. Here,
the main goal is to inform a more general discussion of the relationships between

authors—the “true’ number of clusters in the matrix is perhaps of less interest.

Typically, ACA researchers choose a single cluster level for detailed analysis and
then refer “down’ to subclusters or “up’ to macroclusters where this is useful.
Figure 8.8 on the next page was prepared in this spirit, showing cluster group
membership at various thresholds. A dendrogram resulting from clusteringss
the variables in the correlation matrix is also displayed as Figure 8.7.

88 The hierarchical cluster analysis presented here followed Ward’s method, using a
simple Euclidean measure of distance.
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Figure 8.7: Dendrogram (Ward’s method)
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Figure 8.8: Cluster membership (Ward’s method)

Three Cluster Groups

Cluster I:

Anthony, Bearman,
Cromin, Martyn, Moore,
Oppenheim, Rosenberg

Cluster 2

Bortnick, Burger, Case,
Chartrand, Durrance,
Hernon, Hill, McClure,
Morehead, Morton,
Relyea, Sprehe

Cluster 8:
Flaherty, Kats

Four Cluster Groups

Cluster 1:
Anthony, Rosenberg

Cluster 2:
Bearman, Cronin,
Martyn, Oppenbeim,
Moore

Cluster &:

Bortnuck, Burger, Case,
Chartrand, Durrance,
Hernon, Hill, McClure,
Morehead, Morton,
Relyea, Sprehe

Cluster ¢
Flaherty, Katz

Five Cluster Groups

Cluster 1:
Anthony, Rosenberg

Cluster 2:
Bearman, Cronin,
Martyn, Moore,
Oppenheim

Cluster 3:

Bortmck, Hernon,
McClure, Morehead,
Morton, Relyea, Sprehe

Cluster £:
Burger, Case, Chartrand,
Durrance, Hill

Cluster §:
Flaherty, Kats

Six Cluster Groups

Cluster 1:
Anthony, Rosenberg

Cluster 2:
Bearman, Cronin,
Martyn, Moore,
Oppenheim

Cluster 3:
Bortnick, Relyea

Cluster 4:
Burger, Case, Chartrand,
Durrance, Hill

Cluster §:
Flaherty, Katz

Cluster 6
Hernon, McClure,
Morehead, Morton,
Sprehe

It is interesting to

compare the results of a four-cluster solution with those of

the factor analysis reported earlier. A very close mapping is possible between
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membership of Cluster 3 and the authors who loaded most heavily on Factor 1
(Government Information). Similarly, there is a close affinity between Factor 3

(Social Implications of IT) and Cluster 4.

Factors 2 (Scientific and Technical Information Policy) and 4 (Information
Infrastructure and Regulation) seem to relate closely to Clusters 1 and 2,
although the cluster analysis partitions Anthony and Rosenberg (the two highest
loading authors on Scientific and Technical Information Policy) from the others

at an early stage.

The close affinity between the four-factor solution and the four-cluster solution is
encouraging. Cluster 3 is however quite large, and it may be possible to derive a
final interpretation by splitting Cluster 3 into two or more subclusters (this is
explored in Section 8.6 where some external, non-bibliometric sources of
evidence are introduced). For the moment, though, it should be noted that the

finest level of resolution at which there are no singleton authors is six clusters.

8.5.3 Multidimensional scaling

Multidimensional scaling refers to a set of techniques which project complex
data onto a two- or three-dimensional space so that the relationships between
variables (in this case authors) can be visualised graphically.

As before, the data input was the Pearson correlations matrix. A two-
dimensional visual mapping was generated (see Figure 8.9 overleaf) using the

ALSCAL routines? within SPSS Version 6.1.

8 The ALSCAL mapping was produced using a nonmetric approach, an ordinal level of
measurement and a Euclidean distance model for plotting points, following the example
of McCain (1990). *Goodness of fit’ statistics were excellent: the scatterplot of distances vs
disparities was strongly linear and the final two-dimensional model exhibited low stress
(Kruskal stress formula I = 0.23) and explained a high proportion of variance (R2 = 0.92).
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Figure 8.9: ALSCAL mapping of information policy authors
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The application of multidimensional scaling techniques in author cocitation
studies is very widespread; indeed it is difficult to imagine how such studies
could have been carried out before these techniques became available.

In developing an interpretation based on Figure 8.9, a number of points need
first to be considered. The underlying assumption is that pairs of authors with
similar cocitation profiles will tend to cluster together on the computer map.
Similarly, pairs of authors with low or negative cocitation profiles will tend to be
placed relatively far apart. Figure 8.9 shows, for instance, that Peter Hernon
and Charles McClure, who are heavily cocited (110 times) and who share very
similar correlation profiles (r = 0.92) are placed close to one another. On the
other hand, Peter Hernon and John Martyn (jointly cited only 3 times, r = -0.21)

are displayed at opposite extremes of the x axis.
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White & Griffith (1980) argue that plots generated from highly patterned
cocitation data may be used to draw a number of inferences about the
intellectual and social structure of a research specialty. These include the
identification of:

o coherent author groups, akin to *schools’

o the centrality or peripherality of individual authors, both with respect to their
immediate author group and to the field as a whole

¢ locations of author groups with respect to each other

e the positions of authors and schools with respect to the map’s axes

It should be noted that in multidimensional scaling procedures, the origin and
axes of the resulting plots are set automatically and in an apparently “arbitrary’
fashion by the software. In many published interpretations, however, the author
located closest to the origin is taken to be the most “central’ or representative of
the field as a whole. Given the ambiguity associated with the plot axes, one of

the first objectives in any interpretation of author cocitation data is therefore to

make some sense of what meaning these axes convey.

8.6 Interpretation

The interpretation of the final ALSCAL mapping which follows draws on four sets
of inputs:

o the outputs of the multivariate analysis of the correlation matrix

e secondary, non-bibliometric, sources of information

¢ a subject analysis of the citing literature

¢ personal knowledge of the field of information policy studies
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It has been noted already that author cocitation studies do not assume, as is the
case in some other areas of citation analysis, that the networks of citations
between authors necessarily represent cognitive relationships. The assumption
is rather that highly patterned cocitation data may be representative of
intellectual and / or social structure in some unknown proportion. Citation
practices are well understood to be motivated by concerns other than simply
giving credit for related work. Weinstock (1971:19) lists some of the other

influences shaping citation practice:

e paying homage to pioneers

o providing background reading

e criticising or correcting one’s own work or the work of others
o substantiating claims or disputing priority claims of others
¢ altering researchers to forthcoming work

providing leads to poorly disseminated, poorly indexed or uncited materials

Much has been written on the nature of academic disciplines in the educational
literature, where the matter is of course of practical relevance in scoping and
designing curricula. Some of the views expressed in the educational literature
are highly polarised—between those who focus on epistemological
considerations, presenting disciplines as “each characterised by its own body of
concepts, methods and fundamental aims” (Toulmin, 1972:16) and those who see
disciplines unequivocally as organised social groupings (Whitley, 1976 & 1984).

King & Brownell (1966) offer a wide-ranging and more balanced account of the
nature of disciplines. They embrace several different aspects: a community of
scholars, a network of communications, a tradition, a particular set of values and
beliefs, a domain, a field of enquiry, and a conceptual structure. Perhaps the
sharply polarised views of Toulmin and Whitley are unhelpful—Shinn, after

studying academics working in mineral chemistry, solid-state physics, and
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computerised vector analysis concluded that “the internal structure of the
cognitive and social arrangements match” (Shinn, 1982: 222), a point echoed by

Becher, another educationalist:

“It would seem, then, that the attitudes, activities and cognitive styles of
groups of academics representing a particular discipline are closely bound
up with the characteristics and structures of the knowledge domains with
which such groups are professionally concerned. One could venture
further to suggest that in the concept of a discipline the two are so
inextricably linked and connected that it is unproductive to try to forge any
sharp division between them. Even so, if one is to examine the nature of
their interconnections, a distinction must be made - at least in theoretical
terms - between forms of knowledge and knowledge communities” (Becher,

1989:20).

These insights from the educational literature seem very pertinent to arriving at
a robust interpretation of author cocitation data. Most authors of published ACA
studies have acknowledged the ambiguous nature of their data, although it must
be noted that the cognitive dimension has tended to receive almost exclusive
emphasis in forming their interpretations. Clearly, any attempt to validate an
interpretation based in whole or in part on forms of social organisation would
require a separate qualitative investigation, perhaps along the lines of the semi-

structured interview methodology developed by Becher (1989).

It is important in developing an interpretation to consider whether factors such
as nationality, institutional affiliation, or employment sector might offer some
clues as to the meaning of the patterns revealed by multivariate techniques.
With these thoughts in mind, biographical information was collected on each
author. The objective was to build up a thumbnail sketch of each individual, in
terms of their primary research interests, professional and institutional
affiliations, career patterns, and so on. A wide variety of information sources

were scanned, including:
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o entries in Who's Who type publications

¢ biographical information on book jackets, conference programmes, etc.

e personal World Wide Web pages

¢ possible authorship of entries in LIS or related encyclopaedias

o potted biographies associated with journal articles

lists of academic prizewinners

Some basic biographical information is summarised in Table 8.8 overleaf. Of the
21 authors in Table 8.8, nine are (or were) academics at schools of librarianship
or information science; one a legal academic; six policy specialists in government,
independent think tanks or the private sector; three academic or national
librarians; one private consultant; and the (former) director of a trade body. One
striking conclusion which may be drawn immediately from this Table is the
close correspondence between the groupings indicated by factor and cluster
analysis and author nationality. All the authors associated with Factors 1 and 3
are North American; and with the exception of Victor Rosenberg and Toni Carbo
Bearman (British-born and formerly employed at INSPEC before moving to the
States) all the authors associated with Factors 2 and 4 are British. It is
therefore possible to speculate that nationality is a key factor in determining
group membership, although it is unlikely that this represents anything other
than the surface of a rather deeper set of issues. Certainly, the mechanisms for
research funding and the reward systems for researchers are very different, but
then so0 is the fundamental nature of the information policy environment. It may
well be that the information policy issues and concerns at national or regional

level shape and dictate information policy research agendas®’.

87 Analysis of the document test collection showed that 67.3 per cent of the articles were
primarily concerned with policy developments at national or regional level; only 24.9 per
cent with policy at the supranational level (the remaining 7.8 per cent were unassigned).
Very few studies of an international comparative nature were recorded.
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Table 8.8: Author biographical information

Period
Author Nationality active(a) Most recent corporate affiliation
ANTHONY British 1980-87 Director, Aslib (retired)

BEARMAN American 1975-95 Dean, Graduate School of Librarianship
and Information Science, University of
Pittsburgh
BORTNICK American 1979-91 Analyst, Science Policy Research Division,
Congressional Research Service, Library of
Congress
BURGER American 1978-93 Librarian, Area Studies Division,
University of Illinois at Urbana-
Champaign
CASE American 1981-96 Professor, Department of Library and
Information Science, University of
Kentucky
CHARTRAND American 1976-87 Senior Fellow, Congressional Research
Service, Library of Congress
CRONIN British 1979-96 Dean, Department of Information and
Library Studies, University of Indianapolis
DURRANCE American 1979-96 Associate Dean, School of Librarianship
and Information Science, University of
Michigan at Ann Arbor
FLAHERTY Canadian 1974-92 Professor of Law, University of Western
Ontario
HERNON American 1973-96 Professor, Graduate School of
Librarianship and Information Science,
Simmons College, Boston
HILL British 1976-95 Director, British Library Science
Reference Information Service (retired)
KATZ American 1980-94 Bell Communications Research Ltd, New
Jersey
MARTYN British 1972-92 Senior Fellow, Centre for Communication
and Information Studies, University of
Westminster (retired)
MCCLURE American 1974-97 Professor, School of Information Studies,
Syracuse University, New York
MOORE British 1977-97 Senior Fellow, Policy Studies Institute
MOREHEAD American 1973-95 Professor, Albany School of Library and
Information Science, New York

MORTON American 1973-96 Deputy Head (Reference), Montana State
University Library

OPPENHEIM British 1975-96 Director, International Electronic Library
Research, de Montfort University, UK

RELYEA American 1973-95 Specialist in American National

Government, Congressional Research
Service, Library of Congress
ROSENBERG American 1980-96 Associate Professor of Information and
Library Studies, University of Michigan at
Ann Arbor
SPREHE American 1974-97 Director, Sprehe Information Management
Associates

(a) Year of first and most recent publication in Social SciSearch (as first author).
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Given the difficulties in developing a social interpretation of this data, the
remaining discussion will centre on the identification of possible subject
specialties within information policy. As a tool to guide this interpretation,
recourse was made to the online sets created during the data collection phase.
In order to determine cocitation counts for all possible pairs of authors, 210 sets
were created in Social SciSearch. These sets were combined (using OR logic)
and the titles, abstracts and any indexing terms printed. Then, for each
individual author, the works citing him or her within this universe were
classified according to the faceted schema developed in Chapter 3. The objective
of this step was to determine the underlying subject perceptions of the citing

authors.

Figure 8.10: Subject analysis of the citing literature

General articles on information policy

Burger 11 - Theoretical aspects of information policy

Chartrand 11 - Theoretical aspects of information policy

Hll 12 - National and international information policies
Information infrastructure policies

Moore 20 - Information infrastructure policies

Anthony 21 - Research & development (including STM information policies)
Rosenberg 21 - Research & development (including STM information policies)
Bearman 22 - Libranes, archives and public records

Information management in government

Hernon 30 - Information management in government

McClure 30 - Information management in government

Sprehe 32 - IRM 1n government: policies and practice

Case 33 - Government information, clearinghouses and dissemination

Durrance 33 - Government information, clearinghouses and dissemination
Morehead 33 - Government information, clearinghouses and dissemination

Morton 33 - Government information, clearinghouses and dissemination
Information access and control

Flaherty 42 - Confidentiality and personal privacy

Katz 42 - Confidentiality and personal privacy

Bortnick 43 - Information control on grounds of national security

Relyea 43 - Information control on grounds of national security
Information industry policies

Cronin 50 - Information industry policies

Martyn 50 - Information industry policies

Oppenheim 53 - Regulation of information industry and markets

The results are summarised in Figure 8.10, which indicates the modal broad
subject category into which the citing documents fell. This is admittedly a crude

procedure, but the intention was simply to develop a Gestalt impression of the
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nature of the citing documents, not a detailed subject analysis. The results tend
to support a subject-based interpretation of the groupings revealed by the factor

analysis, clustering and multidimensional scaling procedures.

Figure 8.11: Subject specialties within the information policy domain

Specialty A: Information management in government

Hernon, McClure, Morehead, Morton, Sprehe

Federal information resource management; government publications; depository
libraries; legal deposit; charging and pricing of official information; printing
and dissemination.

Specialty B: Information protectionism

Bortnick, Relyea

Informatiwon policy and national security controls; official secrecy; Congressional
oversight; transborder data flows; international information issues.

Specialty C: Public access to information

Burger, Case, Chartrand, Durrance

Access to government information; public information needs; evaluation of
Federal and State library and information services; social construction of
information technologies.

Specialty D: National & international frameworks

Hill

National and international information policies and strategies; national libraries;
international collaborations and agreements; scientific and technical information.

Specialty E: Scientific & technical information policy

Anthony, Rosenberg

Scientific, technical and medical information policy; research & development;
technology transfer; online information resources in science, technology and
medicine.

Specialty F: Information infrastructure & regulation

Bearman, Cronin, Martyn, Moore, Oppenheim

Information industry and markets; political economy of information;
manpower and training; public-private synergy; copyright and intellectual
property; information law & regulation.

Specialty G: Social implications of ICTs

Flaherty, Katz

Information technology and privacy; data surveillance; freedom of information
and expression; media law and controls.

Most of the authors associated with Government Information in the factor
analysis appear under the main heading of Information Management in
Government. Similarly, the other three factors resolve fairly neatly into the

classification scheme. Taken together with the information about cluster group
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membership (Figure 8.8), this analysis suggested that some finer subdivision of

the Government Information factor might be possible.

After consideration of all the available sources of evidence, including the two-
dimensional ALSCAL plot, the authors were partitioned into seven subject
groupings or ‘schools’. These are shown in Figure 8.11 together with a brief
scope note. The first three groupings: Information Management in Government;
Information Protectionism; and Public Access to Information can be regarded as
sub-sets of a macrocluster defined by the Government Information factor in the
principal components analysis. These groupings are projected onto the ALSCAL
plot in Figure 8.16 (p.185). This shows Michael Hill (National and International
Policy Frameworks) as the most central figure, and arranges the North
American government information specialists to the left and the predominantly
British information industry and infrastructure policy specialists to the right, in
close proximity to the more central scientific and technical information policy
authors. On this basis of this interpretation, the horizontal axis appears to
reveal a polarisation between the State (left) and the broader information
industries (right). The vertical axis is more difficult to interpret given how
sparsely populated the authors are below the origin in the final map. It is
notable that, unlike the other authors, David Flaherty and James Katz come
from outside the LIS tradition (Flaherty is a law professor, Katz a media and
communications policy specialist employed at Bell Communications). It may be
that the x axis marks a boundary with non-LIS research traditions, or possibly
that it distinguishes between conceptual or methodological approachesss.

88 In the early stages of the research, a map of all 34 candidate authors was
created and subsequently rejected since 13 of the authors failed to meet the
threshold criteria (see Figure 8.5). A notable feature of this early map was that
it tended to place non-LIS authors (as defined by institutional affiliation and
propensity to publish in non-LIS journals): Braman, Flaherty, Katz, Irwin and
Sauvant, below the horizontal axis and LIS authors above. This suggests that
the horizontal axis expresses (unidentified) factors which relate to existing
disciplinary perspectives.
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8.7 Validation

The work which has been presented so far suggests that authors in the field of
information policy may be resolved into a smaller number of clans on the basis of
the highly patterned nature of their cocitations. The maps which result from the
analysis of communication artifacts are interesting, but what do they tell us
about the nature of the scholarly community of information policy? White &

McCain remind us that:

“While each person in a cocitation analysis is technically a body of
writings rather than a person, it is evident, when viewing the maps and
clusters, that living authors grouped as intellectually related oeuvres are
often also socially related as persons. Part of the fascination of author
maps lies in seeing such relationships emerge from the automated
processing of citations: repeatedly, authors who are proximate on the map
have not only subject matter and method in common but also collaborative
ties. (Other possibilities are ties of language, period, nation, or ideology).
The maps are thus reminders of the interplay of social and intellectual
structure and speak to questions about it raised by sociologists, such as
Crane and Mullins. This part of cocited author analysis needs more
systematic development” (White & McCain, 1989:148).

These thoughts prompted the idea that it might be possible to validate and even
to extend the interpretation of the author cocitation data by means of a simple
postal questionnaire to the authors involved. The purpose of the questionnaire
was two-fold: firstly to collect information about any existing social and
collaborative ties between authors and, secondly, to see whether the authors
agreed with how they had been allocated to the subject clusters shown in Figure
8.11. The final questionnaire and accompanying documentation are attached as

Appendix F.
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The survey generated considerable interest and a very high response:

Table 8.9: Postal questionnaire: response rate

Questionnaires sent 21
Useable responses 19
Returned, address incorrect 2
Valid response rate (%) 100.0

The questionnaire asked four simple questions. Respondents were asked:

° whether they recognised the names of six other authors in the study and
whether they could (a) put a face to that name, and (b) whether they were

reasonably familiar with the writings of that author

o to tick a series of boxes which represent the existence of some form of
social or collaborative tie (such as maintaining regular correspondence or

working together on a research proposal) with each of the six authors

. to identify which of the six authors they perceived to be their “closest’
intellectual relations and which the “most distant’

. to indicate whether they agreed with their allocation to a subject cluster

The questionnaire was personalised in each case in such a way that the six
authors included were different in each case. The six authors were selected on
the basis of their correlation profiles with the data subject—the three highest
Pearson coefficients and the three lowest (subject to the qualification that at
least one cocitation must be present in each case). The respondents were
presented with the authors in alphabetical order and were not shown the
ALSCAL map, nor any other indication of cocitation structure. Although only 19
questionnaires were available for analysis, each provided data for six author

pairs, a total of 114 pairs in all.
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8.7.1 Recognition

The results of Question 1 are both striking and statistically significant®. Figure
8.12 shows the mean Euclidean distance (taken from the SPSS proximity’s

matrix) for the whole sample and broken down by degree of recognition.

Figure 8.12: Recognition and mean Euclidean distance
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These results appear to support the observation of White & Griffith that “one
wnter, upon seeing the map, said he knew everyone about two-thirds across the
map and then no one” (White & Griffith, 1981: 171).

8.7.2 Social and collaborative ties

The results of Question 2 were also highly significant®. Figure 8.13 overleaf
shows the mean Euclidean distance associated with two subsets: those author

pairs where no social or collaborative ties exist, and those indicating ties of any
kind.

% F=389,df.=3,p<0.001
® F=1588,df =1, p<0.001
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Figure 8.13: Social and collaborative ties and mean Euclidean distance
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One direct implication of these findings is that authors grouped together by the
clustering routines are much more likely to share social and collaborative ties
than those placed further apart. This strongly suggests that the ALSCAL map is
indicative of some form of social as well as cognitive structure. This point is
amplfied in Figure 8.14, a three-way contingency table:

Figure 8.14: Recognition, social ties and proximity

Three closest neighbours Three furthest neighbours
Recognise name? Recognise name?
YES NO YES NO
Any social ties? Any social ties?
YES NO YES NO
49 1 7 6 6 46
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8.7.3 Intellectual distance

In Question 3, respondents were asked whether they could say which three
authors were their closest or most distant “intellectual relations’. This question
proved to be very difficult for many of the respondents—of the 114 author pairs
sampled, 55 “don’t knows’ were returned, chiefly in relation to the *most distant’
category where, often, the names of the authors were unfamiliar. The results

still tend to support the credibility of the ALSCAL mapping.

Figure 8.15: Intellectual distance

DO Allocated authors to
the “correct’ category

 Allocated authors to
the “wrong’ category

8.7.4 Subject clusters

In Question 4, the respondents were given the opportunity to assign themselves
to one of the subject specialties inferred by the present author from the ALSCAL
mapping:

Table 8.10: Subject clusters

n
Agreed with cluster allocation as first choice 11
Agreed with cluster allocation as second choice 4
Chose an adjoining cluster instead 2
Chose a non-adjoining cluster 2
Total 19

183



Chapter 8: Structural bibliometric analysis

On reflection, this question was problematic for a number of reasons. While
roughly half of the respondents agreed with their cluster allocation as their first
choice, one respondent noted that that the specialty areas have considerable
overlap (especially D and E). This view was clearly shared by others who were
frustrated by the constrained choice available to capture what, in many cases,
was a broadly-based portfolio of interests. In several cases, authors allocated
themselves to the broadest and most fundamental category available (D -
National and International Information Policy Frameworks) but then chose

either the ‘right’ category or an adjoining cluster as their second choice.

The respondents’ own views on where they feel they should be located need to be
treated with a great deal of caution, not least because there is no evidence that
the papers which cocited them are in any way representative of their total

published output or current research interests.

8.8 Conclusions

It is contested here that the empirically-derived groupings of authors presented
in Figure 8.16 on the next page offer unique insights into the intellectual and
social structure of the information policy domain. The groupings resulting from
the various multivariate analyses were shown to be highly consistent both with
one another and with an independent analysis of the subject content of the citing
articles. The results have face value and considerable intuitive appeal. This is
consistent with the basic premise of author cocitation studies that the results
draw upon the collective citation practices of a potentially very large population

of citing authors.
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Figure 8.16 Final ACA interpretation
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Despite these remarks, this study is limited in a number of respects, some of
which are integral to the author cocitation methodology itself. The sins of
omission and commission which may impact on the selection of authors to study
have already been mentioned. McCain (1990) argues that if a final map is to be
truly representative it is important to identify authors whose work is not found
in the standard texts and reviews—these authors are “likely to represent newly
prominent or non-traditional approaches to the subject matter ... social science
areas with strong political factions or schools of thought may be particularly
problematic® (McCain, 1990:434). There is certainly a danger that in their
search for “objective’ criteria for selecting authors, cocitation researchers will
tend towards a rather conservative view of the field of studies being considered.
This is likely to be reinforced by practical considerations—the need to identify
authors who are highly cited and who have already established their

reputations. Another practical consideration in author cocitation work is the
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almost axiomatic choice of ISI databases as the data source: this means that
scope i8 circumscribed entirely by ISI editorial policy. As a result, “ACA can be
nothing but biased in favour of Anglo-American research” (Kirki, 1996).

One serious limitation of the present study is the relatively small number of
authors appearing in the final mapping—many published studies have typically
included 35 or more authors. This may account for the very sparsely populated
lower quadrants of the ALSCAL plot (alternatively, the authors selected may not
be truly representative of the field). There was a very clear trade-off in this case
between increasing the number of authors (thus generating maps at higher
levels of resolution) while maintaining a high degree of data integrity and
stability. The threshold criteria (based on the work of White & Griffith, 1982)
which were used to screen information policy authors for inclusion in the study
proved to be very stringent in the context of a literature with comparatively low
rates of cocitation. McCain (1990) suggests that studies based on mean
cocitation rates as low as four may still yield prima facie acceptable results,

however.

Another related problem stems from the extended time-frame of the present
study, covering the period 1972-January 1997 (although roughly 60 per cent of
the citing documents retrieved were published after 1988). Most cocitation
studies have a more restricted time-frame, typically four or five years—this
would however have been impracticable given the low rates of cocitation in the
information policy literature. Ideally, if higher rates of cocitation had been
encountered, the present study would have attempted to generate a longitudinal
series of maps showing how the relations between authors had changed over
time. The fact remains that the stability of the data in the present study over
time is unknown and therefore a cause for concern. The longer the career of a

given author, the more likely it is that his or her interests may have shifted.

The ambiguous meaning of cocitation data and the possible distortions
introduced by idiosyncratic or erratic citation practice have already been touched
upon. At the level of an individual citing author, this is a valid criticism;

however, author cocitation analysis operates at the level of a population of citing
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authors (181 in the case of the present study) and so the credibility of the
technique®! must be judged at the level of citation practices across the field as a

whole.

In conclusion, ‘Is information policy is a single coherent field of study’. The
evidence presented in this Chapter would suggest ‘probably not. The high
degree of independence of the factors identified in the principal components
analysis suggests that information policy scholarship is not (yet?) contributing to
a coherent body of knowledge, although some weak co-dependence was
demonstrated between two of the factors involved (Scientific and Technical
Information Policy and Information Infrastructure Policy). The apparently low
rates of cocitation observed in this study are low only in relation to published
author cocitation studies, raising the question of whether the networks of
cocitation in the information policy area really are attenuated or whether
previous workers have selectively focused on ‘richer’ sources of such data. On
the other hand, the high levels of observed connectedness between the authors,
mostly over 70 per cent and the incidence of highly positive and significant
correlation profiles suggests that the cocitation data is highly structured and the
resulung maps not merely an artifact of the (admittedly elaborate) data
preparation and analytical techniques used.

The evidence here strongly supports the notion that there are two major schools
of information policy scholarship, the contours of which are determined by
political and legislative factors: one, a US school, responding to the policy issues
flowing from a very highly developed government information infrastructures?,
the other a predominantly British school with a broader set of concerns in the

political economy of information.

6! See, for example, Edge (1977) who argues that citation is a ‘relatively trivial behaviour’
and that cocaitation studies tend to accumulate and average and thus ‘destroy’ the rich
evidence provided by individual variations.

6 Consider, for example, the American culture of openness and its highly developed
public information policy environment (the First Amendment; ‘Government in the
Sunshine’ and Freedom of Information legislation; Paperwork Reduction Act, and so on),
and the acvities of the Office of Management & Budget (OMB) and the Office for
Technology Assessment (OTA) in the information sector. It would be difficult to draw
parallels with the UK in any of these areas.

187



Chapter 9: Content analysis

Chapter 9: Content analysis

“Read not to contradict and confute, nor to believe and take
for granted, nor to find talk and discourse, but to weigh and

consider’s?

9.1 Introduction

So far, the analysis of the document test collection has been based on elements
which were either already present in the records downloaded from the Social
Science Citation Index, or on elements which could be derived with little
intellectual effort. The content analysis reported here extends that earlier work
by investigating the distribution of various indicators of content. These
indicators are qualitative and judgmental. They codify such factors as the
information policy topics under investigation; the aims, scope and intentions of
published articles; the research strategies and methods employed; and the
nature of corporate authorship. The content analysis variables used here are
listed below as Figure 9.1:

Figure 8.1: Content analysis variables

ACAD Academic or practitioner

AIMS Main objective of article

FOCS Analytical focus

INS2 Narrow author status

INTN Intent of article

MTHD Research method

ROWL Information policy research strategies
SBJC Subject analysis of article

SCAL Information policy scale

ScorP Scope of article

STGE Stage in policy life-cycle

TYPE Research-based or opinion article

Content analysis shares many of the characteristics positively associated with

bibliometrics, in that it is (a) unobtrusive; (b) easily replicable; and (c) permits

63 Francis Bacon, Essayes: 50—Of Studies (1597).
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the analysis of large volumes of qualitative data. Somewhat surprisingly,
content analysis does not appear to have been widely used as a tool in
bibliometric studies®, despite its potential for illuminating important aspects of

communication (e.g. meaning) which tend to be neglected within the more

abstract framework of bibliometricss.

Content analysis is a broad term that has come mean different things to
different researchers®. Sheppard & Bawden (1997) point out that content
analysis embraces a variety of techniques and approaches, emphasising
qualitative as well as quantitative analysis, and the inclusion of latent as well as
manifest content. Essentially, content analysis is a type of textual analysis, the
aim being to identify meaning buried in the text. Content analysis has been

defined as:

‘a research technique for the objective, systematic, and quantitative
description of the manifest content of communication” (Berelson, 1952:18).

The approach adopted in this study is purely quantitative: units of analysis
(individual articles) are enumerated in terms of their frequency of occurrence,
disaggregated according to their membership of the categories shown in Figure
9.1. The decision to use individual full text articles as the unit of analysis meant
that rough justice had to be applied in some cases since papers could only be
assigned to a single exclusive category. Given the nature of the categories
involved, many of which refer to rather abstract notions of underlying strategies
and motivations, subjective judgements were required to infer meaning that was
in many cases latent rather than explicit. Only papers which were judged to be
research-based were included in this part of the study.

84 See, however, Cronin and others (1997) who incorporate content analysis in an
excellent study of the womens’ studies literature.

6 Pierce offers some interesting thoughts on content analysis and bibliometrics and
argues that the two techniques may be much more closely related than has been
generally recognised (Pierce, 1990).

8 The reader is directed to Krippendorff (1980) for a comprehensive text on content
analysis, dealing with both its theoretical and practical aspects.
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Because of the subjective nature of the way that articles were assigned to
categories, a number of safeguards were taken to try to ensure a reasonable level
of stability in recording the data. In all cases, the original full-text article was
consulted since it was often impossible to infer sufficient meaning from the
author abstracts supplied by ISI. Data recording took place over a concentrated
two-week period in February 1997. Three months later, fifty articles were
selected at random and recoded for each of the 12 categories in the content
analysis frame—but without consulting the coding decisions that had been made
earlier. When compared with the first attempt at coding, a high degree of
stability was obtained—the two coding exercises agreed on 574/600 (95.7 per
cent) of occasions. The most problematic assignments were to the categories
which represented the scope (SCOP) and intent (INTN) of the articles, which
were also those variables where it was least usual to find a manifest expression

in the text.

9.2 Information policy topics

This section considers how information policy topics are distributed across the
test collection as a whole and then explores the influence of author region®’,
journal category, and time span on this distribution. Figure 9.2 shows that the
bibliography items as a whole are fairly evenly spread across the broad headings

of the subject nomenclature:

Figure 9.2: Broad subject headings (n = 771)

l ] General articles

Information

- ! infrastructure
( Government

information
r 1 Info access and

control
Info industry
- ] regulation
0 20 40 60 80
frequency

67 *Author region’ reflects the geographic location of the first named author, as indicated
by his/her corporate address.
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Bivariate analyses show, however, that there are some striking differences in the
ways that broad subject headings are distributed. Table 9.1, for instance, shows

a statistically significant relationship between broad subject and author region:

Table 9.1: Cross-tabulation: broad subject by author region

General Infra- Government Access & Industry
articles structure  information control regulation
North America 65 111 104 197 85
-3.7 -4.0 5.0 4.7 -2.4
European Union 37 47 4 24 37
4.0 2.6 -4.6 -4.2 2.5
Other OECD 6 7 1 12 6
0.7 0.2 -1.9 0.9 0.2
Developing countries 3 16 4 1 s
-0.6 4.3 -0.1 -3.1 -0.4

The dat.a 1n Table 9.1 are frequencies (normal text) and standard residuals®® (in
bold italics). The null hypothesis, Ho, that broad subject and author region are
independent, must be firmly rejected®. Initial examination of Table 9.1 shows
that the topic headings ‘Government Information’ and ‘Information Access and
Control’ are more heavily represented in the writings of North American authors
than would be expected if broad subject and author region were independent.
Similarly, it reveals a propensity among European authors to write general
articles and papers on information infrastructure topics. A less formal mapping
of the two variables is presented as Figure 9.3 overleaf using a graphical
technique known as correspondence analysis (ANACOR).

68 ‘Residuals’ are an expression of the difference between observed and expected
frequencies. In order to make the table easier to interpret, residual values are presented
here using an estimate of their standard error, expressed in standard deviation units
above or below the mean. A positive value indicates that there are more cases in a cell
than there would be if the row and column variables were independent.

69 Chi-square = 87.1, d f. = 12, p < 0.001; Cramer’s V = 0.19, p < 0.001
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Figure 9.3: ANACOR: broad subject by author region
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Throughout this Chapter, use is made of correspondence analysis as a
complementary technique to formal non-parametric tests such as Chi-square and
Cramers’ V. Correspondence analysis computes row and column scores from the
contingency table and then generates plots based on the joint scores. It then
represents the relationship between two nominal variables as a scatter diagram
(as in Figure 9.3). It is a particularly useful tool for visualising the nature of
bivariate relationships in cases where more than two categories are involved and

where there is supporting evidence that the two variables are not independent.

Nagpaul & Sharma, in a valuable technical paper, argue that correspondence
analysis allows the user to construct typologies which are “useful for further
discussion, research and pedagogy” (Nagpaul & Sharma, 1995:265). They offer
some useful keys for interpreting the resulting scatter diagrams:
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1. The centre of gravity located at the origin of the axes corresponds to the
average profiles of both sets of points (i.e. broad subject and author region
in Figure 9.3). Elements closest to the centre show little differentiation
with respect to the second variable; thus it can be seen that the subject
profile of North American authors is much closer to the average than is

the profile of writers in the developing countries.

2. The smaller the distance between two categories of the same variable, the
closer their profile with respect to the second variable. The regional
profiles of *General Articles’ and ‘Information Industry Regulation’ are
thus seen to be more similar than, say, ‘Information Industry Regulation’

and ‘Government Information’.

3. The smaller the distance between two categories from different variables,
the more intense their interrelationship; conversely elements which are
far apart may be assumed to be more or less independent: as in the case,

say, of ‘Information Industry Regulation’ and “Developing Countries’.

It is worth pointing out that such inferences should only be drawn where the
ANACOR mapping accounts for a high proportion of the total variance™.

The results above show that there is a significant relationship between broad
subject and author region, with European authors tending to write more general
articles and more papers on information infrastructure issues than might have
been expected, while North American writings appear to be more concerned with
issues concerning the exploitation and control of access to government
information. This finding parallels the results of the author cocitation analysis
(Chapter 8) which also concluded that the subject profiles of the North American
and European authors included in the study were highly differentiated. The
relatively low numbers of papers from authors in other OECD and developing
countries suggest that further attempts at interpretation would be unwise.

™ The two-dimensional mapping in Figure 9.3 accounts for 98.3% of the total variance on
two factonal axes, x (79.0%) and y (19.3%).
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Not surprisingly, the distribution of broad subject headings also exhibits a

statistically significant relationship with ISI journal category. This finding

accords with the results of the discriminant analysis carried out earlier (Table

7.4, p.134) which showed that journal category was a good predictor of Ward

cluster membership.

Table 9.2 and Figure 9.4 show that broad information policy subject headings are

distributed asymmetrically across ISI journal categories:

Table 9.2: Cross-tabulation: broad subject by journal category™

General
articles
LIS 93
3.4
Media studies 4
0.1
Law 2
-3.6
Political sciences 4
-1.9
Social sciences s

0.3

Infra-
structure

147
3.8
8
0.9
2
-5.1
10
-1.5
14
0.8

Gov'mnt Access & Industry
_information control regulation

100 110 90

4.6 -9.2 -0.5

1 7 6

-1.6 -0.4 0.3

3 79 6

-3.3 22 -2.8

8 28 13

-0.5 2.5 0.8

1 10 17

-2.6 -1.6 3.3

71 Chi-square = 193.0, d.f. = 16, p < 0.001; Cramer’s V = 0.25, p < 0.001
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Figure 9.4: ANACOR: broad subject by journal category”
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On the evidence of these findings, some interesting preliminary conclusions
emerge about the collective decisions of information policy authors regarding
where they publish. LIS journal titles tend to carry more articles of a general
nature and more papers on government information and information
infrastructure issues than would be expected if journal category and broad
subject heading were independent variables. Papers on information access and
control tend to be written for law or political science journals, and articles on
information industry regulation for media studies titles. In terms of its distance
from the origin of the two axes, the LIS journal category exhibits less
differentiation in broad subject terms than any other journal category, except
possibly political science. Law titles and social science journals are the most
strongly differentiated categories by subject. This finding needs to be
moderated, however, by the relatively high frequencies associated with the LIS
journal category; a factor which will tend to push LIS towards the centre of

gravity of the map.

2 This two-dimensional mapping accounts for 98.6% of the total variance on two factorial
axes, x (88.3%) and y (10.3%).
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Table 9.3: Cross-tabulation: narrow subject by journal category’

Media Political Social
LIS  studies Law sciences  sciences
General articles
Theoretical papers 33 4 1 1 7
0.3 2.1 -2.1 -1.5 2.5
National information policy 60 0 1 3 1
4.1 -1.6 -2.7 -1.1 -1.7
Information infrastructure
Scientific information policy 29 0 0 4 2
1. 7 "I.J .2.2 o. 7 '-002
National and public libraries 49 0 0 1 0
4.5 -1.4 -2.7 -1.6 -1.9
Telecommunications policy 52 8 2 2 4
1.2 4.0 -2.4 -1.6 -0.2
Info technology policies 17 0 0 3 8
-1.1 -1.0 -2.0 0.5 4.8
Government information
Information acquisition 12 0 0 0 0
2.3 -0.7 -1.3 -1.0 -0.9
IRM policy and practice 40 0 1 7 0
2.1 -1.3 -2 1.7 -1.9
Dissemination policies 48 1 2 1 1
3.4 -0.6 -1.9 -1.7 -1.4
Information access and control
Freedom of information 49 3 54 16 5
-8.5 -0.7 11.6 2.0 -1.3
Confidentiality and privacy 23 3 17 6 4
-4.4 1.0 4.7 0.9 0.3
National security 38 1 S 6 1
0-.’ -o-c o. 7 9‘8 -10‘
Information industry regulation
Standards and protocols 4 0 0 1 1
“0-2 -oos ‘0.’ 058 1.0
Copyright and IPRs 14 4 4 2 6
-2.9 3.1 0.2 -0.3 3.1
Industry / market regulation 40 1 0 1 1
3.4 -0.4 -2.5 -1.4 -1.1
I'rade in information services 15 1 2 6 6
2.4 0.0 -0.9 2.4 3.1
Public-private synergy 17 0 0 3 3
0.4 '0-9 -1.8 o" 1.3

The distribution of narrow subject headings by journal category shown above as
Table 9.3, while not statistically significant, tends to support the conclusion that
there are differences in the kinds of information policy papers accepted for
publication by different types of journal. The differences in profile between LIS

journals and titles in law or the social sciences are once again rather striking.

3 Chi-square = 337.8, d.f. = 64, p < 0.001 (NB 65% of cells have an expected frequency of
less than 5, 80 1t 18 not advisable to reject Ho); Cramer’s V = 0.33, p < 0.001
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Finally, a significant relationship between broad subject and age of publication is
evident (Table 9.4). The division of the test collection into two time epans: 1972-
1985 and 1986-1997 is arbitrary although it does permit some broad conclusions
to be made in relation to a seminal paper by Trauth (1986), one of the very few

papers to consider the nature of the information policy literature.

Table 8.4: Cross-tabulation: broad subject by time span?

General Infra-structure Government Access & Industry

articles ____information control regulation
Before 1986 26 35 15 122 21
-1.3 -3.1 -3.9 8.6 -3.5
1986 forward 85 146 98 112 111
1.3 3.1 2.9 -9.6 3.5

Table 9.4 shows that the distribution of broad topics covered in the information
policy senals lhiterature has undergone a major shift since 1985; the biggest
change being a significant drop in the proportion of published papers dealing
with information access and control issues. A similar conclusion was drawn
earlier (Figure 7.3, p.140) when a clustering of the document test collection
isolated a sharply-defined cluster of legal practitioners and academics writing
almost exclusively on freedom of information, confidentiality and privacy issues
arising out of topical policy events in the USA. More recent (1986-) papers
represented in the document test collection are more likely to cover information
infrastructure, information industry regulation or government information

1ssues than earlier (pre-1986) papers.

9.3 Research methods

Figure 9.5: Research and opinion articles (n = 771)

B Research-based articles

0O Opinion papers

"4 Chi-square = 96.3, d.£. = 4, p < 0.001; Cramer’s V = 0.35, p < 0.001
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Following the approach adopted by Peritz (1980), a distinction was made
between papers which exhibit “systematic method with the purpose of eliciting
new facts, concepts or ideas” (i.e. those that are research-based) and those where
no systematic method is evident (opinion papers). Figure 9.5 above shows that
the bibliography is more or less equally divided into the two kinds of paper?.

The most frequent research methods represented in the document test collection
(Figure 9.6) are reviews of the literature (28.3 per cent), conceptual research
strategies (19.7 per cent), case studies (14.1 per cent) and historical methods
(12.8 per cent):

Figure 9.6: Research method (n = 290)

L } Histoncal methods

L ] Comparative studies
L ] Survey methods
L ] Case studies
[ Secondarydua
analysis
techniques
L ] Literature reviews
L ] Conceptual
0 20 40 60 80 100
frequency

In an earlier stage of this doctoral research, Rowlands identified and described
five broad methodological strands that were evident from a review of information
policy publications and suggested that “issues and options’ was the most common

research strategy (Rowlands, 1996).

" This finding is almost identical with Holowaty's analysis of 39 core library and
information science journals (published in 1995) which found that 54 per cent were
research articles and 46 per cent non-research (Holowaty, 1996).
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Figure 9.7: Information policy research strategies (n = 284)
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Figure 9.7 confirms this intuition, at least in relation to the research papers
represented in the experimental bibliography.

Figure 9.8: ANACOR: research strategy by journal category?
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The pattern of distribution of Rowlands’ research strategies by journal category
(Figure 9.8) opens up some interesting lines of speculation. Despite the values
for chi-squared obtained™, it is not possible to accept or reject the null hypothesis

that the two variables are independent with full confidence, since more than half

76 This two-dimensional mapping accounts for 97.8% of the total variance on two factorial

axes, x (75.9%) and y (21.9%).
17 Chi-square = 51.2, d.f. = 16, p < 0.001; Cramer’s V= 0.38, p < 0.001
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the cells (56 per cent) have an expected frequency of less than five. However, for
what it is worth, the correspondence analysis may suggest that research papers
in LIS journals are more likely to be grounded in classification, case studies and
‘issues and options’ than are the papers in other literatures. There is also,
perhaps, an indication that the legal information policy literature may be quite
strongly differentiated from the LIS journals in terms of the kinds of research
strategies employed.

9.4 Aims, scope and intent of research

This section explores the stated aims, scope and intention of the research-based
papers (only) in the document test collection, drawing on some of the conceptual
frameworks presented in Chapter 4. The objective is to characterise the
Literature not by content, or research method, but by the analytical style and
perspectives adopted by the authors. A subsidiary objective is to provide
empirical evidence to substantiate or refute various claims that are commonly
asserted in the literature—such as the purportedly highly national focus of much
information policy research (Hill, 1995); the mis-alignment between research
and the practical needs of policy-makers (Trauth, 1986; Strachan & Rowlands,
1997); and the paucity of research which evaluates the outcomes of information
policy (Burger, 1993; Rowlands, 1997).

Defining the scope and extent of information policy is a widely acknowledged
problem. Kristiansson (1996), like many other writers, draws a fundamental
distinction between information policy issues according to the scale or level at
which these issues should most appropriately be handled ranging from the global
to the regional or sectoral:

200



Chapter 9: Content analysis

Figure 9.9: Information policy scale (n = 771)
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Figure 9.9 shows that the most frequent focus of articles in the test collection is
on issues and policies at the national level. Relatively few papers engage with
issues or events at either extreme of the spectrum: globally or sub-nationally.
This appears to be a structural feature of the information policy test collection—
no significant change in the distribution of articles by scale is evident over time,
by author region or broad subject heading.

Figure 8.10: Main objective of article (n = 287)

Clarifyi
L J problem
| ] Screemng
alternatives
—
environment
— e
impacts
i
alternatives
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frequency

If much information policy research is oriented to national concerns and issues,
can it also be that it is aligned to the needs of politicians and other policy-
makers? A recent and much-debated theme in the general policy science

literature focuses on the interface between the ‘two communities’ of policy
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researchers and policy-makers. Quade (1976) has developed a five-point
typology which locates the role of the analyst in relation to the needs of policy-
makers: this forms the basis for the data presented in Figure 9.10 on the
previous page. In Quade’s scheme, a spectrum of engagement with the real
world of policy-making is implied: ‘Clarifying the problem’ being the mode of
analysis which is closest to the world of academic research, ‘Ranking policy
alternatives’ closest to the immediate needs of policy-makers. The findings
presented above suggest that the perspective adopted in the majority of research
articles is one of seeking clarification and understanding rather than offering
specific policy proposals and recommendations. This is not to imply, of course,
that such work has no influence on policy-making, merely that any effect is
likely to be conceptual rather than instrumental.

Gordon, Lewis & Young (1977) offer an alternative framework for understanding
the underlying motivations of policy researchers. This draws a fundamental
distanction between policy studies and policy analysis. Policy studies are studies
of policy; they are motivated by curiosity rather than any explicit intention to
shape the course of events. Policy studies embrace such activities as
understanding the factors which determine policy, analyses of policy content,
and policy monitoring and evaluation activities. In contrast, policy analysis
actively seeks to influence the policy agenda; it is research for policy and is an

integral part of the lobbying and influencing process.

Figure 9.11: Analytical focus (n = 286)
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The results presented in Figure 9.11 show that the articles in the document test
collection tends towards the policy studies approach (55.9 per cent) rather than
policy analysis (44.1 per cent). It is doubtful whether this finding could be
generalised to the information policy research community at large; by its very
nature, much policy analysis is proprietary, confidential and highly time-
sensitive. Publication may be to a very restricted audience and take the form of
informal materials rather than the serials literature.

One of the very few authors to tackle the nature and motivations behind
information policy research is Trauth (1986). Trauth developed a highly
generalised description of the information policy literature, locating studies in a
two-dimensional matrix according to their scope (vertical axis) and intent

(horizontal axis).

Figure 9.12: Scope and intent: changes since 1985 (n = 289)

integrative

71Q) 17(2)

prescriptive descriptive

11(1) 142 (42)

particular

Trauth concluded in 1986 that most published information policy research was
located in the bottom right quadrant of her model (i.e. particular and
descriptive). She argued that there was a gap in the top left-hand quadrant; for
studies which were both highly integrative and focused on the immediate needs

of policy-makers. Test collection research papers are allocated to each of
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Trauth's quadrants in Figure 9.12; in each case, the first number indicates the
frequency of papers published in 1986 forward, while the number in brackets
shows those papers published before 1986. The findings offer empirical evidence
which tends to support Trauth’s original claims; certainly the majority of studies
at this time were located bottom right and, in the period since 1985, there does
indeed appear to have been a substantial shift in favour of the top right-hand
quadrant as she had hoped.

Another important dimension of information policy research is its temporal
aspect; the stage of the policy cycle which is under investigation. The majority of
research papers in the test collection appear to focus on the earlier stages of
policy planning and design, rather than on the subsequent implementation or

evaluation of existing policies (Figure 9.13).

Figure 9.13: Stage in policy cycle (n = 277)
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Interest in policy design issues appears to be intensifying (Table 9.5 overleaf),
possibly as a direct result of developments in the information infrastructure and
the recent emergence of explicit Information Society policies (Oppenheim, 1996;
Moore, 1997).
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Table 9.5: Cross-tabulation: policy stage by time span?®

Design Implementation Evaluation Multi-stage

Before 1986 11 12 14 10
~3.4 2.4 2.2 0.0

1986 forward 116 28 37 49
3.4 -2.4 2.2 0.0

9.5 Patterns of authorship

Information policy research and scholarship is by no means the exclusive
preserve of academics in traditional university settings. Figure 9.14 shows the
distnbution of first-named authors according to whether their corporate address
is an institute of higher education (academic’) or another type of institution
(Cpractitioner’):

Figure 9.14: Author status (n = 747)

O Academics

Practitioners

Not surprisingly, a rather different pattern emerges if research-based papers
only are considered: academics are responsible for 60 per cent of these, although
it should be pointed out that non-academics still make a significant contribution
to the bibliography, with a total of 114 research papers.

Author status shows an interesting pattern of distribution across ISI journal
categories, as can be seen in Table 9.6 and Figure 9.15 on the next page:

8 Chi-square = 16.1, d.f. = 3, p < 0.005; Cramer's V = 0.24, p < 0.005
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Table 9.6: Cross-tabulation: author status by journal category”™

Academics Practitioners

LIS 207 326
-5.4 5.4

Media studies 18 8
2.5 -2.5

Law 43 36
1.8 -1.8

Political sciences 36 24
2.4 -2.4

Social sciences 33 16
3.2 -3.2

Figure 8.15: ANACOR: author status by journal category
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™ Chi-square = 32.9, d.f. = 6, p < 0.001; Cramer’s V = 0.21, p < 0.001
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Information policy authors publishing in LIS journal titles are much more likely
to be based outside universities than authors publishing in any of the other
journal categories. Media studies and social science journals are the most

unlikely to include articles by practitioners.

Another interesting finding is presented below as Table 9.7. This shows that the
balance of academics to practitioners has altered markedly over time, with a
significant recent shift in favour of academic authorship. It is noted here that
age of publication was also found to be an important discriminant factor in
predicting Ward cluster membership in Chapter 7 (see Table 7.7, p.138).

Table 9.7: Author status by time span®

Before 1986 1986 forward

\cademics 72 265
-3.4 2.4

Practitioners 265 276
3.4 -3.4

The final results presented in this Chapter indicate a significant and meaningful
relationship between corporate author status and broad subject heading (Figure
9.16 overleaf).

% Chi-square = 14.3, d.f. = 1, p < 0.01; Cramers V = 0.14, p < 0.01
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Figure 9.16: ANACOR: corporate author status by broad subject®!s2
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The subject profiles of the university authors (dominated by LIS schools) and
hbrary professionals are remarkably similar, both to one another and to the
average for all corporate authors. Authors in these two sectors tend to be
associated with general articles and papers on information infrastructure issues.
Papers by authors located in the information industry exhibit the most atypical
subject profile, with a propensity to write on information access and control
issues (standard residual, r = 2.4) and regulatory matters (r = 1.8).
Unsurprisingly, authors in government agencies tend to be associated with
papers on government information issues (r = 3.7) and pressure groups with

information access and control (r = 2.3).

8! Chi-square = 49.5, d.f. = 16, p < 0.01; Cramers V= 0.13, p < 0.01
8 This two-dimensional mapping accounts for 89.6% of the total variance on two factorial
axes, x (54.4%) and y (35.1%).
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Chapter 10: Conclusions
Chapter 10: Conclusions

“In research the horizon recedes as we advance’?

10.1 Limitations of the study

The research findings arising from this study are inevitably provisional and
require careful qualification. The limitations, some more serious than others,
derive both from the nature of the test collection and the experimental design.
The most obvious limitation of the work presented here stems from the decision
to build the test collection from a single data source—the Social Science Citation
Index. This decision was justified earlier (p.74), largely on the grounds of
practicality and expediency. However, as already noted, one of the recurrent
cniticisms of bibliometric studies based on ISI data is that they are influenced by
opaque editorial policies and decision-making processes internal to ISI. This
raises 1ssues which have been widely rehearsed in the bibliometric literature:
there 18 certainly evidence, for example, that ISI citation indexes are biased in
favour of the Anglo-American research literature (see, for example, Karki, 1997).
In a study which covers such an extended time period as the current one (1972-
1996), doubts must also be raised about the stability (or, more likely, the
instability) of ISI editorial policy over time. This source of uncertainty, which
has not been investigated, raises serious concerns about the validity of any

conclusions based on longitudinal analysis of the test collection.

Another factor which may have distorted the test collection is the responsibility
of the author rather than ISI editorial staff. This concerns the effectiveness of
the search strategies and relevance judgements used to identify and screen
articles for inclusion in the experimental bibliography. The literature review
identified concerns in the information policy research community regarding the
field's poorly developed epistemological foundations and its sometimes confusing
terminology (see Browne, 1997a, for an exposition of the problem). This,

8 Mark Pattison, Isaac Casaubon (1875), Chapter 10.

209



Chapter 10: Conclusions

together with the highly pervasive nature of information policies (Braman,
1990), means that the subject nomenclature from which search terms were
extracted may be an idiosyncratic invention of the author. It is hoped that the
test collection is at least broadly representative of the field of information policy,
but this issue is unresolved and hardly trivial. The very limited bibliometric
evidence available (see research finding 1 below), suggests that the test
collection may be reasonably comprehensive, but this, even if it were to be
confirmed, scarcely addresses the problem noted above. Coleman (1993) argues
that from a document retrieval point of view, bibliometric studies of what he
calls “word specialties' are acutely problematic, especially in terms of the levels
of recall that can reasonably be expected. These issues are compounded by ISI's
understandable reluctance to provide a common indexing platform or thesaurus
tools—SSCI records only contain index terms and descriptors where these are
provided by the author. No system of broad subject headings is applied, with the
exception of proprietary journal categories—however, the unit of analysis here is
the whole journal, not the individual articles which comprise them, a common
source of confusion in bibliometric studies. The limitations of the author
cocitation study were aired in the conclusions to Chapter 8. The main issue here
stemmed from the relatively low rates of cocitation encountered in the test
collection as compared with the literatures typically selected for published
investigation. Another problem with the author cocitation methodology, and one
which limits its utility as a tool in science policy, stems from its reliance on
highly cocited authors—who, almost by definition are already well-established,
and this tends to present a conservative, backward-looking picture of the field

under investigation.

Webb and others (1966) discuss two fundamental weaknesses in quantitative
social research which are relevant to the work presented here: problems of
internal and external validity. Both are a function of uncertainty. A study with
high internal validity is one that would be able to explain observed differences
within a sample with ease—the associated level of uncertainty would be low
since most factors influencing the study had been fully taken care of. Naturally,
studies of this kind are rare and most research wrestles as best it can with a

degree of uncertainty. At many points in this thesis, apparently significant
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bibliometric findings have been presented for which it has proved almost
impossible to find a convincing and adequate interpretation. Wherever possible
throughout the text, effort has been made to try to contextualise the bibliometric
findings by reference to studies of other literatures. These comparisons should
be read with considerable caution: King (1987) notes that there is a lack of
commonly agreed guidelines or accepted standards for bibliometric research and

argues, therefore, that there are few, if any, field-independent indicators in the

hiterature.

The other set of problems in quantitative social research relates to poor external
validity—an inability to generalise any observed differences within the sample to
other samples. It has been difficult to resist the temptation to draw conclusions
from this study without at least implying that they may be generalisable to the
information policy research community as a whole. A major constraint on
making any such claims arises from the study's self-imposed exclusive focus on
the senals hterature—to the author's knowledge, no specific work has been done
on the information-seeking or communication behaviour of the information policy
research commumty. Such work, were it to be done, would provide an essential
context for this study in terms of the significance attached to the serials
Literature as a mechanism for scholarly communication. Monographs were not
considered in this thesis, neither were other less formal modes of communication
such as dissertations and theses, commissioned reports, submissions to
legislative bodies, articles in less prestigious, non-refereed journals and so on. It
is therefore dubious that the findings of this thesis can be generalised to the
serials literature as a whole, let alone to the international community of

information policy scholars.
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10.2 Summary research findings

This section brings together the principal research findings from Chapters 6-9 in

summary form:

1—The test collection is reasonably comprehensive?

The bibliography appears to be reasonably comprehensive—at least in so far as
the journal productivity bibliograph (Fig.6.16, p.104) fails to show any indication
of a Groos droop.

2—Documentary scatter is relatively low

Compared with published studies of other literatures, the information policy test
collection appears to be relatively highly clustered, as measured by Brookes'
clustering index (Ch.6, footnote 32, p.108) or by Coleman's article/journal density
ratio (Tab.6.14, p.123). In other words, the test collection shows a relatively low
degree of documentary scatter, rather less than might have been anticipated of a
loosely-defined “word specialty’.

8 Incomplete bibhographies may be expected, from first principles, to show a deviation
from lLneanty—the so-called Groos or terminal droop effect. At such a point, the
bibhiograph begins to flatten out as the number of new articles yielded falls. This
phenomenon 18 usually interpreted as being due to the bibliographer missing relevant
Journal titles (1n fact, missing productive non-singleton journals). No such effect can be
seen 1n the experimental bibhograph (see Fig.6.16, p. 104) but this, by itself, is hardly
conclusive proof that the bibliography is relatively complete.

The Bibliometrics Toolbox contains a routine for estimating the theoretical size of a
hterature—subject bibhographies are rarely, if ever, complete—based on a mathematical
model developed by Egghe (1990). Egghe claims that it is possible to use this model even
1n cases where a Groos droop is not evident:

Egghe’s estimate of Rowlands’
the theoretical size information policy
of the literature bibliography Difference
Articles 846 P 75
Serial titles 249 181 68

These results suggest that the information policy bibliography is reasonably
comprehensive: the differences between Egghe’s predictions for the number of articles
and serial titles are relatively small. More significantly, the ratio of ‘missing’ articles to
‘missing’ journals (1.10) suggests that any incompleteness in the bibliography is due to a
failure to recover singleton rather than highly productive journal titles. This may explain
why no terminal droop was observed in the bibliograph.
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8—Signs of natural structure in the test collection

The results of the hierarchical cluster analysis (Ch. 7) strongly suggest that the
test collection is characterised by an underlying, non-random, structure (it is
possible to predict Ward cluster membership with 87 per cent probability on the
basis of five discriminant factors: immediacy; nationality; journal category;
author productivity; and age of article—Tab.7.4, p.134). The test collection is
thus probably best regarded as a series of up to six (possibly incomplete) joint

bibliographies sharing common journals but not common papers.
4—The test collection has a strongly anglophone bias

The bibliography comprises articles almost exclusively in the English-language
(Fig.6.2, p.88) and production is dominated by US authors (Fig.6.3, p.89) and
institutions (Fig.6.19, p.117).

5—Information policy is a hot growth topic

The pattern of growth in the test collection (Fig.6.7, p.92) suggests that the
information policy serials literature is doubling in volume roughly every six
years. Article production in the test collection exhibits a faster rate of growth
than the general social sciences literature from which it was drawn (Fig.6.8,
p.92). The North American component of the test collection has grown at a
consistently faster rate than any other regional grouping (Fig.6.4, p.90).

6—Information policy is most heavily represented in LIS journals

The test collection articles are drawn predominantly from library and
information science journal titles (Fig.6.5, p.90). The journals in the core
Bradford zones are mainly LIS titles, while the outer (scatter') zones tend to
draw more heavily on non-LIS titles (Tab.6.5, p.110) However, none of the
Bradford core journals were judged to be specific to the field of information

policy.
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7—Broad topics are unevenly distributed across the test collection

The distribution of information policy topics across the test collection was found
to be highly assymetric in the content analysis study. Broad subject headings
are strongly associated with author region (Tab.9.1, p.191; Fig.9.3, p.192) and
with ISI journal category—the subject profiles of library and information science
journals being strongly differentiated from titles in law and the social sciences
(Tab.9.2, p.194; Fig.9.4, p.195). These findings parallel those of the hierarchical
cluster analysis (Tab.7.6, p.137) and the author cocitation studies (Ch.8). The
subject profile of the test collection has altered significantly since 1985, shifting
from an emphasis on information access and control issues to government

information, information infrastructure, and regulatory issues (Tab.9.4, p.197).
8—Academics/ library professionals adopt the widest viewpoint

Of all author groups, academics and library professionals exhibit the broadest-
based subject profiles. These are strongly differentiated from writers attached to
government, the information industry or pressure groups, whose interests are

more specialised (Fig.9.16, p.208).
9—Practitioners play a major role in information policy scholarship

The majority of articles in the test collection are written by practitioners rather
than by academics (Fig.9.14, p.205). Practitioners contribute a sizeable number
of research papers, although, unsurprisingly, fewer than academic authors. The
overall pattern of author productivity seems to occupy an intermediate position

between what is held to be typical of the natural and social sciences (Tab.6.8,
p.113).
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10—Information policy is not a unified field of study

The principal components analysis of the author cocitation data (Tab.8.6, p.164)
identified four hidden factors (interpreted as ‘Government Information’;
‘Scientific & Technical Information'; the ‘Social Implications of ICTs'; and
‘Information Infrastructure & Regulation’). This typology was broadly
supported by the outcome of the hierarchical cluster analysis (Fig.8.8, p.168). An
important feature of the cocitation data is the low degree of intercorrelation
between the four factors which, it is concluded, are effectively independent
(Tab.8.7, p.166).

11—Journal categories may be differentiated by research strategy

The test collection is more or less equally split between research-based and
opmnion articles (F1g.9.5, p.197). Literature reviews, conceptual strategies, case
studies, historical methods and comparative studies are the predominant
research methods represented (Fig.9.6, p.198). Some differentiation between ISI
journal categories was found in relation to the distribution of information policy
research strategies (using Rowlands' typology): ‘issues and options' being
particularly associated with the library and information science and political
science literatures, while law appears to be more closely associated with

reductionist strategies (Fig.9.7, p.199).
12—The primary focus of most articles is on national concerns

The primary focus of most articles in the test collection is on issues and events at
national level; a finding which appears to be independent of time, geography or
broad topic (Fig.9.9, p.201). Most articles tend to deal primarily with policy
design rather than its implementation or evaluation (Fig.9.13, p.204) and there
is some evidence of a trend in this direction (Tab.9.5, p.205).
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18—A gradual shift from policy studies to policy analysis

Overall, the test collection emphasises articles written from a policy studies
rather than a policy analysis viewpoint (Fig.9.11, p.202). There is, however,
some evidence that a gradual shift in perspective has occurred since 1985—from
studies which are essentially descriptive to those which advocate policy
solutions, and from research which is narrowly disciplinary-bound to more

broadly-based integrative studies (Fig.9.12, p.203).
14—Author cocitations are highly patterned

The multidimensional scaling (ALSCAL) representation of the author cocitation
data (Fig.8.16, p.185) was judged to be successful—in terms of the associated
statistical indicators, the ease with which a prima facie interpretation of the
data could be developed, and the corroborating evidence of the validation
questionnaire. The author cocitation study suggests the existence of two major

information policy schools, differentiated by geography and broad topic profile.
15—Author cocitation data reveals social and cognitive structure

The validation questionnaire administered during the author cocitation study
revealed highly significant relationships between the Euclidean distances used
to represent author dissimilarity in the ALSCAL mappings and (a) the degree of
mutual author recognition (Fig.8.12, p.181), and (b) the intensity of the social
and collaborative ties between authors (Fig.8.13, p.182). The questionnaire
generally confirmed the allocation of authors to specific topic clusters (Tab.8.10,
p-183) and suggests that it is reasonably valid to interpret the data either from a

social or a cognitive viewpoint.
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16—Sole authorship is the norm in information policy

The test collection is characterised by a very high incidence of sole authorship
(Tab.6.9, p.115), a feature which it shares with the library and information
science literature (Ch.6: footnotes 34,35). The incidence of jointly-authored
papers is low in comparison with the general social science literature (p.115),
however, and this appears to be a structural feature of the information policy
test collection—there is no significant evidence of any conformity with a general
trend in the social sciences for the proportion of jointly-authored papers to
increase over time (Tab.6.10, p.115).

17—The information policy research base is highly dispersed

Information policy research is very thinly dispersed in institutional terms, with
341 unique corporate addresses identified for first-named authors. Government
institutions form the most concentrated research sector, while academia is the
most highly dispersed (Tab.6.12, p.121). Universities comprise the largest single
institutional grouping, followed by government, the information industry, library
professionals and pressure groups (Tab.6.12, p.121). Although the largest
grouping, university-based authors contributed less than half of the test
collection (Fig.6.21, p.119). Surprisingly, the institutional profile of the test
collection has become more even more highly dispersed in the period since 1985
(Tab.6.12, p.121).

18—Research effort is most highly concentrated in the USA

Most of the top-ranking corporate authors in terms of article production are US
institutions (Tab.6.11, p.120). The UK has the largest number of European
corporate authors, followed by Germany and France (Fig.6.20, p.118). A survey
by Stroetmann (1992) suggests that European information research sector may

be showing signs of incipient concentration.
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19—Little published evidence of collaborative research activity

Where it occurs, most published examples of research collaboration take place
between authors located in the same institution; collaboration between
institutions or between authors working in different sectors is relatively
uncommon (Fig.6.22, p.122). This pattern has not changed significantly over

time.

20—Rapid obsolescence of information policy articles

The citation half-life of a sample of information policy articles published between
1981-85 was found to be only three years (Fig.6.15, p.101), a surprisingly low
value when compared with published estimates for a wide range of other

hiteratures (Tab.6.13, p.123).

21—Citation practices in information policy are highly immediate

The information policy test collection exhibits unexpectedly high values for
Price's index in comparison with fields such as science policy, scientometrics or
information science (Fig.6.13, p.97) and are more typical of values encountered
in the hard sciences. Moreover, the high values for Price's index do not appear to
be a function of the small size of the information policy archive (Fig.6.14, p.98).
Cozzens (1985) argues that high levels of immediacy may be interpreted as a

function of ‘intellectual focus and excitement'.

22—The profile of information policy is becoming more “scholarly'

The test collection may be characterised as being highly ‘scholarly' as defined by
its Windsor ratio (Fig.6.9, p.94). The value of the Windsor ratio has increased
since 1985 (Fig.6.10, p.94) and research-based papers are slowly displacing
opinion papers (Fig.6.11, p.95; Tab.9.7, p.207) in the literature. Authors writing
in library and information science journal titles are very much more likely to be
non-academics than in any other ISI journal category (Tab.9.6, p.206; Fig.9.15,
p.206).
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10.3 Discussion of research findings

In bibliometric terms, it is concluded that the information policy test collection
appears to be reasonably comprehensive (research finding 1) and compact
(research finding 2). Some of its characteristics are rather unusual and certainly
atypical of other social science literatures—the most surprising findings here are
those relating to citing behaviour: the rapid citation half-life (research finding
20) and the high values associated with Price’s index (research finding 21). In
Price’s typology, information policy would be a good example of a highly
immediate or ‘'ephemeral’ literature, of a kind most commonly observed in the
natural rather than the social sciences. It is not easy to interpret these findings.
They may support a view that information policy is essentially a set of problem-
solving, rather than academically-motivated, activities driven primarily by
external social need. The fact that practitioners are heavily represented in the
test collection (research finding 9) lends support to this view. Also, the finding
that information policy is growing at a faster rate than the general social science
hterature (research finding 5) may be a response on the part of the research
community to the high political profile which now surrounds information-related
issues. An alternative, but related explanation, is the suggestion by Cozzens
(1985) that high levels of immediacy may be encountered in disciplinary areas
that are undergoing revolutionary, paradigmatic change.

One of the explicit research aims of this research was to address the question “To
what extent is information policy a distinct specialty in its own right, or does it
comprise several specialist areas that are primarily dependent on other
disciphines?”. The empirical evidence presented here shows that information
policy is represented across a wide range of social science literatures: including
library and information science, law, politics, public administration,
communications studies and business studies. The profiles of these literatures
are strongly differentiated, however, in respect of the topics covered, the
professional status of the authors, and the research strategies employed

(research findings 3, 7, 11).
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One sign of the maturity of a field is the existence of its own specialised journals.
Although there is no general purpose ‘Journal of Information Policy’, there are a
number of titles with a strong, if sector-specific, information policy bias (notably
Government Information Quarterly and Journal of Government Information).
Information policy is very heavily represented in the library and information
science literature, which also contributes disproportionately to the inner
Bradford zones of journal productivity (research finding 6). These findings tend
to support the view of Burger (1993), that library and information science is the
natural disciplinary home for information policy. Further support for this view
comes with the finding that the subject profile of articles in LIS journals is the
least specialised of any of the literatures studied (research findings 7 and 8).

Even if one accepts that LIS is the home discipline for information policy, it is
very doubtful from the evidence presented here that information policy could in
any way be regarded as a unified field of study. While the results of the author
cocitation study suggest that information policy scholarship has real social and
intellectual structure, the analysis reveals clusters of prominent authors which
appear to be distinct and to exhibit little interaction (research finding 10). Faced
with the evidence from the author cocitation study and the parallel findings of
the cluster and content analyses, it is hard to escape the conclusion that
information policy is chiefly concerned with national concerns (research finding
12) and that research and scholarship are primarily organised along
geographical and traditional disciplinary lines.

A further axm of this research was to investigate the kind of institutional
arrangements that support information policy research, since the degree of
institutionalisation of a discipline or specialty is generally held to be one
indicator of its maturity and status. Here the results are striking—information
policy appears to be very highly dispersed in an institutional sense (341 unique
corporate addresses were identified for first authors). Indeed the trend seems to
be for the field to have become more rather than less institutionally dispersed
over time—especially in the university sector. There are few signs of research
concentration, particularly outside the USA, and little evidence from the

published record of collaborative research activity—especially across disciplinary

220



Chapter 10: Conclusions

or sectoral boundaries. The impression is one of scholars working in isolation.
Sole authorship appears to be the norm (research finding 16) and, counter to the
trend in the general social sciences literature, there is no evidence that
collaborative authoring is on the increase. The meaning and implications of
these findings are difficult to assess. It is certainly tempting to make broad
generalisations about the field of information policy being weakly
institutionalised, even ghettoised. However, it is also possible that the high
levels of institutional dispersion encountered in the test collection are merely an
artefact. It may simply be the case, given the problem-oriented nature of
information policy, that some authors, who normally work on other aspects of
public policy, information science or management, are temporarily drawn into
the information policy realm in order to respond to a particular issue of the
moment. It cannot possibly be assumed that all the authors represented in the
document test collection necessarily identify themselves as information policy

scholars!

The final research aim was to try to characterise information policy in terms of
the model of knowledge production proposed by Gibbons and others (1994). In
Gibbons’' scheme, Mode 2 knowledge is generated across a wide range of
institutional settings and not confined to the university (see research finding 17).
Knowledge is produced in response to external social and economic need, rather
than for its own sake according to traditional scientific and academic norms.
Mode 2 knowledge production is characterised by a high degree of organisational
diversity and by structures which are flexible and transient. Intense levels of
collaboration, across institutions, sectors and disciplines are a further
characteristic of Mode 2 knowledge production. From the very limited evidence
in this thesis, information policy appears to share many of the characteristics
that Gibbon and co-workers associate with Mode 2 knowledge production,
although the low incidence of collaborative research and authorship should be
noted. Clearly, more work is needed to fully explicate the organisational and
sociological dynamics of information policy research. The findings of this study
provide prima facie evidence to suggest, however, that Gibbons’ scheme may
offer a useful framework for organising bibliometric data at the levels of research

fields and disciplines.
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10.4 Directions for further research

In order to address some of the concerns expressed earlier over the limited
internal and external validity of these findings, further work is needed. During
the course of this research a number of avenues for possible further investigation
opened up. The most pressing of these relates to the need for a wider context for
the research findings. The notion that disciplines and specialties are, at least in
part, social rather than intellectual constructions was touched upon in the
literature review (Ch.2), and some evidence to support this view was provided in
the form of the author cocitation study. This aspect requires separate
investigation, perhaps along the lines of the semi-structured interview
methodology developed by Becher (1990). Some of the areas that such a study
might investigate include the backgrounds, careers, motivations and attitudes of
information policy scholars, and the institutional arrangements, patterns of
funding and reward systems which support their work. A qualitative
investigation along these lines would provide a valuable context for the

bibliometric evidence presented here.

On a more abstract plane, there several fundamental areas of theory where,
currently, knowledge and understanding are poorly developed. Scholars in
information policy are becoming increasingly self-reflexive, questioning the
assumptions upon which their work is based and arguing the need for more
robust value- and paradigm-critical approaches (Rowlands, 1996; Browne,
1997a,b). However, most writers acknowledge that the epistemological
foundations of information policy are poorly understood.

Further progress in understanding the relationship between knowledge
structures and knowledge communities is needed. A recent programmatic article
by Hjerland & Albrechtsen (1995) opens up some interesting vistas here in
proposing the concept of ‘domain analysis—a more holistic approach to
understanding different areas of knowledge as thought or discourse
communities. It would be especially interesting to try to locate bibliometric

methods within this new approach.
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There are unfortunately no studies in the literature which deal specifically with
the information-seeking and communication behaviour of information policy
scholars. Work of this kind is needed to contextualise the findings presented
here, especially in relation to the role which the serials literature plays in
information policy research and scholarship. The results of a study of this kind
might indicate the respective functions of monographs, non-refereed journals,

commissioned research reports, and other grey literature in the scholarly

communication process.

Further work is also needed to extend the bibliometric findings presented in this
thesis. For example, the absence of an author citation analysis is a major gap
which needs to be filled. More could be done to extend the author cocitation
study: possibly testing the stability of the model by adding new or removing
existing new authors. An analysis of the networks of cocitations between core
journals might offer further insights into the structure of the field, and make
interesting comparison with the author cocitation study. Similarly, work on
coauthorship (rather than author cocitation) might prove valuable, especially if
the terms of engagement were sufficiently broad to include genealogies of
information policy academics and their doctoral students, hence tracing the

diffusion of ideas and perspectives through the scholarly community.
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