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Abstract
This thesisdescribesan investigationinto the applicationof digital signal
processingtechniquesto the solution of industrial signal processingprob-
lems. The investigationtook the form of threecasestudieschosento illus-
trate the variety of possibleapplications.

The first was the computersimulationof a digital microwavecommunica-
tions link which utilised narrowbandFM modulationand partial response
techniques. In order to ensurethat the behaviourof the simulation reli-
ably matchedthat of the modelledsystemit was found necessaryto have
a soundtheoreticalbackground,implementationusing good softwareengi-
neeringmethodologytogetherwith methodicaltestingand validation.

The secondcasestudy was acomprehensiveinvestigationof adaptivenoise
cancelling systemsconcentratingon issuesimportant for practical imple-
mentationof the technique: stability and convergenceof the adaptation
algorithm; misadjustmentnoise and effects due to realizability constraints.
It was found that theoreticalpredictionsof the systemsbehaviourwere in
good agreementwith the resultsof computersimulationexceptfor the level
of output misadjustmentnoise. In order to make the mathematicsof the
LMS algorithmtractableit was assumedthat the input dataformeda series
of uncorrelatedvectors. It was found that this assumptionis only appro-
priatefor the predictionof misadjustmentnoise whenthe referenceinput is
uncorrelated.

The final casestudy concernedthe automaticdetectionand assessmentof
pressingfaults on gramophonerecordsfor quality assurancepurposes. A
patternrecognitiontechniquefor identifying the signalsdue to gramophone
recorddefectsanda numericalmethodfor assessingthe perceivedseverityof
the defectswere developedempirically. Prototypeequipmentwas designed,
built and testedin extendedfield trials. The equipmentwas shown to be
superiorto previousequipmentdevelopedusing analoguesignal processing
techniques.

Thesecasestudiesdemonstratethat digital signal processingis a powerful
and widely applicabletechniquefor the solutionof industrialsignalprocess-
ing problems. Solutionsmay be theoreticalor obtainedby experimentor
simulation. The strengthsand weaknessesof eachapproachare illustrated.
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Chapter 1

The Industrial Application
of Digital Signal Processing

1.1 Digital signal Processing

Signal processingis concernedwith the manipulationand extractionof in-
formation from signals. Traditionally this processinghas beencarried out
using analogueelectrical systems. Recentadvancesin digital circuit tech-
nology, in particular the developmentof Large ScaleIntegration (LSI) and
Very LargeScaleIntegration(VLSI) integratedcircuits, now meanthat it is
practicableto carry out many complexsignal processingtasksusing digital
devices.

Digital signal processing(DSP) hasmany inherentadvantagescomparedto
analoguesignal processing.Theseinclude:

• When a digital signal is processedthe only degradationthat takes
placeis due to roundingerrorswithin arithmeticdevices. This can be
designedto be assmall as desired. By contrastthe signalswithin an
analoguesystemare inevitably degradedby thermalnoise.

• As eachprocessingoperationdoesnot degradethe signal there is no
inherent upper limit to the complexity of a digital signal processing
systemas there is for an analogueone.

• Digital signals can be stored without degradationfor an unlimited
time.
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• A digital signal processingsystemcan be implementedusing general
purposeprogrammabledevices. This often enablesa digital signal
processingsystemto be cheaperthan its analoguecounterpart.

Since digital devicesoperatein discretetime stepsthe signalsin a digital
signal processingsystemconsist of a sequenceof numbers. In order to
processan analoguesignal using a digital systemit is thereforenecessary
to samplethe signal,usually at equaltime intervals. The numberswithin a
digital signalprocessingsystemcanonly be representedto a finite precision
so that signalsin digital signalprocessingsystemsare inherentlyquantized.
If the digital signal is obtainedby the AID conversionof an analoguesignal
then quantizationwill representthe addition of an error componentto the
signal which is denotedquantizationnoise. Discretetime and quantization
are characteristicof digital signal processingsystems.

1.2 ResearchProgramme

This thesisdescribesan investigationinto the applicationof digital signal
processingto the solution of industrial signal processingproblems. The
investigationtook the form of threecasestudiesinto real engineeringprob-
lems. The applicationareasare diversein order to reflect the wide variety
of possibleapplications.

A signal processingproblemmay be addressedin a numberof ways. Theo-
retical investigationis very powerful andcanlead to a deepunderstandingof
the problemand its solutions. Experimentalinvestigationavoidsthe prob-
lems of idealizationand approximationwhich often accompanytheoretical
modelsbut the designand constructionof hardwarecan be expensiveand
time consuming.A third alternative,simulationon ageneralpurposedigital
computer,is becomingincreasinglyattractive.

In a computersimulation of a signal processingsystem a mathematical
model of the system is implementedby programminga general purpose
digital computer. Experimentationis then carriedout by applyingsuitable
input signalsto the model andobservingoutputsof interest. The computer
simulationis thereforea digital signalprocessingsystemimplementedusing
generalpurposehardware. It differs from applied digital signal processing
systemsin that the input signalsarecreatedmathematicallyratherthan by
the AID conversionof an analoguesignal and andthat the outputsare not
convertedback into analogueform.

10



All threemethodsof investigationwere usedduring the casestudiesand the
the advantagesanddisadvantagesof eachmethodwhenappliedto industrial
signalprocessingproblemsare illustrated.

1.2.1 First casestudy

The first casestudy is concernedwith the designof a computersimulation
of a state-ofthe-artmicrowavecommunicationslink. The link was difficult
to investigatetheoreticallyandexperimentationat microwavefrequenciesis
very expensiveso computersimulationwas anessentialpart of the design
process.The theoryand implementationof thesimulationare discussedand
examplesof the resultsgiven.

1.2.2 Secondcasestudy

One of the most frequentsignal processingtasksis the estimationof a sig-
nal corruptedby interferenceor noise. The traditional methodof dealing
with this problemis to filter the corruptedsignal,retainingthosefrequency
componentsdominatedby the wanted signal, and discardingthosewhere
the signal is mainly due to interference. This approach,known asoptimal
filtering, can be implementedusing either analogueor digital techniques.

An alternativetechniqueis to estimatethe interferingsignalusing a second
sensor. The signal from the sensoris suitably filtered and then subtra.cted
from the corruptedsignal. Such systemsare known as noisecancellingsys-
tems. In order to createpracticalnoise cancellingsystemsit is necessa.ry
that the systembe adaptiveso that it can learn the statisticsof the correla-
tion of the signalsfrom the two sensorsand track them as they vary slowly
with time. It is theoretically possible to constructan analogueadaptive
noisecancellingsystem,but in practicesuch systemsare only implemented
in digital form.

The secondcasestudy is a comprehensiveinvestigationof adaptivenoise
cancellingsystems. It consistsof a theoreticalinvestigation,concentrating
on issueswhich will be importantfor industrialapplicationof the technique:
stability and convergenceof the adaptivealgorithm; the effect of gradient
estimationnoise andeffectsdue to realizabilityconstraints.The theoretical
predictionsare then comparedwith extensivecomputersimulations.

11



1.2.3 Third casestudy

The third casestudy is concernedwith the designof equipmentto automat-
ically detectand assesspressingfaults on gramophonerecords. Essentially
this involvesdeterminingwhetherany segmentof the replayedsignal is due
to a manufacturingdefector is recordedprogramme.If a signalsegmentis
consideredto be due to a manufacturingdefect then the perceivedseverity
of the resultingnoisemustbe estimated.This mustbe achievedfor a variety
of possiblemanufacturingdefectsand in the presenceof a wide variety of
recordedprogramme.

An earlierprogrammeof researchcarriedout by THORN EMI hasresulted
in an analoguesignal processingsystemwhich is moderatelysuccessfulin
performing these tasks. In this case study digital signal processingtech-
niques are applied to the problem. A prototypesystemwas constructed
and extensivefield trials carriedout at a gramophonerecordmanufacturing
plant.
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Chapter 2

Computer Simulation of a
Signal Processing System

2.1 Introduction

Many electrical engineersnow have ready accessto a substantialamount
of computerpower, either in the form of personalcomputers,engineering
workstationsor a terminalon a time sharingcomputersystem. One of the
most effective ways in which this computerpower may beemployedis in
the simulation of engineeringsystems,which allows ideas to be explored
with far lesstime and expensethanwould be requiredfor constructionand
experimentationwith hardwareprototypes.

Computersimulationoffers many advantageswhen designinga signal pro-
cessingsystem.

• It enablestheeffectsof variousdesigndecisionsto beexaminedcheaply
and rapidly.

• Internal variablesnot accessiblein the real world may beexamined,
and real world constraintssuchas causalitymay beremoved[4]. Al-
thoughsuchesotericoperationsmay seemto be of little practicaluse,
in fact removingtheseconstraintsoften givesvaluableinsight into the
operationof a system.

• Computersimulationsare usually totally repeatable.
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A computersimulationof a signal processingsystemis a digital signalpro-
cessingsystemwhich usesthe hardwareof a generalpurposecomputerto
carry out its operations. The essentialdifference betweenthe simulation
and an applieddigital signalprocessingsystemis that the input signalsare
mathematicallycreatedfrom modelsof thesourcesratherthanby AID con-
verting signalsfrom sensors.The simulationwill probablyalso operateat a
much lower processingspeedthan an appliedsystem.

For the simulation to be useful its behaviourmust reliably match that of
the systembeing simulated. If the systemto be simulatedis itself digital,
this is relatively easy to achieveas the simulation is essentiallya second
implementationof the samesystem. This investigationis intendedto use
a systemsview of the simulationof analoguesignal processingsystemsin
order to developan appropriatemethodology. The subject of this chapter
has been published in a paper entitled (Computersimulation of a digital
radio system',by the author, in the June 1988 issue ofthe Journalof the
JERE.

2.2 The Radio System

The signal processingsystemwhich has beensimulatedduring this inves-
tigation was astate-of-the-artmicrowavecommunicationlink underdevel-
opmentby THORN EMI, ComputerSystemsDivision. This radio system
used a combinationof narrowbandFM modulation and partial response
techniquesin order to achievehigh spectralefficiency. This proved to be
very difficult to deal with theoretically. It is very expensiveand time con-
sumingto carry out hardwareexperimentsat microwave frequenciesand so
simulationwas regardedas being essentialto the designprocess.Although
the purposeof the radio link is to transmitdigital information, and hence
it is referredto as adigital radio, it is an analoguesignalprocessingsystem
which is relatively difficult to simulate.

The digital radio systemwas designedto be an 8Mbit point-to-pointcom-
municationslink operatingat a frequencyof 13 GHz, and apartfrom using
partial responsetechniqueswas conventionalin design. A block diagramof
the radio is shownin Figure2.1.

2.2.1 PartialResponseSystems

Partial responsetechniquesare methodsof obtaining greater information
transmissioncapacity within a given bandwidth than is implied by the

14



ｾ
_.

(Jq

=...tl)

t-)

.....
tx'-0
0
no'
Q.._.
c»

(Jq...
8

..... 0
C11

...,
ｾ

tr
tl)

Q.._.
oq_.
ｾ

c»-
8_.
0...
ｾ
ｾ
tl)...
c»
Q..
_.
0

ｾ

Encoder TX Finer V.C.O. Frequency
Muniplier

f
------------------------------------ I-------------------proj)agjatlon-part1i-----------------------------------------------------------------

\ V·

ｾ ｾWaveguide SAWIF

ｾ , limiter
Finer Finer

LO.

Post-demod. FUll-wave Data
Discriminator

Finer Rectifier Regenerator

r



Nyquist theorems. The principle is to allow the narrow-bandfiltering of
the channelto distort the transmittedsignal, but in a controlled manner.
The signal is coded before transmissionin an equal and oppositemanner,
which is thencancelledby the responseof the channel[1].

IT we considerconvenientforms of distortion which we could choose for a
channeltransmittingdigital symbolswith a period T one option is for the
outputsignal to be equal to the input plus an echo ofthe previousinput.

We thus require the impulseresponseof the channelto be

h(t) = o(t) + o(t - T) (2.1)

The frequencyresponseof the channelis

-jwT wT
H(w) = 2e 2 cOST (2.2)

(2.3)
-1r 1r
-<w< -T T

This representsa transmissionchannelwhich is not band-limited. However
if we multiply by an ideal low passfilter at the Nyquist frequencyWn = f
we obtain the channel

-jwT wT
H (w) = 2e 2 cosT

=0 otherwise

This channelhasan impulseresponse

1 {Sin(1I"t) Sin(1I'"(t-T»)}
h(t) = T (¥) + ＱｉＧＢＨｴ［ｾＩ (2.4)

unlike the ideal low passfilter, a good approximationto this channelcan
be achievedin practice. This channelhas twice the information capacity
of a binary transmissionof the samebandwidth and is hence known as a
duobinarypartial responsechannel[2].

If weconsideran input signalwith binary '1' representedby animpulse+o(t)
and '0' representedby a negativeimpulse-o(t) then the outputsignalfrom
the duobinary channel can take on three values at the sampling instant.
Thesevaluesmay usefully be interpretedas representing'0', '1' and '2' as
shown in the truth table below

Xn-l Xn y(nT) Yn

0 0 -2/T 0

0 1 0 1 (2.5)
1 0 0 1

1 1 2/T 2

16



u(t) x(t) y(t)
Encoder Duobinary

Channel

- niT nIT

Figure 2.2: Block diagramof duobinarypartial responsesystem ,

The output signal from the channelcould beinterpretedto determinethe
input datausing appropriatelogic. Once anerror occurredit would tend
to propagatecausingsubsequentbits to be decodedin error. However,
by precodingthe binary data the decodingof the transmittedbit can be
simplified and error propagationprevented.

If we considertheencodingprocessand channelin series, as shown in figure
2.2, then we have

!In = %n + %n-l

Thus to invert this relationshipwe require

Un =%n + %n-l

Ie %n =Un - %n-l

(2.6)

(2.7)

(2.8)

This relationshipdescribesa simple recursive filter which may be easily
implemented.Theonly obstacleto equations(6) and (8)representinginverse
operationson the transmitteddatais that the input values Un are binary
datawhereasthe outputvalues !In are threevalued.

This difficulty is readily overcome byinterpreting equations(6) and (8)
as operationsin modulo 2 arithmetic. In physical terms this meansthat
the binary input datastreamis encoded,transmittedover the duobinary
channelwhich createsan output signal which may take on three valuesat

17



the samplinginstant. The outer two levels -2/T and +2/T are interpreted
as binary CO' whilst the centrelevel 0 is interpretedas binary C1'.

The duobinarypartial responsetechniqueoutlined aboveformed the basis
for the digital communicationslink design. However a whole family ofpar-
tial responsesystemsexist basedon different choices for the relationship
equation(1) [1],[3].

2.3 TheoreticalBackground

2.3.1 EquivalentBasebandRepresentation

For a direct computersimulationof the signal processingoperationscarried
out by the radio it would be necessaryto representthe signalsby sampled
versionswith a sampling rate high enough to avoid aliasing. For the 13
GHz 8 Mbit radio we are considering,this would imply a samplingrate of
at least 26 GHz. To simulatejust one data symbol passingthrough the
systemwould then require over 3000samples. This would clearly involve
unacceptableprocessingtime for a realistic number of bits. Fortunately,
the behaviourof the systemcan be accuratelypredicted by simulating a
systemin which the carrier frequency (and the intermediatefrequency)are
translatedto de.

This methodmay be illustratedby consideringa carrierwave at frequency
We submittedto a generalisedmodulationscheme.This gives asignalof the
form

x(t) = r(t) cos{wet+ ｾＨｴＩｽ

Now we may rewrite this in the form

x(t) = Re.{x(t)ejwr.t} = x;t) ejw"t + ｸＪｾｴＩ e-jwr.t

(2.9)

(2.10)

where x(t) = r(t)el/>(t) is known as the complexenvelopeof the signal x(t),
and x'" (t) denotesits complexconjugate.Note that x(t) is a complexsignal,
andthat it containsall the informationconcerningthemodulationcontained
in signal x(t).

The frequencydomainrelationshipbetweenthe signal x(t) and its complex
envelopex{t) may be obtainedby fourier transformationof equation(10) to

yield

18



1 - 1 -X(w) = -X(w - we) + -X*( -w - we)
2 2 (2.11)

In general,carrier basedcommunicationsystemsare narrowband,that is
their transferfunctionscan bewritten in the form

H(w) = H(w - we) + H*( -w - we) (2.12)

Where H(w) is a band-limitedfunction with bandwidthB « We, known
as the equivalentbasebandtransferfunction.

For a narrowband, linear, time-invariant systemwith input signal x(t),
transferfunction H(w) and outputsignal y(t) it can be shown[5] that

y(t) = Re.{y(t)eiwr.t }

with Y(w) = H(w)X(w)

(2.13)

(2.14)

where Y(w) and X(w) are the fourier transformsof the complex envelope
representationsof y(t) and x(t) respectively.

This convenientresultenablesus to analyseandsimulatecarrierbasedcom-
municationsystemsentirely in terms of the complex enveloperepresenta-
tions of the signals. The resulting model of the systemis known asthe
basebandequivalentsystem.

The simulationof the 8 MBit 13 GHz radio wasbasedon its block diagram
shown in figure 2.1. Convertingthis into a form suitablefor efficient im-
plementationusing basebandequivalentrepresentationand making certain
simplifications,gavethe systemmodel shown in figure 2.3.

2.3.2 Discretization

Due to the discretenatureof digital computersit is necessaryto convert
the continuoussignals and processespresent in the basebandequivalent
model to their discreteequivalents.This 'discretization'processis easierto
achieveaccuratelyif the samplingrate is chosen to berather higher than
the minimum value implied by the samplingtheorem. The samplingrate
chosenfor the digital radio simulationwas 512M sample8-1 which is 64
times the symbol rate.

19
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Post
Demod.
FIler

Figure2.3: Simplified systemmodel used as basis ofsimulation

The processespresentin the basebandequivalentmodel will generallybe
describedeither in terms of transfer functions or in terms of differential
equations. In the first case it will bemost convenientto implement them
in the frequencydomain,whilst integraland differential equationsare most
readily implementedin the time domain. Conversionbetweenthe two do-
mains is readily and efficiently achievedby using one ofthe family of Fast
Fourier Transform(FFT) algorithms.

Implementationof filters in the frequencydomainis straightforward. Two
convenientmethodsare the use of piece-wiselinear approximations[6], and
pole/zerodescriptionsof filter transferfunctions. Alternatively it is possible
to simulatefilters in the time domaineither by implementingthe convolu-
tion of the signalwith the impulseresponseof the filter or by approximat-
ing the desiredresponseby a suitabledigital filter [7], howeverboth these
approacheswill tend to be moredifficult to apply and to requiremore com-
putation.

The implementationof discretetime approximationsto integral and differ-
ential equationsis more difficult. To obtain accuratemodellingwhen a low
samplingratehasbeen chosenrequiresthe use ofspecialisedtechniquesand
the readeris referred to [8] and [9] for more details. However by using a
samplingrate that is severaltimes that of the minimum specified bythe
sampling theoremthe discretizationproblem is considerablyeased. This
processis illustratedby the implementationof the narrowbandFM modu-
lation operationwithin the radio simulation.

The input signal to the modulatorx(t) is the result of smoothingthe data
signal in which +1 volt representsbinary "1" and -Iv representsbinary

20



"0" .

Modulation by a continuousphasefrequencyshift keying (CPFSK) modu-
lator resultsin the outputsignal y(t) given by:

(2.15)

where </>(t) = Wpk lot x(r)dr

The equivalentbasebandrepresentationof this operationis given by:

y(t) = Aej.p(t)

with </>(t) as above

(2.16)

Theseequationsarethen readily discretizedby using the trapeziummethod
to implementthe integration,and taking A = 1 for convenience.If a lower
samplingrate had been chosento implementthe simulationa moresophis-
ticatednumericalintegrationmethodwould berequired.

2.3.3 The DiscreteFourier Transform

If we considera continuoussignal x(t) in the systemto be simulated,it is
representedwithin the simulationby a finite segmentof the signalwhich we
will denotex'(t). x'(t) may be consideredto have beenformed from x(t) by
multiplying it by a window function w(t).

x'(t)

where w(t)

x(t)w(t)

1
o

os t ｾ t;
otherwise

(2.17)

This hasthe effect of modifying the spectrumof x(t) accordingto

X'(W) = X(w) * W(w)

21
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where* denotesthe convolutionoperation.

Thesignalsegmentis actuallymanipulatedwithin thecomputeras anarray,
createdby samplingx'(t). Representingthe samplingoperationas multipli-
cation by a Dirac comb [12] we obtain

x,,(t) = x' (t). I: cS(t - nt,,)
n

(2.19)

Where t" is the samplinginterval of the simulation. The spectrumof the
sampledsignal X,,(w) obtainedby Fourier transformationof the above is
given by

X,,(w)

with w" =

X'(w) *w" L cS(w - nw,,)
n

211"

t"

(2.20)

Evaluationof the convolutionintegral then gives

Xll(w) = .!. I: X'(w - nw,,)
t; n

(2.21)

This equationexpressesthe familiar relationshipbetweenthe spectrumof a
signal,and that of its sampledversion.

WhentheDFT is usedto transformbetweenthe time andfrequencydomains
within a computersimulation,the frequencydomain representationis also
a sampledversionof a windowed function. The effect of the truncationof
the frequencyscaleis unimportantsince anysignalswithin the simulation
will be aliasedinto the Nyquist bandwidthanyway.

After DFT the frequency domain representationof the signals x(t) again
consistsof an array, which may be regardedas having been obtainedby
samplingthe spectrumX,,{w). Representingas beforethe samplingopera-
tion by multiplication by a Dirac comb,we obtain

(2.22)
m

where Wo -
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Taking the inverseFourier transformof the aboveyields

(2.23)

Evaluationof the convolutionintegral then gives

(2.24)

This equationexpressesa complementaryrelationshipto that of the sam-
pling theorem,sometimesknown asthe frequencysamplingtheorem. The
signal xp(t) whosespectrumhas been obtainedis periodic with period Tw •

It consistsof an infinite repetitionof the sampledsegmentxlI(t).

This inherentperiodicity causesproblemswheneverthe signalx(t) is not it-
selfperiodicwith periodTw' The mostfamiliar instanceof this phenomenon
occursduringspectralanalysisusing the DFT, andis known asspectralleak-
age. If a sinusoidalsignalof frequencyw is analysed,a spike will beobtained
only if w is an integernumberof times wo• At all other frequenciesenergy
will 'leak'awayfrom thesinglespectralline. One way ofregardingthecause
of the leakage,is that it is due to thediscontinuitiespresentwherethe signal
segmentsx'(t) are joined to createthe periodic signal xp(t). Two methods
for dealingwith theseproblemsare:

1. Ensure that the signalswithin the systemmodel areperiodic with
period T«.

2. Use awindow function other than the rectangularwindow to smooth
the discontinuity.

In the digital radio simulationthe lengthof the simulationwas chosento be
exactly512symbolperiodsso that it was expectedthatno window problems
would arise,howeverthis turnedout not to be true as explainedlater.

2.4 Software Engineering

In the last few years the term softwareengineeringhas becomecommon
to denotean academicdiscipline concernedwith the effective creationand
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maintenanceof computersoftware. Although the term is relatively new,
academicstudy has been directed toward this areafor at least 20 years
and major advanceshave beenmade [13]. In order to createa simulation
programthat reliably modelsthe behaviorof the real systemit is necessary
to use asoundsoftwareengineeringmethodology.

2.4.1 Top-downDevelopment

Top-downdevelopment,sometimescalled developmentby successive refine-
ment is thepreferredmethodfor designingany complexengineeringsystem.
Top-downdevelopmentrecognisesthat the humanbrain can only handlea
certain level of complexity. It controls complexity by hiding most of the
detail of a systemin black boxes. In a physicalsystemblack boxes are sub-
systemswhoseinputs,outputsand the relationshipbetweenthemare known
but whoseinternalstructureis invisible; in a softwaresystemthe conceptis
almost identicalexceptthat the black box is asoftwarecomponent.

Softwaresystemsare thus designedby configuring software components.
Once a suitablesystemhasbeen designed,each black boxitself becomes a
softwaresystemto designusing lower levelsoftwarecomponents,andso on.
As a rigorousformal methodthis approachstartsfrom a statementof the
softwarespecification,and proceedsuntil all the softwarecomponentsare
so simple that their implementationis trivial. Taken this far the methodis
rather inflexible, and requiresthat the full softwarespecificationbe known
at the startof softwaredevelopment.

Most engineeringsoftware,including simulations,must be developedin the
face ofuncertainand changingrequirements.To copewith this uncertainty
the rigorous approachwhich leadsto building softwareis amendedso that
software is organically evolved [13]. Essentially the method is the same
exceptthat the softwarespecificationis madefar simplerthanwill be finally
required. Once working softwareis achieved,the specification( at various
levels of abstraction)is successivelyrefined, sothat the softwareevolves
passingthroughworking softwareof steadily increasingcomplexity.

2.4.2 Modular Programming

Modular programmingis a naturaladjunctof top-downdevelopment.At a
certain level of developmentthe black boxes are chosen to bemodules. A
moduleis a piece ofsoftwarewhich will be developedin isolation. It will be
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designed,written, compiled and testedas far aspossiblein isolation from
the rest of the software. The advantagesof modulardevelopmentare

• The modularstructurereflects the top-downdesignof the software

• Softwaredevelopmentcanbe readily split betweenmembersof a team

• Librariesof useful modulescan be createdand reused

• Interactionbetweenchangesin different partsof the softwareis min-
imised

• Documentationis aided

• Compilation time is greatly reduced,since only asmall part of the
softwareis re-compiledafter a change.

Thereare currently two problemswith modularprogramming

• Modularprogrammingis not supportedby all languagesandoperating
systems

• The checking of the interface betweencommunicatingmodulespro-
vided by many linking programsis poor.

Neverthelessmodular programmingis so usefulthat it was consideredes-
sentialfor the developmentof the radio simulation.

2.4.3 StructuredProgramming

Structuredprogrammingis concernedwith thecontrolstructuresthatoccur
within a program. Programsare constructedby using asmall numberof
well understoodprimitive control structuresrather than the undisciplined
logical tangleswhich can be createdusing GOTO statements.

It hasbeenshownthat any programcan bewritten using only threeprimi-

tive control structures,namely

• Sequential

• Selection( IF-THEN-ELSE )

25



• Iteration ( WHILE-DO)

However although thesestructuresare theoreticallysufficient, in practice
they are often supplemented. PASCAL for examplehas a secondselec-
tion structure( CASE-OF)and two other iterationstructures( REPEAT-
UNTIL, FOR-DO ). Whatevertheactualsetof controlstructuresusedthere
is no doubt that structuredprogramsare easierto understand,test,debug
and modify [14].

In order to implement certain flow-charts using structuredprogramming
techniquesit is necessaryto createadditional booleanvariablespurely to
control the flow of execution. This is a small price to pay forthe benefits
that structuredprogrammingbrings.

2.4.4 Implementation

Whenimplementingsimulationsoftwareit is advantageousto employa good
programmingstyle, i.e. such aspectsas adequatecommenting;indentation
of the sourcetext to reflect its controlstructureandappropriatetyping and
naming of variables. These points are dealt with in many programming
texts and will not be discussedhere [15], [16], [17] .

The digital radio simulationwas written in FORTRAN 77 to run on a DEC
VAX under the VMS operatingsystem. This languagewas chosenbecause
it supportsmodular developmentand structuredprogramming,and has
inbuilt complex arithmetic. Other popular choices forwriting simulation
programsare PASCAL and C.

2.5 Testingand Validation

Testingof the simulationto ensureits correctoperationis an essentialpart
of thesimulationprocess.Testingis carriedout by comparingthesimulation
outputsagainsttheoreticalexpectationsand againstexperimentalresults.
It is also necessaryto ensurethat the model of the communicationsys-
tem, which will generallyembody many assumptionsand approximations,
accuratelyreflects the real world system. This validation processcan only
be carried out by comparisonof the simulationoutputswith experimental

results.
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At the currentstateof softwareengineeringit is not possibleto test a piece
of software,of the complexity of the digital radio simulation,so that it can
be proven to be error free. If the testingprocessis tackledin a methodical
mannerhowever,a high degreeof confidencecan beobtained.

Ensuring the correctnessof the implementationof the system model is
greatlyeasedby writing the softwarein moduleswhich reflect the functional
blocks in the systemmodel. Each module may then be testedseparately,
and in simplecombinations,beforeattemptingto determinecorrectopera-
tion of theentiresimulation. For examplethe FM modulatormodule,briefly
describedin section4.2, was testedby examiningthe outputsignalsfirst for
de inputs, and then for random binary signals. In both casesthe correct
output signalsare well known from theory.

The IF frequency filtering of the radio was intendedto be carried out by
SAW filters with a centrefrequencyof 70 MHz. The filters were modelled
by low order pole/zeroapproximationsto their frequency responses,with
phasecompensation.To ensurethat theseweresufficiently accuratemodels
they were comparedwith experimentalmeasurementsfrom the candidate
SAW filters.

As the performanceof thecompleteradiosystemcould not be wellpredicted
by theory, the completesimulationwas validatedby comparingsignalsand
spectrafrom thesimulationwith outputsfrom a bench mock up ofthe radio
constructedby THORN EMI Electronics,ComputerSystemsDivision. The
very closeagreementbetweenthe experimentalresultsand theoutputsfrom
thesimulation(when its parameterswere chosen tomatchthoseof the mock
up) gave ahigh degreeof confidencein the performanceof the simulation.

2.6 Problems

Two problemsencounteredduring the validation processwill now be de-
scribed, both becausethey are illustrative, and becausethey are likely to
be encounteredby othersattemptingto simulatecommunicationsystems.

During the testing processthe completeradio simulationwas testedwith
all '0' and all '1' datainputs. For thesecasesthe theoreticalcomplications
causedby the combinationof filtered FM modulation,and partial response
techniquesarebypassedandthe resultingsignalsandspectramay bereadily
predicted.

For thesecasesthe output from the discriminatorshould be constant. In
practice it was found to have a transient componentextendingover the
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first few symbols. However the transientwas not presentif the modules
implementingthe RF and IF filtering were removed,and it was in this area
that the problem was originally thought to reside. It transpiredthat the
transientwas actually an exampleof the problemscausedby windowing
phenomena.

It will be recalledthat it was expectedthat therewould be nowindowing
problemswithin the simulationsince the datasequencewas chosen80 that
an integer numberof symbolswas presentin the transformwindow. The
input signalcreatedby concatenatingthesesegmentswould thenbeperiodic.
Howeverit hasbeenoverlookedthatoncethesignalhadbeen FMmodulated
the periodicity was destroyed,causinga phasediscontinuityat the joins of
the signal segments. This had no observableeffects until the frequency
domain representationwas changedby multiplication by the RF and IF
filter characteristics.The discontinuity then causedthe observedtransient.

For the data sequencesall '0' and all '1', the discontinuity can be elimi-
natedby choosingan appropriatefrequencydeviation. To prove that this
was actually the causeof the transientthe simulationwas run again with
the deviation changedfrom 1.5 MHz to 1.496 MHz,calculatedto restored
periodicity, and the transientas expectedwas eliminated. For the 512 bit
datasequenceusedduring the simulationno elegantmethodof eliminating
the phasediscontinuitywas found. The effects ofthe transienton the simu-
lation outputswere eliminatedby discardinga portion of signalat each end
of the segment.

The secondproblemwas the choice of anappropriate512 bit sequencefor
the simulation. In the digital radio systembeing simulatedthe datato be
transmittedwas scrambledso that the spectrumof the data, and hence
the transmittedspectrum,was well controlled. During developmentof the
simulationit was thought that a bit sequenceselectedby a pseudo-random
number generatorwould be suitable for all simulation purposes,particu-
larly becauseof its long length (512 symbols). In practicethe randomdata
sequencegave very goodresultswhen investigatingthe time domainperfor-
manceof the system,but causedproblemsin the frequencydomain.

The first lobe of the power spectrumof the randomsequenceis shown in
figure 2.4. It will be seenthat althoughit has the expectedsin x]» shape,
it is rather noisy and in particularhas large negativegoing spikes. It was
known that periodicsequencesconstructedfrom msequenceshaveoptimum
autocorrelationproperties[5J. This implied that their spectralproperties
were also most nearly like that of a truly random sequence. A 512 bit
sequencewas constructedby using a 511bit m sequenceappendedwith a
'0', and this proved to have ratherbetterspectralproperties. Fig. 5 shows
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Figure2.4: Powerspectrumof 512bit randomsequence

the first lobe ofthepowerspectrumof the new sequence, and it will benoted
that it is much less noisy.This sequence was found to besatisfactory,and
was used for allfurther simulationswhere arandomsequence wasrequired.

2.7 Results

The completedand validateddigital radio simulationwas used to finalize
the design,and carry out a numberof investigationson the performance
of the radio. Only a few resultswill be shown here, todemonstratethe
capabilityof the simulation.

Thearrayof numbersrepresentingthe time or frequencydomain description
of the signal at any part of the systemcould bestored. This array could
then be read by separatedisplay programsand thegraphicsoutput could
be experimentedwith until it was in a visuallysatisfactoryform.

Figure2.6 showstheeyediagramof the idealduobinarychanneldescribedin
section2.1. As expectedthediagramhasthreelevelsat the decisioninstant.
No noise has beenintroducedduring the simulation,and the finite width of
the levels at the decision instant is due to the presence of asmall amount
of intersymbol interference. This is becausethe ideal duobinary channel
describedin section2.1 was derived forthe transmissionof impulses. The
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symbolswere actually transmittedin the form ofuniform pulses oflength
T, and this modifies the ideal channelby a factor ｮ ｾ Ｚ Ｏ 2 •

The eyediagramfor this 'compensated'channelis shown in figure 2.7 It will
be seenthat the intersymbolinterferenceis now eliminatedat the decision
instants,but that this has beenaccompaniedby increasedtiming variation
(jitter) of the transitions.

The eyediagramfor the final radio design is shown in figure 2.8. It will be
notedthat thereis intersymbolinterferencepresent,due tonon-idealsystem
filtering. This is causedby the need tomeet stringenttransmittedsignal
spectracriteria, and tradeoff'sbetweenfilter complexity and performance.
This predictedeyediagramis extremelyclose tothat measuredon the final
equipment.The transmittedpower spectrumof the radio predictedby the
simulation is shown in figure 2.9.A smoothedversion of this spectrumis
comparedto experimentalresultsfrom the finalequipmentin figure 2.10. It
will be seenthat the agreementis very good.

Many investigationson possibledesignimprovementsto the radiowere car-
ried out, andresultswereobtainedmuch more quicklythanwould have been
possibleby hardwareexperimentation.As examplesinvestigationswere car-
ried out

• to examinea designbasedon an alternativeform of partial response
systemdenotedmodified duobinary [1).
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Figure2.6: Eyediagramfor ideal duobinarychannel

Figure2.7: Eyediagramof compensatedduobinarychannel
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Figure2.8: Eyediagramof digital radio system
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Figure2.9: Transmittedpowerspectrumof the digital radio
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Figure 2.10: Comparisonof smoothedpower spectrumwith experimental
results

• to examinedesigns based on SAW IF filters fromalternativemanufac-
turers

• to examinethe effect ofpropagationchannelimpairmentson the sys-
tem [18]

2.8 Conclusions

A systemsapproachhas been used to design adedicatedsimulationof a
state-of-the-artradio system,and theresultingprogrammehas been shown
to closely modelthe hehaviourof the equivalentreal-world system. The
simulation describeddid not include noise sources. This is because the
very low bit error rates (BER) of interestwhen designing moderndigital
communicationsystems« 10-6) mean that it is impractical to simulate
BER performancedirectly. A range oftechniquesfor indirectly estimating
BER within simulationshave been developed[19].

The radio was used as anexampleof a complexanaloguesignal processing
systemand the lessonslearntduring the developmentof the simulationare
believed to begenerallyapplicableto thesimulationof any signal processing
system.For thesimulationto be of any useits behaviourmustreliably match
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that of the real world systemit is designedto model. Confidencethat the
behaviourof the simulationaccuratelymodelsthatof the real systemcomes
from the following sources.

• Soundtheoreticalbackground.In particularan understandingof sam-
pling, thediscreteFouriertransform,window effectsand the baseband
equivalentmodel of a carrier system.

• Implementationof thesimulationusing goodsoftwareengineeringprac-
tice: top-downdevelopment,successiverefinement,modularandstruc-
tured programming.

• Methodical testingof the simulationagainsttheoreticalexpectations.
A modular programmestructuregreatly assiststhis processsince it
allows functional blocks to be tested in isolation and then in simple
combinations.

• Validation of the simulationagainstexperiment.

The use ofprogrammemodulesto implementfunctional blocks inthe model
of the signal processingsystemhas the additional advantageof creatinga
pool of reliable modules. These are then available for future simulation
activity.
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Chapter 3

Adaptive Noise Cancelling

3.1 Introduction

A common signal processingrequirementis to estimatea wanted signal
from datathat hasbeencorruptedby interferenceor the addition of noise.
The bestmethodof doing this dependson the information that is available
regardingthe wantedand noise signals. The most commonapproachis to
filter the signalso asto attenuatefrequencieswherethe noisecomponentis
dominant. This approachis known as optimumfiltering and thereis a large
body of literatureon the subject [22]. The designof the filter requiresthat
the signaland noisestatisticsbe known or estimated.Optimumfilters may
be implementedin either analogueor digital form.

If it is possibleto obtaina secondsignalthat is predominantlyor completely
due to the noise or interference,then the unwantedcomponentof the pri-
mary signal may be estimatedfrom this secondinput and subtractedfrom
the primary signal. In order for this approachto be effective it is necessary
that the systembe adaptiveso that it can Jearnthe statisticsof the correla-
tion betweenthe unwantedsignaland that providedby this referenceinput.
This alternativeapproachis known as Adaptive Noise Cancelling,and does
not require detailedknowledgeof the signal or noise statistics. The com-
plexity of the signalprocessingrequiredis only apracticalpropositionusing
digital signal processing.

Adaptive Noise Cancellingwas originally proposedby Widrow et al in 1975
[23]. Since then a numberof papershave appearedproposingapplications
of, or improvementsto theconcept.This chapterpresentsa theoreticaltreat-
ment of Adaptive Noise Cancellingsystems,concentratingon issuesimpor-
tant in practicalapplicationsof the technique:
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Figure3.1: The adaptivenoise cancellingsystem

• stability andconvergenceof the adaptivealgorithm

• the effects ofgradientestimationnoise

• effects due tocausalityand truncation

The theoreticalpredictionsare thencomparedwith the resultsof computer
simulations.

3.2 Adaptive Noise Cancelling

An adaptivenoise cancellingsystemis shown schematicallyin figure 3.1.
The primary input. to the systemconsistsof the discretet.ime signal d(j)
which consistsof the wanted signal s(j) plus additive noise na(j). The
secondinput, known asthe referenceinput, consistsof noisenl (j) which is
correlatedin someunknownway with na(j). This is adaptivelyfiltered to
producean optimal estimateof Ra(j) and thensubtractedfrom the primary
input to producethe systemoutput.

The error signal used todrive the adaptivealgorithmis the systemoutput
y(j). The adaptivealgorithmadjuststhe adaptivefilter so asto minimise
the outputpower E{(j)2}. Now

y(j) = s(j) + no(j) - q(j)
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Squaringand taking expectationvalues yields

If we assumethat s(j), no(j) and nl (j) arestatisticallystationaryand have
zero means,and that s(j) is uncorrelatedwith both no(j) and nl (j) then

(3.27)

The signal power E{ s(j)2} will be unaffectedas the filter is adjusted,thus
minimizing E{y(j)2} will result in the minimizationof E{(no(j) _ q(j))2}.
Hence the optimal filter output q(j) is an ].m.s. estimateof the additive
noise no(j). Also from equation1 y(j) will then be an l.m.s, estimateof
s(j).

3.3 Idealisedsolutions to noise cancellingprob-
lems

3.3.1 Introduction

In this sectionsolutionsto noisecancellationproblemsare derived in order
to establishthe potential performanceof the adaptivenoise cancellation
technique.The solutionsare idealisedin that they do not take into account
the causalityand finite order of practicaladaptivefilters. The statisticsof
the signal and noise are assumedstationary,and the filter is optimal in the
l.m.s. sense-andhencefixed. The treatmentis basedon that in [23], but is
more general.

3.3.2 The Wiener filter

A Wienerfilter is a linearestimatordesignedto yield anoptimalestimateof
a signald(j), the desiredresponse,from datasamplesxU) [24]. The output
of the filter is given by

00

q(j) = L w(/)x(j - I)
1=-00
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Where w(/) is the impulse responseof the filter, which extendsover both
positiveand negativetime. The error signal is given by

e(j) =d(j) - q(j) (3.29)

The.values ｾｦ ｷＨｾＩ which minimise the mean squareerror signal may be
ｯ｢ｴ｡ｉｮ･ｾ by invoking the orthogonalityprinciple [25], which statesthat, for
the optimumfilter, the error signal e(j) is orthogonalto the datax(j) i.e.
E{x(i)eUn = 0 .This gives

E { :r;(i)[d(j) - }';'OO w(I):r;(j -I)J } = 0

After Borne rearrangementwe obtain

00

Rdz(k)= L w·(/)Rzz(k-I)
1=-00

(3.30)

(3.31)

where Rdz(k)is the cross correlationbetweenx(j) and d(j) and Rzz(k)is
the autocorrelationof xU) given by

Rdz(k)= E{d(j + k)x(j)}

Rzz(k)= E{x(j)x(j + k)}

(3.32)

(3.33)

Equation3.31 may beconvenientlysolved by Ztransformingit to yield

(3.34)

Where W*(z) is the Wiener transfer function, Sdz(Z) is the cross-power
spectraldensity betweenx(j) and d(j) and Szz (z) is the powerspectral
densityof x(j).

This result is useful becausein an adaptivenoise cancellingsystemthe
adaptivefilter is adjustedso as tominimise the mean squarevalue of the
outputsignal y(j) = d(j) - q(j). It is thusattemptingto filter the reference
input x(j) to form anl.m.s. estimateof the primary input d(j). If the input
signalsarestationary,the ideal solution is given by the Wienertheory.
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Figure3.2: Adaptivenoisecancellingsystemwith typical input signals

3.3.3 Typical noisecancellingsituation

Figure 3.2 shows anadaptivenoisecancellationwith a typical set ofinput

signals,as follows:

The primary input is given by

d(j) =s(j) + no(j) + mo(j) (3.35)

where s(j)

no(j)

mo(j)

is the wantedsignal
is an interferingsignal (noise) to be removed, due to
propagationof noise sourcen(j) via channelHo(z)

is an additionalnoise,presentonly at this input

and the referenceinput. is given by

(3.36)

where nl (j) is a noisesignalcorrelatedwith no(j) ,due topropa-
gationof noise sourcen(j) via channelHI (z)

ml (j) is an additionalnoise,presentonly at this input

s(j),n(j), ma(j),ml(j) are all assumedto be stationary,zero mean and
uncorrelatedwith eachother. Now it may easily be shownthat

(3.37)
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thus from eqn 3.34the ideal (Wiener) transferfunction is

W*(z) = Snonl(z) = ｓｮｮＨｺＩｈｯＨｺＩｈｬＨｾＩ

Snlnl (z)+ Smlml (z) Snn(z)H1(z)H1(; ) + Smlm! (z)

(3.38)

(3.39)

if the additive noise in the referenceinput ml U) is zero this simplifies to

(3.40)

This is the result that we would expect,since it meansthat the noise in
the referenceinput nl is filtered to recreateno and noise cancellationis
complete.

The output signal consistsof the wantedsignal sU) togetherwith the fol-
lowing threenoisecomponents

• mo(j) propagatingdirectly to the systemoutput

• ml(j) propagatingvia the transferfunction -W*(z)

• nUl propagatingvia two paths, resulting in the transfer function
Ho(z) - H1(z)W*(z)

The output noise power is thus given by

+ Smlml ＨｺＩｗＪＨｺＩｗＪＨｾＩ

+Snn(z)[Ho(z)- ｈｬＨｚＩｗＪＨｺＩ｝｛ｈｯＨｾＩ - ｈｬＨ［ＩｗＪＨｾＩｬ

(3.41)

Theseresultscan be simplified by defining A(z) and B(z) as the ratio of
the powerspectraof the uncorrelatedto the correlatednoisesignalsat the

primary and referenceinputs respectively

(3.42)
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thenW*(z) and Sf£(Z) can be written

W*(z) _ Ho(z)
- H1(z)[B(z) + 1]

1 [ B(z) ]S££(z) = Snn(z)Ho(z)Ho( -.;) A(z) + B(z) + 1

(3.43)

(3.44)

(3.45)

Theeffectivenessof noisecancellationmay beexpressedby the improvement
in the ratio of the signal power spectrumto the noise powerspectrumbe-
tween the primary input and the systemoutput. The ratio a.t the prima.ry
input is given by

(3.46)

and at the systemoutput by

The improvementratio Ｈ Ｑ Ｂ Ｌ ｵ ｾ ｦ ｺ ｊ may then be shownto be(1p" Z

CTout(Z ) [1 + A (z)][1+ B (Z) ]

CTpri(Z) - [A(z) + A(z)B(z) + B(z)]

(3.47)

(3.48)

It is evidentthat to achievea large improvementin the signal to noiseratio
of a corruptedsignal both A(z) and B(z) should be small i.e. the level of
uncorrelatedadditive noise in both inputs should be small. For A(z) « 1

and B « 1 the abovebecomes

CTout(Z) _ 1
CTpri(Z) - A(z) + B(z)
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Figure3.3: Exampleof leakage ofwantedsignal into referenceinput

3.3.4 Effect of signalcomponentsin the referenceinput

One of the problemsin obtaininga referenceinput signal for anAdaptive
NoiseCancellingsystemis ensuringthat it doesnot containcomponentsof
thewantedsignal. If presentthesewill besubtractedfrom thewantedsignal
causingsignaldistortion and impairednoisecancellation.

Figure 3.3 shows anadaptivenoise cancellingsystemwith a set ofinput
signalsin which thereis atransmissionchannelfor wantedsignalcomponents
into the referenceinput. The primary input, as before, is given by

d(j) = s(j) + no(j) + mo(j) (3.50)

and the referenceinput is now given by

(3.51)

where BtU) is due to propagationof the wantedsignal via channelG(z)
and ntU) and mtU) are aspreviouslydefined. sU),nUl, moU),mtU) are
againassumedto bestationary,zeromeanand uncorrelatedwith eachother.
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Then we have

thus the ideal (Wiener) transferfunction is now

W"'(z) = SUI (z) + SnlnU(Z)
S"IL11 (Z) + Snlnl(Z) + Smlml(Z)

ｓＢＬＬＨｚＩｇＨｾＩ + ｓｮｮＨｚＩｈｯＨｺＩｈｬＨｾＩ

(3.52)

(3.53)

(3.54)

(3.55)

If we define A(z) and B(z) as beforeand define ure/(Z)as the ratio of signal
powerspectraldensityto noisepowerspectraldensityat the referenceinput

then after somealgebraW" (z) can be shownto be

W"'(z) = ure/(z) + Ho(z)
[ure/(z) + l]G(z) H1(z)[B(z)+ l][ure/(z) + 1)

(3.56)

(3.57)

The form of the optimal transferfunction is madeclearerby assumingthat
the level of uncorrelatednoisein the referenceinput is small, i.e. B(z) « 1.
Then

W"'( ) 1 [Ure/(z) Ho(z)]
z ｾ ure/(z)+ 1 G(z) + H1(z) (3.58)

The Wiener transferfunction is thus a linear combinationof the transfer
function which causescancellationof the noise and of that which causes
cancellationof the signal; whose proportionsare dependenton the value
of the signal to noise ratio ure/(z). Comparingthe abovetwo equationsit
can be seenthat the effect of uncorrelatednoise componentsin the refer-
ence input is to attenuatethe transfer function componentcausingnoise
cancellation.

If there is no signal componentin the referenceinput, the wanted signal
propagatesto the systemoutput unalteredi.e. the transferfunction of the
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systemis unity. With signal componentspresentthe transfer function of
the systembecomes

T(z) = 1 - G(z)W*(z)

1 (1 HO(Z)G(z»)
[uref(z) + 1] - H1(z)[B(z) + 1]

(3.59)

(3.60)

(3.61)

To characterizethe effect on the wantedsignal it is useful toexaminethe
quantity D(z) = G(z)G(I/z)W*(z)W·(I/z).

{ [B(z) + l]uref(z) + Ho(%)G(%) } {[B(!) + I]uref(z) + H lI
( ｾ ＩｾＨ ｾＩ }

D(z) = HI(%) % HI(.)

[B(z) + 1]2[uref (z) + 1]2
(3.62)

IT U ref(z) « 1 this becomes

D(z) ｾ ｈ ｯ Ｈ ｺ Ｉ ｈ ｯ Ｈ ｾ Ｉ ｇ Ｈ ｺ Ｉ ｇ Ｈ ｾ Ｉ = uref(z)
ｈｬＨｚＩｈｬＨｾＩ｛ｂＨｺＩ + 1]2 Upri(z)[B(z) + I][A(z) + I]

(3.63)

It is evident that the amplituderesponseof the systemto sinusoidalinput
signalsis boundedby

1 - IG(w)W*(w)1 ::; IT(w)1 ::; 1+ IG(w)W*(w)1 (3.64)

Thus the ripple in the amplitude responseof the system is boundedby
VD(w). Similarly ( providedD(w) < 1) the phaseresponseof the systemis
boundedby sin-1VD(w)

The general expressionsfor the output noise power, and for the output
signal to noisedensityratio are nowrathercomplex. However if the level of
the uncorrelatednoise componentsin the primary and referenceinputs are
sufficiently low to be neglected,then the output power due tothe wanted

signal is given by

1 1
Sllll(Z)(1 - G(z)W*(z»(1 - G( ;)W*(;»

and the output noise power is given by

(3.65)
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The signal to noise density ratio at the output may then be shown to be
given by the remarkablysimple result

1
Uout(z) = ---

U,.e/(z)

3.4 The AdaptationAlgorithm

3.4.1 Choiceof adaptationalgorithm

(3.67)

The purposeof an adaptationalgorithm is to adjust the characteristicsof
an adaptivesystemso as tominimise someerror criterion, in this casethe
meansquareoutputsignal. Thereare many possiblechoices,but the use of
the LMS algorithmis almostuniversalfor adaptivenoisecancellingsystems.
The reasonfor this is probably historical, but it also appearsto be a good
choicefor this application.

The LMS algorithmhas the following advantages

• simplicity and henceease ofimplementation

• numericalruggedness

• its propertiesare well characterized

The principal disadvantageof the LMS algorithm is that its rate of con-
vergenceis proportionalto the ratio betweenthe maximumand minimum
eigenvaluesof the autocorrelationmatrix[28J. Thus its rate of convergence
may be poor when the input signalsare highly coloured.

Cowan has carried out a comparisonof the propertiesof adaptationalgo-
rithms for FIR filters and concludedthat under high noiseconditionsthe
LMS algorithmwasprobablysuperior[26]. In an adaptivenoisecancellation
systemthe adaptationalgorithm is attemptingto estimatethe noise com-
ponentof the signal at the primary input. The wantedsignal component
is (hopefully) uncorrelatedwith this componentand thus representsa dis-
turbancesignal to the algorithm. The adaptationalgorithmof an adaptive
noise cancellingsystemis thereforeeffectively operatingunder high noise
conditionsand the LMS algorithmis a sensiblechoice.
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3.4.2 Adaptive transversalfilter

The LMS algorithm is generallyused toadapt the weightsof an adaptive
transversalfilter, which is of finite impulse response(FIR) type. The use
of an adaptiveinfinite impulse response(IIR) filter could well lead to im-
proved systemcharacteristicsfor the samenumber of adaptiveelements.
It is possibleto modify the LMS algorithmso as toadapt the coefficients
of a recursivefilter. However the use of recursivefilters with all adaptive
algorithmsis subject to two problemswhich have severelyrestrictedtheir
application:

• The filter will becomeunstableif its z-planepoles moveoutsidethe
unit circle during the adaptationprocess.

• The error surfacewill generallybe non-quadratic,and may have local
rmmma,

Overcomingtheseproblemsis currently an active areaof adaptivesystems
research,howeverthis investigationwas restrictedto the adaptivetransver-
sal filter.

The outputsignalfrom an adaptivetransversalfilter is given by

q(j) = W(j)TX(j) = X(j)TW(j)

wherethe input vectorX(j) is given by

X(j)T = { x(j) x(j - 1) ... x(j - n+ 1) }

and the weight vectorW (j) is given by

W(j)T = {WQ WI ... Wn-I }

(3.68)

(3.69)

(3.70)

Now if x(j) and d(j) are stationaryprocesses,it is easily shownthat the

meansquareerror signal is given by:

E[e(j)2] = E[d(j)2] +W(j)T ｾ Ｚ ｲ Ｚ Ｚ ｲ Ｚ W(j) - ＲｾｉＺｲＺ W(j) (3.71)

wherethe ｾ Ｚ ｉ Ｚ Ｚ ｲ Ｚ Ｌ the input correlationmatrix, is given by

ｾＺｉＺＨｉＩ

Ru(O)
(3.72)
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and • dz is given by

41dz = E{d(j)X(j)} = (3.73)

The weight vector that minimisesthis error is given by

W opt = Ｎ［ｾＮ､ｺ

and the meansquareerror €opt is then given by

€opt = E[d(j)2] - Ｎｾｺ W opt

3.4.3 The LMS Algorithm

(3.74)

(3.75)

Since the quantities.zz and .dz are statisticalexpectationvalues, in gen-
eral they can only be estimated.The LMS algorithmis an iterativeproce-
dure,due to Widrow and Hoff [27]' for finding approximatesolutionsto this
equationin real time.

The algorithm is a gradientdescentalgorithm,whereby the weightvector
at iterationj+1 is given by:

W(j + 1) = W(j) - p.V(j) (3.76)

The parameterp. controls the rate of convergence,and thestability of the
adaptiveprocess. V(j) is the gradientof the error surfacewith respectto
the coefficientsof the weight vector.

V( .) = a{E[e(j)2]} = 2. W(') - 2.
J aW(j) zz J dz

(3.77)

The LMS algorithmestimatesthe gradient,in a crudebut effectivemanner
by assumingthate(j)2 is anestimateof the meansquareerror E[e(j)2].Thus

V(j) = a{e(j)2} =2e(j) a{e(j)2} = -2e(j)X(j)
aW(j) aW(j)

giving the LMS algorithm

W(j + 1) = W(j) + 2p.e(j)X(j)

47

(3.78)

(3.79)



3.4.4 Convergence

A great deal of effort has been directed toward analysisof the properties
of the LMS Algorithm. In order to make the mathematicstractableit is
generally assumedthat the input data forms a sequence ofuncorrelated
vectors. It has beenshown that the resulting analysisof convergence will
be accurateprovidedthat the adaptationrate is sufficiently small [31].

Taking expectationvalues ofequation3.79, andsubstitutingfor e(j) gives

E{W(j + I)} = E{W(j)} + 2ILE{[d(j) - W(j)TX(j)] X(j)} (3.80)

making the independentvectorsassumptionthis becomes

(3.82)

Thus from an initial weight vector W (0) we have

;
E{W(j + I)} = [I - 2IL.zz];+IW(0) + 2ILWdz 2:[1 - 2IL.u]i (3.83)

i=O

Since the autocorrelationmatrix .u is symmetric,we can carry out the
similarity transformation

(3.84)

whereM is the orthonormalmodal matrix of <I>zx , and A is its eigenvalue

matrix [30], to obtain

;
E{W(j + I)} = M-1[I - 2ILA];+1 MW(O) + 2ILM -12: [I - 2ILA]i MWdz

i=O
(3.85)

We wish to examinethe behaviourof the above asj -+ 00 . The diagonal
matrix [I - 2IlA ];+1will tend to zero providedall the elementsof [I - Ｒｾａ｝
havemagnitudelessthanunity. Thefirst termwill thustendto zero,subject

to a stability constrainton the value of IL·
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L:{=o[I - 2JlA.]i is a diagonalmatrix whosepth componentis [1 - 2JlA ] and
• p ,

SInce

j
1lim L[1 - 2JlAp]i - --;-00

i=O 2JlAp

i A.-I
then lim L[I - 2JlA.]i --;-00

i=O 2Jl

(3.86)

(3.87)

Thesecondtermwill thustendtowardM-IA. Ｍ ｉ ｍ ｾ ､ ｺ Ｌ Wethereforeobtain

(3.88)

Themeanweightvectorwill thereforeconvergeto theoptimalweightvector,
providedthat Jl is sufficiently small.

3.4.5 Stability

For the first term in equation 3.85 to tend to zero, the elementsof the
diagonal matrix [I - 2JlA.] must all have amagnitudeof less than unity.
That is

11- 2JlAp i < 1 p=0,1,2 ...n-l (3.89)

Since the autocorrelationmatrix ｾ ｺ ｺ is real, symmetricand positive defi-
nite its eigenvaluesAp are positive real. Thus the abovestability condition
becomes

1
0< Jl < -,-

Amax
(3.90)

where Amax is the largesteigenvalueof ｾｺｺＮ In practicethis stability crite-
rion is difficult to apply since the eigenvaluesare not known. Sinceｾｺｺ is
squarewe have

(3.91)

therefore ｔ ｲ Ｎ ｾ ｺ ｺ > Amax (3.92)

(3.93)1
o< Jl < nE{x2(j )}

Now Tr.•zz = nE{x2(j )} thus a rather conservative,but easy to apply

stability criterion is
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The conditionsgiven aboveensurethat the meanweight vector converges
to the optimal solution. This does not ensurehowever that the variance
of the filter weight vector, or the meansquareerror signal, are finite. For
uncorrelatedGaussiannoise signals,Feuer and Weinstein [32] derived the
following necessaryconditionsfor finite weight vector variance,and hence
meansquareerror

o < < 1
Ｒｾｊｮ｡ＬＮ

and 1
(3.94)

They also give amore conservativecondition,similar to 3.93 above, as

(3.95)

In the convergenceand stability analysesgiven aboveit was assumedthat
the input signal formed a sequenceof uncorrelatedinput vectors. That is

E{X(j)X(j + k)} = 0, for k =I- 0 (3.96)

This assumptionis madeso that the filter weightvectorW (j) can betreated
as being independentof the datavectorX(j). It is only strictly true when
the referenceinput x(j) is uncorrelated,but analysesbasedon this assump-
tion havebeenfound to agreewith experimentalresultsundera widevariety
of conditions[31].

One condition underwhich this assumptionis violated is when anadaptive
noise cancellingsystemhas a sinusoidalsignal as its referenceinput. The
systemforms a notch filter with a Q determinedby the value ofJl [33]. If
the primary input is a sinewaveat a slightly different frequency,the filter
weightsoscillate at the differencefrequency,causingcancellationto occur
[29]. It is interestingto note however that the meanweight vector is still
equalto the optimumsolution [34].

3.4.6 Adaptationrate

(3.97)e(j) = d(j) - q(j)

We will now considerthemannerin which the LMS algorithmapproachesits
steadystatefrom an arbitrary initial state. The error signale(j) is defined
by
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andif the input signalsx(j) andd(j) arestationaryprocessesthenthe mean
squareerror signal is given by

(3.98)

We havealreadynotedthat the minimum value ofthis error is given by

(3.99)

when theweightvectorhasits optimumvalueW op t = fI;;fl dz. Using these
values wecan simplify the generalexpressionfor meansquareerror, which
we will denotee(j) to obtain

- eopt +V(j)T fizzV(j) (3.101)

whereV(j) denotesthe differencebetweenthe instantaneousweight vector
and its optimum value. It is convenientto transformthis equationinto a
new co-ordinatesystemdefined by

(3.102)

where,as before,M is the orthonormalmodal matrix of fizz to obtain

e(j) = eopt + (V'(j))T AV'(j) (3.103)

The LMS algorithm is an approximationto a gradientdescentalgorithm,
thus we would expect its mean dynamic behaviour to be that of a true
gradientdescentalgorithm, at least for small values ofJ.L. As before, the
gradientdescentalgorithmis

W(j + 1) = W(j) - J.LV(j)

Differentiatingeqn 3.101 yields anexpressionfor the gradient

V(j) = 2f1zzV(j)

Substitutingthis in the aboveyields after somesimplification
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In the transformed(normal) co-ordinatesystemthis becomes

V'(j + 1) = [I - 2/lA.]V'(j) (3.107)

Since A is diagonal,the effect of the transformationis to reduce the vec-
tor equationto a set of uncoupleddifference equations. That for the pth

componentof V is

(3.108)

If we assumesomearbitrary initial value vp(O), the solutionis given bythe
simple geometricdecay

(3.109)

Since eachcomponentof the vector V (j) will decay in this way weobtain
the solution

V'(j) = [I - 2A.]iV'(0) (3.110)

We can obtain a time-constantfor the decay of eachcomponentby fitting
an exponentialto the geometricsequence.We have

(3.111)

whereasfor an exponentialdecaywith time constantTp

v' (j + 1) _I T T2

P = e Tp = 1 - - + -
ｶｾＨｪＩ Tp 2T;

(3.112)

(3.113)T
Tp = -2A

/l p

where T is the sampleperiod. For time constantsmuch greaterthan one
sampleperiod this gives

The expectationvalue of the power in the error signal as the algorithm
adaptsis given bysubstitutingthe solutionof equation3.110into equation

3.103 toreveal

(3.114)

52



Transformingback to the standardco-ordinatesystemthis becomes

(3.115)

Providedthat the adaptiveprocessis convergent,the meansquareerrorwill
tend toward eopt. Thetotal error poweris the sumof n modes each of which
decaysgeometrically.The geometricratio for the Pth modeis (1 - 2J,'A

p ) 2,

with a correspondingtime constantT / 4J,'Ap •

The result of plotting mean squareerror e(j) againstiteration numberi
for an adaptiveprocessis known as its learningcurve. The learningcurve
consistsof a sum of exponentials,however if the eigenvaluesof .zz are
sufficently similar it canbe adequatelyapproximatedby a singleexponential
with a time constantTmse given byequation3.113 usingthe averageof their
values.

Aav
= ｾｮＫｾｬ ＫＢＧＫｾｮＭｬ r-»:

(3.116)-n n

therefore
T

(3.117)Tmse
4J.tE{x 2(j)}

The learning behaviourdiscussedin this sectionis that of a true gradient
descentalgorithm,wherethe gradientV(j) is known at eachiteration. The
LMS algorithm uses agradient estimatewhich must inevitably be noisy.
Becauseof the noise in the gradientestimatethe LMS algorithm will con-
verge in amore erratic mannerthan a gradientdescentalgorithm. Actual
learning curveswill be noisy and will tend to have longertime constants
than predictedby equation3.113above[29].

3.4.'1 Gradientestimationnoise

We noted in the previoussectionthat the imperfect natureof the gradient
estimateused in the LMS algorithm will causethe learning curve of the
ANC systemto appearnoisy and will slow convergencecomparedto the
performanceof a true gradientdescentalgorithm. In this sectionwe will
examineits effect on the steadystateperformanceof the system.

The gradientestimateused inthe LMS algorithmis

V(j) = -2e(j)X(j)

-2[dU) - WU)TXU)]XU)
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taking expectationvalues,for constantW (j) gives

E{V(j)} = -2E{d(j)X(j)} +2E{X(j)XT(j)} W(j) (3.120)

= V(j)

(3.121)

(3.122)

The gradientestimateis thereforeunbiassed,so we canwrite it in the form

V(j) = V(j) + N(j) (3.123)

whereN(j) is a gradientestimatenoise vector with zero mean. When the
adaptivesystemhasreachedthe steadystate,the weight vectorwill be close
to W opt and the true gradientwill be close to zero.Thus

N(j) = -2e(j)X(j) (3.124)

From the orthogonalityprinciple [25], when W (j) = W opt , e(j) and X(j)
are uncorrelated,and if we assumethat they have zeromean,then they are
statisticallyindependent.The covarianceof N(j) is thereforegiven by

Cov.{N(j)} = E{N(j)N(j)T}

In the transformedco-ordinatesystemthis becomes

Cov.{N'(j)} = 4Eop t A

(3.125)

(3.126)

(3.127)

(3.128)

We areinterestedin theeffect of the gradientestimationnoise onthe weight
vector. Now the LMS algorithmcan be written

W(j + 1) - W(j) - #lV(j) (3.129)

W(j) - #l[V(j) + N(j)] (3.130)

V(j + 1) V(j) - #l[V(j) +N(j)] (3.131)

V(j) - Ｃｬ｛ＲｾＺｺＺＺｺＺ V(j) +N(;')] (3.132)
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In the tra.nsformedco-ordinatesystemthis becomes

v' (j + 1) = [I - 2p,AlV' (j) - p,N'(j) (3.133)

In the transformedco-ordinatesthe componentsof N' (j) are uncorrelated
asC ov.{N' (j)} is diagonal.The noisecomponentsof V' (j) will thereforebe
similarly uncorrelated.In the steadystatethe meanof V' (j) is zero. Now
from equation3.133we obtain

(3.134)

E{V(j + 1) (V'(j + 1))T} {[I - 2p,A1V'(j)V'(j)T[1 - 2p,Al}
+p,2E {N'(j)N'(j)T}

-E {N'(j)V'(j)T[1 - 2p,Al}

-p,E{[I - 2p,A1V'(j)N'(j)T} (3.135)

If we againassumethat X(j) forms a sequenceof uncorrelatedvectors(see
section3.4.4) then N(j) will be uncorrelatedwith W(j), and thusN'(j) is
uncorrelatedwith V' (j). The abovethereforesimplifies to

CotJ.{V'(j + I)} = [I - 2p,AlCotJ.{V'(j)}[I - 2p,Al

(3.136)

Since weareassumingsteadystateconditionsCotJ{V'(j+l)} = CotJ{V'(j)}.
CotJ{V'(j)} is diagonal,thus the abovebecomes

CotJ{V'(j)} = [I - 2p,Al2CotJ{V'(j)} + p,
2Cov{N '(j )} (3.137)

Substitutingfor Cov{N(j)} from equation3.128gives,aftersomere-arrangement

[I - p,AlCov.{V'(j)} = ｰＬｾｯｰｴｬ (3.138)

In practicalsituationsthe elementsof p,A are considerablylessthan unity

[29] thus we obtain
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CotJ.{V'un = IlEoptI (3.139)

Transformingback to standardco-ordinatesgives

CotJ.{VUn =MlleoptIM-1 = lleoptI (3.140)

The noise componentsin the weight vector are thus of equal power, and
uncorrelatedwith eachother. In this treatmentit was assumedthat X(j)
formed a seriesof independentvectors,and that W(j) was close toW opt.
HoweverWidrow [28] reportsthatequation3.140 closelyapproximatesmea-
suredweight vectorvariancesundera considerablywider rangeof conditions
than theseassumptionsimply.

3.4.8 Misadjustment

The effect of randomnoise inthe weight vector,causedby gradientestima-
tion noise, is to increasethe meansquareerror signal. If the weightvector
was noise freeandconvergedexactly to W opt then the meansquareerror in
the steadystateEwould be eopt. The increasein meansquareerror may be
characterizedby a dimensionlessratio M which Widrow [29] has denoted
'rnisadjustment'.

M = e- eopt
eopt

(3.141)

(3.142)e= eopt+ E{V'(j)TA.V'U)}

Now from equation3.103,the meansquareerror in the steadystateis given
by

therefore

E - Eopt E{V'(j)TA.V'U)} (3.143)

(3.144)

In the previoussectionit was demonstratedthat if the steadystateweight
vector was closeto Wopt then CotJ.{V'Un = lleoptI. The above then

becomes

E - Eopt (3.145)

(3.146)
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The misadjustmentratio is thereforegiven by

(3.147)

(3.148)

All adaptivesystemswhich operatein real time experiencea degradationin
performancebecausetheir statisticalestimatesare based on alimited data
sample.The fastera systemadapts,in general,the poorerwill be its steady
stateperformance.The misadjustmentratio M is a direct measureof this
performancedegradation,and we can relatethis to the adaptationrate by
comparingthe abovewith eqn 3.117 to revealthe relation

M= nT
4Tmse

3.5 Truncationand causality

The ideal solution to noise cancellationproblemsrequiresfilters whose im-
pulse responses,in general,extend infinitely over both positive and neg-
ative time. Realizableadaptivefilters can only implementcausalimpulse
responsesof finite duration. In this section it is intendedto examinethe
consequencesof causalityand truncation.

3.5.1 The transferfunction

(3.149)
N M

y(;') + L apy(j - p) = L bqx(j - q)
p=l q=l

The transferfunction of a linear shift invariant discretetime systemis the
Z transformof its impulseresponse.The systemdescribedby the difference

equation

hasthe correspondingtransferfunction

ｾ Ｚ ［ Ｑ bqz-q
ｈＨｺＩ］ＭｾｾＭﾭ

1 + ｾＺ］Ｑ apz-P
(3.150)

The solution y(j) to this differenceequationis the sumof two parts [35]:

1. The homogeneoussolution,which is acharacteristicsolutionwith ar-
bitrary coefficients,found by settingthe forcing termsx(j) to zero. It

hastermsof the form Aa; (A arbitrary).
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2. The particular solution, which is oneoutput sequenceyU) possible
given the input sequencexU).

The transfer function of a systemthus defines a whole family ofpossible
impulseresponsesh(j). A uniqueresponseis determinedeitherby specifying
the initial conditionsof the system,or equivalently,by specifyingthe region
of convergenceof the Z transform[35].

The Z transformof the infinite sequencexU) is given by
00

X(z) = L xU)z-i
i=-oo

(3.151)

The regionof convergenceis that region ofthe complexplanefor which this
sum convergesto a finite value. If we define a right-sidedsequence as a
sequencexU) which is only non-zerofor values ofi greaterthan or equal
to somenumberii, then the region of convergenceis the portion of the z
plane lying outsidea circle centredon the origin. The circle, of radius rl,

passesthrough the pole furthest from the origin.

For a left-sidedsequencei.e. one that is only non-zerofor values ofi less
than or equal to somenumberi2 the region ofconvergenceis the inside of
a circle centredon the origin. The circle, of radius r2, passesthrough the
pole closestto the origin.

An infinite sequencecan be written as the sum of a left-handedsequence
and a right-handedsequence.The Z transformof the combined two-sided
sequenceis equal to the sum of the transformsof the left and right-handed
sequences. The region of convergenceof the total transform is then the
intersectionof the regionsof convergenceof the individual transforms.

It is evident that the transformcan only converge asz ｾ 00 if all terms
involving positive powersof z are zero. The sequencexU) must therefore
be zero fori < 0 i.e. it is causal. Similarly, in order for the transformto
convergeat the origin the sequencemust be zero fori > O. I have denoted
suchsequencesanti-causal.On the unit z circle the transformis given by

00

X(e1e) = L xU)e-lwi

;=-00

The serieswill convergeif
00

L IxU)1 < 00

;=-00
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This relation is the condition that the sequencerepresentsthe impulse re-
sponseof a stablesystem.The aboveresultsaresummarizedin the following
table.

Regionof Convergence Sequence Systemcharacteristic

rl < Izi right-sided Max Izpl = rl

Izi < r2 left-sided Min Izpl = r2

rl < Izi < r2 two-sided
0< Izi < 00 finite FIR, stable

includesz= 00 h(j) =0 J' < 0 causal
includes Izi = 1 ｾ Ih(j)1 < 00 stable
includesz =0 h(j) =0 j > 0 anti-causal

In the analysisof sampleddatasystemsit is usual to invert Z transforms
so that the correspondingsequencesare causal,and sometexts define the
inversetransformin this way. The regionof convergenceof the Z transform
must then be the outsideof the circle Izi = rl. If the transformincludes
any poles within the unit z circle the terms of the sequencediverge, and
representsan unstablesystem. This constraintis, however, inappropriate
when consideringthe Wiener transferfunction. The correctsolution to the
Wiener filtering problem(equation3.31) isthe stableinverse.

3.5.2 The Wiener transferfunction

If we consider the typical noise cancellationproblem of figure 3.2 with
the outsidenoise sourcesmo and ml ignored for simplicity then the ideal
(Wiener) transferfunction is given by

(3.154)

The polesof W*(z) arecoincidentwith the poles ofHo(z) togetherwith the
zerosof H1(z). Ho(z)and Hl(Z) representreal world transmissionchannels
and are thus both causaland stable. Their poles all liewithin the unit z
circle. If H1(z) is a minimum phasesystemits zeros will also liewithin the
unit z circle and W*(z) will be causal. In generalhowever this will not be

so and the Wienersolutionwill be non-causal.

When the additionaluncorrelatednoisesignalsmo(j) and ml (j) arepresent
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the Wiener solution is given by

W*(z) = ｓｮｮＨｚＩｈｯＨｺＩｈｬＨｾＩ

ｓｮｮＨｚＩｈｬＨｚＩｈｉＨｾＩ + Smlml (Z) (3.155)

The ｰ ｯ ｬ ･ ｾ of W*(z) are thus given by the sum of the poles ofSnn(z),Ho(z)
and H1(-; ) , togetherwith the zeros of ｛ｓｮｮＨｚＩｈｉＨｚＩｈｬＨｾＩ + Smlml (z)].

• Snn(z)is the powerspectraldensityof thenoisesignaln(j). It is equal
to the Z transformof the autocorrelationfunction, which issymmetric
about k = O. The poles ofSnn(z)thereforeoccur in reciprocalpairs
i.e. for every pole inside the unit z circle at z = Pi thereis oneoutside
at z = l/Pi.

• Ho(z) is a real world transmissionchannel and is thus causaland
stable. Its poleslie within the unit z circle.

• HI (z) is a real world transmissionchannel.The poles ofHI Ｈ ｾ Ｉ there-
fore lie outsidethe unit z circle.

• ｛ｓｮｮＨｺＩｈｉＨｚＩｈｉＨｾＩ + Smlml (z)] is the total powerspectraldensityof
the signals at the referenceinput. Its zeros, like its poles, occur in
reciprocalpairs.

In the presenceof outside noise sources,the majority of the poles of the
Wienertransferfunction will occurin reciprocalpairs. The remainingpoles,
thosedue to Ho(z) and ｈ ｉ Ｈ ｾ Ｉ Ｌ are as likely to lieoutsidethe unit Z circle
as within it. The Wiener impulse responseis the stable inverse of this
transform;thereforein generalit is non-causaland it will typically decay in
positive and negativetime at similar rates. Examinationof equation3.55
indicatesthat this conclusionis unchangedin thenoisecancellationsituation
of figure 3.

3.5.3 Non-causalinverse

In order to invert a Z transformto createa stableinversethe polesoutside
the unit z circle must representa left-sided sequence,whilst those inside
must representa right-sidedsequence.This is readily achieved as follows

[36]:

We expandH (z)/ z in the form of partial fractions to get

ｾ BIZ '"' Cmz
H(z) = Bo+ L." + L-

I Z - PI m z - 8m
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ｾｨ･ｲ･ PI are ｴ ｨ ｾ polesof H(z) within the unit z circle, and8m thoseoutside
It. The stableInverse to the first term is simply the sequence whose only
non-zeroterm is x(O) = Bo .We have

00
ｾ '. z
L-a'z-'=-
;=0 z - a

thus a causalinverseto the secondterm is given by

x(j) = L B,(pz)i j 2: 0
I

Similarly, since

-1 00 ( ) a" Z -zL a'z-, = L - =--
. a z-a'=-00 n=1

then a left sidedinverseto the third term is given by

xU) = L -Cm(sm)i j < 0
m

(3.157)

(3.158)

(3.159)

(3.160)

The stable inverse to the transform is thereforegiven by the non-causal
sequence

x(j) = 1:m-Cm(sm)i

= Bo+ 1:, B,

= 1:, B,(PI)i

3.5.4 The causalWiener filter

j<O

j=O
j>O (3.161)

A Wiener filter is the optimal linear estimatorof d(j), the desiredresponse,
from datasamplesx(j). The optimal unconstrainedWiener filter was de-
rived in section3.3.2. If weconstrainthe filter to be causal,then the output
of the filter is given by

00

q(j) = L w(l)x(j - I)
1-0

with the error signal, as before,given by

e(j) = d(j) - q(j)
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The orthogonalityprinciple,appliedto theoptimumcausalfilter statesthat
the error signal e(i) is orthogonalto the dataxU)' but only for i > j. We
thereforeobtain -

00

Rdz(k) - L w(/)Rzz(k - I) = 0 k ｾ 0
1=0

(3.164)

In order to solve this equation,we let

00

y(k) = Rdz(k) - L w(l)Rzz(k -I)
1=0

(3.165)

wherey(k) is a sequencewhich is zero fork ｾ O. Taking Ztransformsgives

Y(z) = Sdz(Z) - Szz(z)W(z) (3.166)

We requirea solution in which W (z) is stableand causali.e. with all poles
within the unit z circle, and in which all the poles ofY (z) are outsidethe
unit z circle. Thesolutionmay beobtainedby the following procedure[36].

(3.167)
1

Szz(z)= A(z)A( -)
z

Szz(z) is factoredinto two componentsA(z) and ａＨｾＩＮ All of the poles and
zeros ofA(z) lie within the unit z circle, whilst all thoseof ａＨｾＩ lie outside
the unit z circle.

The ratio Sdz(z)/ A( ｾＩ is expressedas the sum of two componentsB+(z)
and B- (z), where the poles ofB+ (z) are all within the unit z circle and
thoseof B- (z) are outside.

(3.168)

The optimumcausalfilter transferfunction is then given by

B+(z)
W(z) = A(z) (3.169)

It is evident that this solution of equation3.164 satisfiesthe constrainton
W(z) above. Using equations3.167,3.168 and 3.169gives

(3.170)
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(3.171)

All of the polesof Y (z) thereforelie outsidethe unit z circle andthusY (z)
also satisfiesits constraint.

The optimum causal filter may be consideredto consist of two filters in
seriesas shown in figure 3.4. The first filter I/A(z) is a minimum-phase
filter whoseoutputaU) is an uncorrelatedsignalwith unity variance.

TheoptimumunconstrainedWienerfilter to estimated(j) from a(j) is given
by

B{z) = 8da{Z) = 8d:.:{Z) A(z)A{z) _ 8d:':(Z)
8aa{z) A{z)' 8:.::.:{z) - ａｻｾＩ

The secondfilter in the solutionof the causalWiener problemis the causal
part of this filter. The reasonsfor the causalsolutionhaving this form are

1. As the signal aU) is uncorrelatedthe contributionof any term in the
convolutionsummationof the filter B{z) is uncorrelatedwith that of
any other. The optimum value of any ofthe filter weights is there-
fore independentof the valuesof the other weights. In this case the
optimumcausalWiener filter is equalto the causalpart of the uncon-
strainedWiener filter.

2. Provided that 8:.::.:{z) is a rational function of z, we can filter any
signal xU) to create a signal with a white spectrum. If the filter
usedis causaland minimum-phase,the inverse filter is alsocausaland
minimum phase. The two signalsare then statisticallyequivalentfor
linear operations[37].

3.5.5 The finite Wiener filter

We areconcernedwith adaptivefilters implementedas adaptivetransversal
filters, which are only capableof implementingfinite impulseresponses. In
section3.4.2 the optimumfinite Wiener filter was shown to be

(3.172)

If we considerthe argumentof the previoussectionthen it is evidentthat if
the referenceinput xU) is uncorrelatedthe optimumfinite filter is equalto
thefinite portionof theunconstrainedWienerfilter. This is not howeverｾｲｵ･
if the referenceinput is correlatedunlessthe amplitudeof the unconstramed
impulseresponseoutsidethe spanof the filter is negligible.
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3.5.6 Output noisesignal

The effect ｯｾ constrai.ningthe solution to the Wiener filtering problem is
to cause ｡ ｾ ｭ ｣ ｲ ･ ｾ ･ in the output noise signal. The error signal for the
un-constrainedWiener filter is

00

e(j) = d(j) - q(j) = d(j) - L w(/)x(j - I)
1=-00

Squaringand taking expectationvalues gives

(3.173)

E{e(j)'} = E{d(j)'} - 2E {d(j) ｉ ｾ ｏ ｏ w(l)x(j -I)}
+E ｌ ｾ ｯ ｯ w(l)x(j -I) ｭ ｾ ｯ ｯ w(m)x(j - m)}(3.174)

This can be re-written as

00 00 00

E{e(j)2} = E{d(j)2}-2 L W(/)Rd:t(/)+ L L w(/)w(m)Ru(m-/)
1=-00 1=-00m=-oo

(3.175)

For the optimumsolution w*(/) we have

00

Rd:t(k) = L w*(/)Ru(k - I)
1=-00

(3.176)

thus the meansquareerror for the unconstrainedWiener filter is given by

00

E{e(j)2} = E{ d(j)2} - L W"(/)Rd:z:(l)
1=-00

(3.177)

If we repeatthe aboveargument,replacing the lower summationlimit by
zero throughout,we find that the meansquareerror for the causalWiener
filter is given by

00

E{ e(j)2} = E{ d(j)2} - I:w.. (I)Rd:z:(/)
l=O
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Similarly, for the FIR Wiener filter we obtain

N-l

E{e(j)2} =E{ d(j)2} - L w·(l)Rdz(l)
1=0

(3.179)

We cannot directly comparethe error performanceof thesefilters how-,
ever, for unlessthe signalx(j) is uncorrelatedthe optimumvaluesw·(l) are
different in eachcase. However, we can comparethe performanceof the
causaland non-causalfilter by expressingthe aboveresultsin termsof the
uncorrelatedsignal a(j). We obtain

00

E{e(j)2} = E{ d(j)2} - L b(l)Rda(l) unconstrained(3.180)
1=-00

00

E{d(j)2} - L b(I)Rda(l) causal
1=0

(3.181)

(3.182)

b(l) is the unconstrainedWiener filter for estimatingd(j) from the uncor-
related unity variancesignal a(J'). It is the stable inverse ofB(z), given

by
(3.183)

b(l) is thereforeequal to Rda(l). We can thus finally write the equationsfor
the meansquareerror signal in the following form

00

E{e(j)2} = E{d(j)2} - 2: Rda(l)2 unconstrained (3.184)
1=-00

00

E{d(j)2} - 2: Rda(l)2 causal (3.185)
1=0

(3.186)

Expressingthe equationsin this form enablesus to determinethe effect of

causalityon the performanceof the filter.

3.5.'1 Delay in primary signalpath

If a delay of r samplesis insertedin the primary signalpathof ｡ｾ sdeptive
noisecancellingsystem,as in figure 3.5, acorrespondingdelay Will occur 10
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the optimal unconstrainedfilter impulse response.By choosing asuitable
value of r ;ve can centrethe ideal responseon the finite weightingsequence
of th.erealisabletransversalfilter. The ideal responsemay now be well ap-
ｰｲｯｸｉｭ｡ｴｾ､ by thecausalandfinite adaptivefilter providedthat the number
of tapsn IS largeenough.

The determinationof the optimum value for the primary delay r requires
knowledgeof Rda(k) which will not be known apriori. Widrow [23] states
that the value of r is not critical over arangeof valuesaround r = !!. This
is not unreasonablegiven that the unconstrainedWiener impulse ｲ ｾ ｳ ｰ ｯ ｮ ｳ ･
decays,in general,at similar ratesin both positiveand negativetime.

3.6 Misadjustment

The steadystateoutput signal from an adaptivenoise cancellingsystem
containsthe following components

1. The wantedsignal s(j).

2. Noise componentsdue to the presenceof uncorrelatednoise signals
mo(j) and ml (j) at the primary and referenceinputs respectively

3. A noisecomponentdueto noisesourcen(j) which remainsuncancelled
due to the finite and causalnatureof the adaptivefilter.

4. A noise componentdue to the effect of gradientestimationnoise on
the steadystateweight vector, and hence the output signal. I will
denotethis the misadjustmentnoise.

This last sourceof noise has been largely neglectedin the literature (e.g.
[23], [38], [39] ), eventhoughin somecircumstancesit will be the dominant
noiseproducingprocess.Thereasonfor this is that theoutputsignal from an
adaptivenoisecancellingsystemis theerrorsignalof the adaptivealgorithm.
In conventionaladaptiveestimationsystemsthe error signal is small for a
well adaptedsystemand the output noisesignaldue to gradientestimation
noise is thereforegenerallysmall. For an adaptivenoisecancellingsystem
the error signal containsthe wantedsignal. The power in the error signal,
andhencethemisadjustmentnoise,is thereforesubstantialeven for asystem
in which perfectnoisecancellationis taking place.
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Figure 3.4: Form of the causalWiener filter
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W(z)

Figure 3.5: Adaptive noise cancellingsystemwith delay in primary signal
path
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In section3.4.8it wasshownthat the misadJ'ustmentnois I de power was reate
to the power in the error signalwhen the filter weight vector t t''. was s aionary
at the optimumsolution by the misadjustmentratio given by

(3.187)

a.nd. that if the eigenvaluesof the autocorrelationmatrix are sufficiently
aimilar for the systemslearningcurve to be approximatedby a simple ex-
ponentialdecaywith time constantTmse then

M= nT
4Tmse

(3.188)

The effect of the misadjustmentnoise is to place aupperlimit on the output
signal to noiseratio of the adaptivenoisecancellationsystem,If we assume
that the error signal components2 and 3 above are negligible thenthe
misadjustmentratio is given by

M= em
E{s(j)2}

(3,189)

where em is the misadjustmentnoise power.The signal to noiseratio of the
outputsignal is therefore

SNR = -!..
M

(3.190)

In the derivation of the misadjustmentratio two assumptionswere made:
the independentvectorsassumption(seesection3.4.4) and that the filter
weight vector remainedboth close to the optimum weight vector Wop t . As
a result we would expectequations3.187 and 3.188 to beapproximations
accurateonly for small valuesof misadjustment.

As the numberof adaptivefilter weights is increasedwe would expect the
outputnoisepower to decrease,since the filter is a betterapproximationto
the optimal unconstrainedWiener filter. This conclusionignores the effect
of misadjustmentnoisehowever. As the numberof weightsis increasedthe
misadjustmentnoisewill also increaseuntil a point is reachedat which the
reductionin the noise signaldue to the reductionof the effect of truncation
is outweighedby the increasein misadjustmentnoise.
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Figure3.6: The simulatedsystem

3.7 SimulationResults

In orderto testthe theoreticalpredictionsa numberof computersimulations
were carriedout. Thesystemsimulatedis shownschematicallyin figure 3.6.
It will be seen that this consistsof an adaptivenoise cancellingsystem,
including a delay in the primary signal path, presentedwith the typical
noisecancellationproblemof figure 3.2. The additionaluncorrelatednoise
sourcesrno and rnl havebeenneglectedfor simplicity.

The noise source generatesunity variancewhite Gaussiannoise andthe
purposeof the additionalfilter H2(z) is to allow the powerspectrumof the
noisesignal to be controlled.

In the simulationsto be describedHo(z)and H1(z) had the following forms
chosenarbitrarily

( )
_ 0.14 - 0.15z-1+0.41z-2

Ho z - 1 _ 0.37z-1+ 0.2z-2
(3.191)

-0.5+ z-1
Hl(Z) = 1+0.5z-1

(3.192)
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Figure3.7: Ensembleaveragelearningcurve for anadaptivenoise cancelling
systemwith a white referenceinput.

3.7.1 Learningcurve

Figure 3.7 showsthe learningcurve of anadaptivenoise cancellingsystem
when the noisesourceis tailored so that the referenceinput signal zU) is
white i.e. the noise iswhite after it passesthroughfilter H 1(z).

The learningcurve is an ensembleaverageestimatedby averagingthe re-
sults of 100 simulations. Eachsimulationused a differentpseudo-random
sequenceto generatethe noise source and had arandomly chosenstart-
ing phasefor the wantedsignal sU) which was a sinusoidat 0.1 times the
Nyquist frequency.

It will be seen that the output noise power falls linearly, on alogarithmic
scale,from the initial startingstateand then levelsout as misadjustment
noise becomesthe dominant noise producing process. The slope of the
initial portion is approximately10dB in 500samples,which representsan
exponentialdecaywith a time-constantof 217iterations.This, asexpected,
is slightly abovethe figure of 200predictedby equation3.117.

Figure 3.8 showsthe ensembleaveragelearning curve for asimulation in
which all the parametersare identical to that of the previousfigure, except
that the noise sourceis white. After passingthe filter HI (z) the reference
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Figure3.8: Ensembleaveragelearningcurve for anadaptivenoise cancelling
systemwith a colouredreferenceinput.

input signal is colouredas shown in figure 3.9. In thesimulatedsystemthe
adaptivefilter had 16 weights and the referenceinput was scaled to have
unity variance. The eigenvalues ofthe input correlationmatrix .2:% were
calculatednumericallyand rangedfrom 0.05 to 3.63

It will be seenthat, after a short period of rapid convergence, thesystem
convergesmuch more slowly than the systemwith a white referenceinput.
The learningcurve is predictedto be the sum of 16 modeswith a spread
of time-constantsfrom 55 to 4000 iterations. It is clearly not exponential
and no particulartime-constantscan be identified. Theoutputnoise power
continuesto declinebelowthe levelat which the previoussystemwaslimited
by misadjustmentnoise. From figure 3.10 it will be seenthat the output
noise powercontinuesto decline and reachessteadystatein about 20000
iterations,when it againreachesa plateaucaused bymisadjustmentnoise.

3.'1.2 Stability criteria

If theparameterIJ is steadilyincreasedthe adaptationrateof the LMS algo-
rithm will increaseuntil a point is reachedat which the algorithmbecomes
unstable. In section3.4.5 severaldifferent stability criteria were discussed.
Thestability of the 16 tapadaptivenoise cancellingsystemwasinvestigated
and the resultsare summarisedin the following tables.
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Figure 3.9: Spectrumof the referencesignal x(j) for thosesimulationsin
which the noisesourcewas not tailored using filter H2(z).
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Figure 3.10: Ensembleaveragelearning curve for an adaptivenoise can-

celling systemwith a colouredreferenceinput.
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Criterion
Widrows exact
Widrows Conservative
Feuer& Weinsteinexact
Feuer& Weinstein conservative
Experimentalvalue

eqn 3.90
eqn 3.93
eqn 3.94
eqn 3.95

1.0
0.0625
0.0556
0.0208
0.0526

Table 3.1: Comparisonof theoreticaland experimentalstability criteria for
16 tap adaptivenoisecancellingsystemwith unity variancewhite reference
input.

Criterion
Widrows exact
Widrows conservative
Feuer& Weinsteinexact
Feuer& Weinsteinconservative
Experimentalvalue

eqn 3.90
eqn 3.93
eqn 3.94
eqn 3.95

0.275
0.0625

0.0208
0.0208

Table 3.2: Comparisonof theoreticaland experimentalstability criteria for
16 tap adaptivenoise cancellingsystemwith a colouredreferenceinput of
unity variance. The eigenvaluesof the input correlationmatrix were in the

range0.05 to 3.63
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Theoretical Simulation
Mean Variance Mean Variance

Wo 0.0019 0.00125 0.0022 0.00128
WI 0.0038 0.00125 0.0038 0.00127
W2 0.0076 0.00125 0.0074 0.00125
W3 0.0151 0.00125 0.0148 0.00125
W,. 0.0303 0.00125 0.0298 0.00126
Ws 0.0605 0.00125 0.0599 0.00127
W6 0.1210 0.00125 0.1204 0.00127
W7 0.2420 0.00125 0.2413 0.00128
W8 0.2041 0.00125 0.2034 0.00127
Wg 0.4646 0.00125 0.4641 0.00127
WIO 0.3361 0.00125 0.3357 0.00127
Wll 0.0314 0.00125 0.0313 0.00127
W12 -0.0556 0.00125 -0.0556 0.00126
Wl3 -0.0269 0.00125 -0.0267 0.00126
Wu 0.0012 0.00125 0.0015 0.00126
Wl5 0.0058 0.00125 0.0062 0.00126

Table 3.3: Steadystateweight vector behaviourfor 16 tap adaptivenoise
cancellingsystemwith white referenceinput.

The experimentalvaluesare for systemswhich are marginally stable. For
thesevaluesof 1.1. the output signal is dominatedby a largeerratically fluc-
tuatingmisadjustmentnoisesignal. With a white referenceinput the mean
squareerror signalwas +48 dB referredto unity varianceaveragedover 105
iterations.The performancewith the colouredreferenceinput was similar.

Theseresultsclearly indicate that Widrows stability criteria are too opti-
mistic and confirm thoseof Feuerand Weinstein.

3.'T.3 Weight Vector

Table3.3 summarizesthe steadystateweight vectorbehaviourof the 16 tap
adaptivenoisecancellingsystemwhenthe noisesourceis tailoredso that the
referenceinput signalxU) is white. The figures givenareensembleaverages
estimatedby averaging100simulationsandassumingthe value ofthesteady
stateweightelementsto be stationaryandergodic. Eachsimulationwas run
for 10000iterationsafter convergence,which was assumedto be complete
after 5000 iterations.
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The theoretically expectedweight vector behaviour is summarizedin the
first two columns. The mean weight vector figures are the values of the
Wiener weight vector obtainedby inverting the Z transform Ho(z)/H1(z)
as describedin section3.5.3. The resultsare delayedby 8 samplesto take
the primary delay into account. The secondcolumn indicatesthe weight
vector varianceas predicted by equation3.140. It will be seenthat the
weight vector behaviouris very close totheoreticalexpectations.

Table 3.4 summarizesthe steadystateweight vector behaviourof the same
systemwhenthenoisesourceis not tailoredandthereferenceinput therefore
coloured. The figures are again from 100 simulations,each run for 10000
iterationsafter convergence,which in this case wasassumedto be complete
after 20000 iterations.

As the referenceinput is not white it is possible that the mean weight
vector may be effected by the effects of truncation. However asthe ideal
filter impulseresponsehasdecayedto very small valuesat the edges ofthe
adaptivefilter theseeffects areexpectedto be negligible. The weight vector
variancesare rathermore varied than when the referenceinput was white
but it will be seen that in general they are in reasonableagreementwith
theoreticalprediction. It is interestingto note that the varianceof the first
and last filter weightsis rathersmallerthan expected.

3.7.4 Misadjustment

If the filters Ho(z) and H1(z) are both set to unity, the ideal filter impulse
responseis also unity. The adaptive transversalfilter is then capableof
perfectly realizing the ideal filter responsefor any value ofn, providedthat
a reasonablevalue is chosenfor the primary delay, r. The output noise
signal from the adaptivenoise cancelling system is then entirely due to
misadjustment.

Figure 3.11 shows the results of a number of simulationscarried out to
investigatethe mannerin which misadjustrnentnoise changesas afunction
of the numberof filter weights,n. The filter H2(z)was alsoset to unity so
that the referenceinput was uncorrelatednoisewith unity variance. In each
simulationthe primary delay was equal to n/2.

The upper points, indicatedby circles, are the results of simulationsof a
systemwith fast adaptation(J.l = 0.0125). The output noise power was
estimatedby averagingthe output noise power over 10000iterations af-
ter convergence,which was assumedto be completeafter 500 iterations.
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Theoretical Simulation
Mean Variance I Mean Variance

Wo 0.0019 0.00125 -0.0013 0.00037
WI 0.0038 0.00125 -0.0012 0.00108
W2 0.0076 0.00125 0.0017 0.00131
Ws 0.0151 0.00125 0.0087 0.00130
W4 0.0303 0.00125 0.0235 0.00123
W5 0.0605 0.00125 0.0536 0.00118
W6 0.1210 0.00125 0.1141 0.00120
W7 0.2421 0.00125 0.2355 0.00128
W8 0.2041 0.00125 0.1983 0.00139
Wg 0.4646 0.00125 0.4598 0.00149
WIO 0.3361 0.00125 0.3324 0.00153

Wu 0.0314 0.00125 0.0298 0.00151
W12 -0.0556 0.00125 -0.0572 0.00140

WI3 -0.0269 0.00125 -0.0280 0.00123

WI4 0.0012 0.00125 -0.0002 0.00092

WI5 0.0058 0.00125 0.0036 0.00031

Table 3.4: Steadystateweight vector behaviourfor 16 tap adaptivenoise
cancellingsystemwith colouredreferenceinput.
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Also shown are the predictionsof equation3.147. It will be seenthat the
agreementis very good for small valuesof M, but that the misadjustment
increasesmore rapidly than predictedas M gets larger and the stability
boundaryis approached.This behaviouris reasonableas equation3.147 is
an approximationfor small M, as discussedin section3.4.8.

The middle points, indicatedby squares,are the resultsof simulationsof a
systemwith moderateadaptation(J.L = 0.00125). The output noise power
was again estimatedby averagingover 10000iterationsafter convergence,
now assumedto be completeafter 5000 iterations. The resultswill be seen
to be in good agreementwith the predictionsof equation3.147.

The lower points,indicatedby rhomboids,arethosedue tothesimulationof
a systemwith slow adaptation(J.L = 0.000125).The output noisepowerwas
this time estimatedby averagingover 100000iterationsafter convergence,
assumedto be completeafter 50000iterations.Again good agreementwith
equation3.147 isfound.

Figure 3.12 showsthe resultsof a seriesof simulationswhich weresimilar
to thoseof the previousgraphexceptthat the referenceinput was coloured.
This was achievedby making H 2(z) equal to the form of HI (z) used in
earlier simulations.

The upper points are again thosefor the systemwith J.L = 0.0125. Since
adaptationis slowerwith the colouredreferenceinput convergencewas as-
sumedto take2000iterations. It will be seenthat the level of misadjustment
noise issubstantiallylower than that predictedby equation3.147 except
when the systemis nearthe stability boundary.

The middle pointsare thosefor the systemwith J.L = 0.00125,for which con-
vergencewas assumedto take20000iterations.The level of misadjustment
noiseis consistently9 dB below that predicted.

The lower set of points are the result of simulationsof the systemwith J.L =
0.000125.Convergencewas assumedto be completeafter 200000iterations
andthe resultsarethe averagepowerover 100000iterations.Again the level
of misadjustmentnoise isabout9 dB below that predicted.

Thefailure of equation3.147to predictthe level of misadjustmentnoise for a
non-whitereferenceinput indicatesthat the assumptionthat thedatavector
may be approximatedas a seriesof uncorrelatedvectors is inappropriate
in this case. In the previous section it was seenthat the varianceof the
weight vector elementswas in reasonableagreementwith equation3.140.
This indicatesthat the effect of a correlatedreferenceinput is to cause
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Figure3.12: Misadjustmentratiosfor adaptivenoisecancellingsystemswith
a correlatedreferenceinput.
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Theoretical Simulation
Mean Variance Mean Variance

Wo 0.2041 0.00135 0.2032 0.00135
WI 0.4646 0.00135 0.4634 0.00135
W2 0.3361 0.00135 0.3351 0.00135
Ws 0.0314 0.00135 0.0303 0.00137
W. -0.0556 0.00135 -0.0560 0.00136
W5 -0.0269 0.00135 -0.0273 0.00134
W6 0.0012 0.00135 0.0011 0.00136
W7 0.0058 0.00135 0.0053 0.00135

Theoretical Simulation
truncationnoise 0.0781
misadjustmentnoise 0.0108
Total 0.0889 0.0885

Table 3.5: The effect of causalityon an adaptivenoise cancellingsystem
with an uncorrelatedreferenceinput.

the weight vector fluctuations to becomecorrelated,thereby reducing the
misadjustmentnoise.

This conclusionis strengthenedwhen it is recalled (seesection3.4.5 ) that
a sinusoidalreferenceinput causeshighly correlatedvariationof the weight
vectorcreatinga notch filter with a Q determinedby the value ofJl [29,33].

3.7.5 Truncationand causality

A number of simulationswere carried out to confirm the predictionsof
section3.5 regardingthe effects ofcausalityand truncationon the output
noisesignalfrom an adaptivenoisecancellingsystem.The filters Ho(z)and
HI(z) had their standardform as defined at the start of the section. The
resultsaresummarizedin the following tables.

Table 3.5 summarizesthe steadystateperformanceof an 8 tap adaptive
noisecancellingsystemwith no delay in the primary signalpath. The adap-
tive filter is then only capableof approximatingthe causalWiener filter.
The figures areensembleaveragesestimatedby averaging1000simulations.
Each simulationwas run for 10000iterationsafter convergence,which was
assumedto be completeafter 5000 iterations.

80



Theoretical Simulation
Mean Variance Mean Variance

Wo 0.0038 0.00173 0.0030 0.00170
WI 0.0076 0.00173 0.0071 0.00171
W2 0.0151 0.00173 0.0149 0.00171
Ws 0.0303 0.00173 0.0294 0.00170
W4 0.0605 0.00173 0.0592 0.00165
W6 0.1210 0.00173 0.1195 0.00166
wa 0.2420 0.00173 0.2410 0.00168
W7 0.2041 0.00173 0.2031 0.00166

Theoretical Simulation
truncationnoise 0.3336
misadjustmentnoise 0.0133
Total 0.3469 0.3459

Table 3.6: The effect of truncationon an adaptivenoise cancellingsystem
with an uncorrelatedreferenceinput.

The noisesourcewas tailoredso that the referenceinput xU) was uncorre-
latedandof unity variance. It is theneasy toapply the theoryof section3.5
sinceaU) =x(j). It is apparentthat the optimumweight vector is equalto
the causalpart of the ideal filter impulseresponse.The output noise power
due to the causalityconstraintis equalto the sumof the squaresof the non-
causaltermsof the ideal filter impulseresponse.The measuredoutputnoise
power also containsa contribution due to misadjustment,which has been
estimatedusing equation3.147. The weight vector variancesare estimated
usingequation3.140. It will be seenthat thereis very closecorrespondence
betweenthe simulationresultsand the theoreticalpredictions.

The following tablesummarizesthe steady-stateperformanceof the same8
tap adaptivenoisecancellingsystemwhen a delay of 7samplesis presentin
the primary signal path. The optimumweight vector is againgiven by that
portion of the ideal weight vectorwhich lies within the spanof the adaptive
filter. In this casethenon-causalportionof thefilter impulseresponseis well
approximatedand the output noise power is due to the severetruncation
of the trailing portion of the impulse response. There is again very close
correspondencebetweenthesimulationresultsandtheoreticalexpectations.

Table3.7 summarizesthe steadystatebehaviourof the 8 tap adaptivenoise
cancellingsystemwith no delay in the primary signal path when the ref-
erenceinput is coloured. The noise sourcewas not tailored so that the
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Theoretical Simulation
Mean Variance Mean Variance

Wo 0.0105 0.00126 0.0130 0.00036
WI 0.3678 0.00126 0.3699 0.00108
W2 0.2877 0.00126 0.2894 0.00138
Wg 0.0072 0.00126 0.0083 0.00144
W.c -0.0677 0.00126 -0.0665 0.00138
W5 -0.0329 0.00126 -0.0325 0.00123
We -0.0018 0.00126 -0.0019 0.00094
W7 0.0043 0.00126 0.0026 0.00032

Theoretical Simulation
truncationnoise 0.0121
misadjustmentnoise 0.0010
Total 0.0131 0.0131

Table 3.7: The effect of causality on an adaptivenoise cancellingsystem
with a correlatedreferenceinput.

referenceinput is no longerwhite after passingthe filter H1(z). The figures
are againensembleaveragesestimatedby averaging100simulations. Each
simulationwas run for 10000 iterationsafter convergence,which was now
assumedto require20000 iterations.

The optimum causalWiener filter was calculatedusing the theory of sec-
tion 3.5.4,and the outputnoise powercalculatedusing equation3.185. The
measuredoutput noise power also containeda contribution due to misad-
justmentwhich was estimatedfrom the results of figure 3.12. It will be
seenthat there is closecorrespondencebetweenthe simulationresultsand
theoreticalexpectations.

The following tablesummarizesthe steady-stateperformanceof the same8
tap adaptivenoise cancellingsystemwith a correlatedreferenceinput when
a delay of 7 samplesis presentin the primary signalpath. For this casethe
non-causalportion of the filter impulseresponsecan be wellapproximated
but the causalportion of the ideal impulse responseis severelytruncated.
It is necessaryto calculatethe optimum weight vector using equation3.74
since the correlatedreferenceinput causesthe optimum weight vector to
differ from that portion of the ideal weight vector which lies within the
filter's span. The output noise signal due to the truncationwas calculated
using equation3.75. The measuredoutput noise power also containeda
contributiondue to misadjustmentwhich was estimatedfrom the resultsof
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Theoretical
Mean Variance

0.0008 0.00131
0.0025 0.00131
0.0053 0.00131
0.0108 0.00131
0.0218 0.00131
0.0435 0.00131
0.0872 0.00131

-0.1056 0.00131

Simulation
Mean Variance

-0.0007 0.00038
-0.0004 0.00103
0.0021 0.00122
0.0078 0.00126
0.0194 0.00123
0.0422 0.00115
0.0872 0.00097

-0.1051 0.00035

truncationnoise
misadjustmentnoise
Total

Theoretical Simulation
0.0478
0.0010
0.0488 0.0494

Table 3.8: The effect of truncationon an adaptivenoise cancellingsystem
with a correlatedreferenceinput.

figure 3.12. It can be seenthat there is closecorrespondencebetweenthe
simulationresultsand theoreticalexpectations.

3.8 Conclusions

Ideal solutionsto typical noise cancellingproblemshave beenderived in a
treatmentwhich is more generalthan that previously published[23]. This
enablesthe potentialperformanceof an adaptivenoisecancellationsystem
to be estimatedin mostsituationsof practicalinterest.

The LMS algorithm is generally used inadaptivenoise cancellingsystems
and appearsto be a good choice for this application. The stability and
convergenceof thealgorithmwerediscussedandthe theoreticalexpectations
comparedwith resultsfrom computersimulation. The learning curves of
stablesystemshaveslightly longer time constantsthan predicted,but this
behaviouris expectedas the derivationassumesperfect gradientestimates.
The conventionalstability criteria for the LMS algorithm due to Widrow
were found to be too optimistic whilst the resultswere consistentwith a
recentstability analysisby Feuerand Weinstein.

Thereis an outputnoisecomponentdue to the effect of gradientestimation
noise on the steadystateweight vector, which is denotedmisadjustment
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noise. This is an importantnoisesourcefor adaptivenoisecancellingsystems
sincethe powerin the errorsignaldriving the adaptivealgorithm,andhence
the misadjustmentnoise, is substantialeven for asystemin which perfect
cancellationis taking place. In order to predict the output noise power
due to misadjustmentit is necessaryto assumethat the dataforms aseries
of uncorrelatedvectors in order to make the mathematicstractable. It
was found that the resulting analysispredicted the misadjustmentnoise
well when the referenceinput was uncorrelated. However for acorrelated
referenceinput the misadjustmentnoise power is well below that predicted,
even though the weight vector variation is comparablewith the predicted
value. This indicatesthe uncorrelatedvectorsassumptionis unjustified in
this context and that the effect of a correlatedreferenceinput is to cause
the weight vector fluctuationsto becomecorrelated.

Ideal solutionsto noise cancellationproblemsrequire filters whoseimpulse
responses,in general,extendinfinitely over both positiveand negativetime.
Adaptive transversalfilters can only implementcausalimpulseresponsesof
finite duration. The effectsof causalityand truncationon the weight vector
solutionsand the output noise signal have beendiscussedand found to be
in close agreementwith the resultsof computersimulation.
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Chapter 4

Automatic classification of
gramophonerecords

4.1 Introduction

In this chapterthe last of the casestudiesis described. The problem ad-
dressedis the design of equipmentto automaticallyassessthe quality of
gramophonerecordsfor quality control purposes.

The needfor suchequipmenthasbeen recognisedsince theearly 1960'sand
a long researchprogrammeat THORN EMI Central researchlaboratories
hasproducedseveralautomaticclassificationmachinesusinganaloguesignal
processing. This developmentculminatedin 1977 in a machineknown as
the mark V Disk Defect Detector(DDD).

The increasinguse of closemicrophonetechniquesandelectronicallysynthe-
sizedmusicsincethenhavecauseda gradualreductionin theaccuracyof the
classificationmadeby the machine. It was recognisedthat the mark V DDD
was at the practical limit for an analoguesignal processingapproachthus
the investigationto be describedreportson the applicationof digital signal
processingto this problem. Resultsof this work have beenpublishedin a
paperentitled 'A new approachto the automaticdetectionof pressingfaults
on gramophonerecords'by S.J.Roomeand J.W .Richardswhich appeared
in the October1985issueof the Journalof the Institution of Electronicand
Radio Engineers.
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Figure 4.1: Stagesin the conventionalgramophonerecord process

4.2 Gramophonerecorddefects

4.2.1 Manufactureof a gramophonerecord

The variousstagesin the manufactureof a gramophonerecord are shown
in figure 4.1 which isadaptedfrom [40]. The first stageis to cut a pair
of lacquerdisksfrom the mastertaperecordingof the programmematerial.
This is done on arecordcuttinglathe,which isratherlike a recordplayerbut
with the playbackstylusreplacedby a heatedcuttingstylus. This is driven
to createa spiral groove, whosemodulationcarriesthe recordedsignals,in
the surfaceof the soft smoothlacquerdisk.

The left (L) and right (R) channelsof a stereosignal modulatethe groove
in orthogonaldirections,as shown in figure 4.2 sothat in principle there is
no cross-talkbetweenthem. The depthand lateraldeviationof the groove
dependon thesignalcontentof the Land R channels.In-phasecomponents
of the signalscorrespondto lateral modulationof the groove,and out-of-
phasecomponentsto vertical modulation. Thus,for a monophonicrecord,
where Land R channelsare identical, the groovedepth and width remain
constantand the signal is carried entirely by the lateral deviation of the

groove.

In order to spacethe grooves as closelytogetheras possiblewithout them
running into eachother,a look-aheadtechniqueis used. When ananalogue
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Figure 4.2: Modulatedgramophonerecord groove

mastertapeis replayeda secondadvancehead is used whosesignalscontrol
the pitch of the spiral cut into the lacquer. A similar technique,employing
a digital delay line, is used whenthe signalson the mastertapeare digitally
encoded.

From each lacquerdisc a metal negativeis made. A layer of silver is de-
posited onto the surfaceof the lacquer and it is then electroplatedwith
nickel. This processis known asmatrixing.

The metal negativeis then used to createa positive 'mother'by a second
matrix operation. In order to make it possible toseparatethe motherfrom
the negativeon which it is grown,the negativeis coatedwith an electrically
conductivemonomolecularlayer of a colloid beforeelectroplatingtakesplace.

From the mothera numberof stampersare createdby a third matrix oper-
ation. Eachstamperis then usedto createa largenumberof gramophone
recordsby the 'pressing'operation.

The pair of stampersrepresentingthe two sides ofthe record arefitted
to mould blocks in the record press. During the press cyclethe following
operationsoccur:

1. a shot of vinyl mix is placed within the presswith a finished label
aboveand below it

2. the mould blocks areheated(usually by steam)and broughttogether
to pressthe shot into an LP
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frequencyresponse
total harmonicdistortion
rumble
signal to noise ratio
playing time

20Hz-20kHz
< 0.5 % (1KHz, peak level, 280mmdiameter)
> 64 dB (DIN B weighted)
> 69 dB (1kHz-16kHz)
> 30 min per side

Table 4.1: Specificationsof a DMM gramophonerecord

3. the blocks are then cooledwith water before the record is released

4. the stampersare separatedand the recordremoved

5. the excess flash istrimmed from the edge

This whole processtakesa total of 20 to 25secondsto createa singlegramo-
phone record. The end result is a finished record which is soft and which
will take about24 hoursto cure to its normal hard state.

A recent improvementto the processof gramophonerecord production is
the introduction of Direct Metal Mastering (DMM 1 ). In DMM the pro-
duction of the intermediatenegativeand positive is eliminatedby cutting a
metalmasterdirectly from a coppercoatedstainlesssteeldisk. This reduces
the surfacenoiseof the resulting gramophonerecordsbecauseeach matrix
operationaddsslight imperfectionsto the surfacedetail within the groove.

A moderngramophonerecordis madefrom a co-polymerof polyvinyl chlo-
ride and polyvinyl acetate,lubricant and stabilizeradditivesand sufficient
carbonblack to give the characteristiccolouring. An LP is 12 inches (305
mm) in diameterandweighsapproximately120 g. Specificationsof a DMM

record are given in table 4.1.

4.2.2 Gramophonerecorddefects

Defectsin gramophonerecordsmay bedivided into threebroadcategories:

Lacquerfaults It is possiblefor defectsto be introducedinto the recorded
programmeduring productionof the mastertape [41], or during the
processof cuttingthe lacquerdiscs. Thesefaultswould thenbe present

IDMM is a trademarkof TELDEC
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on all gramophonerecordssubsequentlyproduced.In practicelacquer
faults are very rare and do not representa quality control problem
sincethey can be isolatedby auditioninga single trial pressing.

Handling damageGramophonerecordsarerelativelyfragile andmay eas-
ily be damagedduring handling operations. Handling damagewill
usually be uniqueto eachrecordand is thusnot controllableby batch
sampling techniques. The incidenceof handling damageto gramo-
phone records has been very much reduced by the introduction of
machineswhich automaticallyinsert the recordsinto inner sleeves im-
mediatelyafter pressingand is now alsocomparativelyrare.

Pressingfaults Oncean event,such asdamageto a stamper,hasoccurred
pressingfaults will be presenton eachsubsequentrecordpresseddur-
ing a productionrun. As soon as apressingfault is detectedduring
batchsampling,it will be examinedunder a microscopeto determine
the exact cause,corrective action taken, and the offending batch of
recordsscrapped.

The prompt detection,assessment,and diagnosisof pressingfaults is thus
a central concernof a quality control programmefor the manufactureof
gramophonerecords. It is in this areathat most of the work in automatic
fault detectionhasbeencarriedout, andto which theinvestigationdescribed
in this chapterwas addressed.

4.2.3 Pressingfaults

Pressingfaults may be divided into threecategories:thosedue to imperfec-
tions in matrix operations;thosedueto shortcomingsin the recordmaterial;
and thosedue to faulty processing.The most importantexamplesof each

will now be described.

Matrix faults During theelectroplatingoperationsthatproducethenickel
stamperit is possiblefor the presenceof contaminantsto causepin-
holesin the finished stamper.When recordsare pressedthe vinyl ma-
terial will be extrudedthroughtheseholescausingsmall spikeswithin
the record groove. This pressingdefect is known asspot damageand
manifestsitself as intermittent loud clicks whenthe record is played.
This defect is difficult for automaticquality control equipmentto de-
tect becausethe recordis playedin the soft uncuredstate.The replay
stylusdeflectsthe spikeof vinyl resulting in a click with a magnitude
much reducedfrom that which will be experiencedby the consumer.
Spotdamageis not visible without magnification
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Material faults Rigorous precautionsare taken to ensurethe purity of
the record vinyl. Even so a particleof a contaminant,such as agrain
of sand, occasionallyenters the record press. As the vinyl shot is
compressedinto a record this may producea radial scratchon one
stamper,which will be reproducedon all subsequentrecords.

If an excessiveproportionof additivesis presentin the vinyl compo-
sition, then thesewill appearas awhite colourationof the surfaceof
the record known as bloom. This does not always result in an audi-
ble defect, but it is often manifestedas a low-level cyclicsusurration
known as swish.

Processingfaults Themosttroublesomeprocessingfaultsarereleasedam-
age,non-fill, and apexdamage.

Pre-releasedamageis localiseddamageof the outerwall of the record
groove causedby contractionof the cooling record before the stam-
per has completely separatedfrom the vinyl. Post-releasedamage
is localiseddamageof the groove shoulderand the land, causedby
the stampercoming back into contactwith the recordagainafter the
stampershaveseparated.Both forms of releasedamageare sometimes
referred to as stitching becauseof the appearanceof the patternsof
reflected light on the gramophonerecord. Releasedamagecausesa
disturbingraspingnoise called tearingsince it soundslike cloth being
torn.

Non-fill, also referred to as 'air marks', is an irregular distribution of
cavitiesin the outsidewall of the record groovecausedby incomplete
moulding. It may appearas arandompatternor irregularstreakson
the surfaceof the record and manifestsitself as irregularclicks.

Apex damageis a seriesof defectswithin the bottom of the grooves
due to damageto the apex of the stampers. This is causedby the
two stampersmomentarily touching before the vinyl expandsto fill
the mould cavity. Apex damageusually causesa tearingnoisesimilar
to releasedamageand is not normally visible without magnification.

4.3 Quality Control

4.3.1 Problemsin thequality controlof gramophonerecords

The quality control of gramophonerecordproductionis difficult becauseof
the largenumberof itemsto be tested,the wide varietyof manufacturingde-
fects which arepossible,and the difficulty of testingcompletedgramophone
recordsto the presenthigh levels ofperformance.
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At the EMI ManufacturingandDistributionplantat UxbridgeRoad,Hayes
Middlesex 25 million 12 inch and 23 million 7 inch (173mm) records ｷ ･ ｲ ｾ
pressedduring 1984. This amounts to approximately 20 million hours
of recorded material. Even with the use of batch sampling techniques
and highly skilled listeners,auditioning of the material is an impractica-
ble methodof assuringthe quality of the product.

It is difficult, even for trained staff, to listen critically to material for long
periods. In addition it is extremelydifficult, if not impossible,to maintain
a consistentstandardof gramophonerecord quality basedon subjective
assessment.Many factors subconsciouslyand significantly affect human
judgementof the severity of the noises resulting from gramophonerecord
defects. The variation due to thesefactors (which include stateof health,
emotionalstate,enjoymentof programmeand fatigue) is largeand difficult
to compensate.

To assessthe quality of a record requires that the defects be identified,
and the severityof the resulting noisesestimated.The criteria by which a
listener distinguishessoundsdue to gramophonerecord defectsfrom those
of the recordedprogrammeare complexandnot well understood.In general
it appearsthat a listener will regard as adefect any sound that does not
appearconsistentwith the recordedprogramme,basedon their previous
experience. It is interestingto note that the improved dynamic range of
programmematerialdue to the introductionof digital audio tapemachines
causedsomerecordsto be erroneouslyreturnedby consumersas defective.
This was due to sounds,such asthe clattering of woodwind keys, being
heardthat would havepreviouslybeen maskedby tapenoise.

It may be possibleto developa machinewhich effectively emulatesthe hu-
man ability to recognisedefects,but such amachinewould be too complex
and expensivefor quality control purposes.It has beensuggestedthat sig-
nalsdue to defectscould be detectedby comparingthe replayedsignalwith
a copyof the mastertape. In practicethis procedurewould be very difficult
to carry out, not leastbecauseof the huge repertoireand rapid turnoverof
a modernrecord manufacturingplant.

Optical inspectionof gramophonerecordshasformed animportantpart of
quality control proceduresin the past [40]. However, not all defectsare
visually apparent,and there is poor correlation betweenthe appearance
of a defective record and the audible severity of the defects. The large
reductionin the incidenceof handlingdamagecausedby the introductionof
automatedbaggingof gramophonerecordsimmediatelyafter pressinghas
also madeit apparentthat visual inspectionwas probably responsiblefor
creatingas many defectsas weredetected.
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It hasalreadybeennotedthat the assessmentof the severityof gramophone
recorddefectsby a. listeneris affectedby subjectivefa.ctors. Howeverseveral
objectivecriteriawhich affect theconsensusopinionof theseverityof a defect
are known. Theseare

• the amplitudeand characterof the noise due tothe defect

• the natureof the programmeat the time

• whetherthe defect is cyclic (recurringevery revolution)

Defects that occur in the midst of programmeare maskedsomewhatby
that programme. The degreeto which masking takesplace is difficult to
estimate,but it is greatestwhen noise and signal occupy similar frequency
bandsand falls off rapidly with increasingfrequencyseparation.

Defectswhich are cyclic, that is which recur with a period equal to that of
one record revolution are more annoying than the samedefectsrandomly
distributed. The listener becomesawareof the defect and anticipatesthe
repetitionof the noise,spoiling the enjoymentof the recordedprogramme.

4.3.2 Currentequipment

The needfor automaticequipmentto detectgramophonedefectshas been
recognisedsince the early 1960s. The equipmentwas intendedspecifically
for the detectionof pressingfaults and the specificationincluded low cost,
ruggednessand the ability to give a rapid assessmentof recordquality.

In 1977 the mark V Disk Defect Detectorwas producedas the culmination
of a long programmeof work in this areaby THORN EMI CentralResearch
Laboratories[42]. This machinedistinguishesbetweenaudiosignalsdue to
record defectsand recordedprogrammeon the basis of thesignalenvelope.
It is assumedthat recordedsoundswill have a perceptibledecay envelope
due to room reverberationsand the physicsof musical instruments,whilst
defectswill typically haverapid rise and fall times.

Since it is easierto detect rapid rise-timesthan rapid fall-times with ana-
logue circuitry the mark V DDD plays the record backwards. Impulsive
noisessuch as clicks could thereforebe distingushedfrom impulsive music
(suchas cymbal crashes)by the presenceof rapid rise-timesin the reversed
signal. A numberof analoguedetectorsof gradedsensitivityoperatein par-
allel to categorisedefectsas large clicks, scratchesand 'gritty' noises. To
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increasethe speedof assessmenta rotationalspeedof 78 rev/min is used,
this increasesthe throughputof the systemwhen testingLPs by afactor of
2.34 .

The mark V DOD has been very successfuland is currently in use with
recordplant throughoutthe world. It is the only machinefor the automatic
testing of gramophonerecords to be made commercially available to the
gramophonerecord industry.

When the equipmentwas designed,a discriminationcriterion basedon the
finite decayenvelopeof naturalsoundswas reasonablyeffective for quality
control purposes. Since then, however, the use of closemicrophonetech-
niques and electronically synthesizedsoundshave becomecommonplace.
The decayenvelopesof thesesoundscan be veryshort erodingthe validity
of the designcriterion as ageneraldiscriminationprocedure.The result is
that the Mark V DDD is susceptibleto the spuriousidentificationof certain
music waveformsas defects. This effect is known as'music breakthrough'
and is most likely to occurat the high levels ofsensitivityrequiredto detect
'gritty' noises,which are often embeddedin music.

In addition the resultsfrom the Mark V DOD requireskilled interpretation
in order to makea pass/failjudgementon the quality of the testedrecord.
This still allows humaninconsistencyto affect the standardof gramophone
record production.

Theseproblems,combinedwith a requirementfor higherstandardsof gramo-
phone record quality causedby the competition from CompactDisk, led
to a completere-appraisalof strategiesfor the automaticidentification of
gramophonerecord defectsfor use in a newgenerationof quality control
equipment.It was recognisedthat the Mark V DDD representeda practical
limit to the complexity that could be achievedwith analoguesignal pro-
cessing.A project to investigatethe applicationof digital signal processing
to this problemwas carriedout by the authorunder the supervisionof Mr
J.W.Richardsand resulted in the design and constructionof a prototype
disk defect detectorequipment. This equipmentthen underwenttwo field
trials at the recordfactory of EMI Manufacturingand distribution.
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4.4 A digital signal processingsolution

4.4.1 Introduction

Gramophonerecord defectsarecapableof generatinga wide rangeof noise
signalswhich will be heardsuperimposedon therecordedprogramme.These
noisesmay be informally groupedinto categoriesbasedon the characterof
the sound.

• Clicks and their cyclic counterpartsscratches,are the popularconcep-
tion of gramophonerecorddefects. In practicemostclicks heardby the
consumerare probably due to handlingdamageafter the record was
purchased.However severalpressingfaults may causesimilar noises
including spotdamage,non-fill and stamperdamage.

• Tearing noisesare probably the most disturbing of all gramophone
defects. Thesearegenerallycausedby releasedamageor apexdamage.

• Frying noisesare periodsof enhancednoise levelreminiscentof the
sound of frying and are often causedby matrix faults. Cyclic low-
level frying is referred to as 'swish' and is generally due to material
problems.

• Grit is a term usedto describefrequentsmall clicks and isusuallydue
to matrix problems.

• Bumpsare repetitivelow-level low-frequencynoises, which areusually
due to local deformationsof the stamper.

As a resultof a detailedanalysisof the replaysignalsfrom a largenumberof
defectiverecordsit was found that a large majority of noises due torecord
defects were composedof one or a series ofimpulsive waveforms. This
conclusionwas surprisingconsideringthe widely differing characterof the
noisesand the wide spectrumof defectscausingthem. The major exception
is the categoryof low-frequencydefectsknown asbumps. Thesedefectsare
fortunately rare and it was decidedto ignore themduring the development
of a prototypemachine.

The problemto be addressedby automaticequipmentfor use inthe quality
control of gramophonerecord production was approachedin three parts:
distinguishingimpulsive signalsdue to defectsfrom thoseof recordedpro-
gramme;grouping theseimpulsesso that they correspondto recognisable
defects;and assessingthe severityof the defects.
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Figure4.3: Voltage/timewaveforms: (a) click embeddedin music; (b) piece
of synthesizedmusic.

4.4.2 Identification of defect impulses

Variousmethodsby which impulsesdueto gramophonerecorddefectscould
be distinguishedfrom recordedprogrammewereinvestigated.Thedifficulty
of this task is illustratedby figure 4.3 which shows atracefrom a passage
containinga click embeddedin music and also a piece ofsynthesizedmusic
without any defects.

In principle the problemis to takeeachportionof thesignalreplayedfrom a
gramophonerecordand to decidewhetherit is due to recordedprogramme
or to the presenceof a defect. This problem is inherently difficult as it is
requiredto detectdefectsin the presenceof an enormousvariety of recorded
programme.Theseincludespeech,classicalmusic,popularmusic (typically
containingmanyspecialeffectsand synthesizedsounds),outsiderecordings
and specialeffects.

Therearefew constraintson thecharacteristicsof signalsrecordedon gramo-
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phonerecords.Theprimaryconstraintis that thesignallieswithin theaudio
bandwidth,and this is obviouslyalso true of the noisesignalsresultingfrom
defectswhich causeannoyanceto the consumer. The conjecturethat the
signalscausedby gramophonerecord defectshad a very wide bandwidth,
extendingbeyondthe limits of humanhearing,has beentestedin previous
work at THORN EMI Central researchLaboratoriesand did not yield a
reliabledetectionmethod.

Theseproblemscould be readily overcomeif redundancywereaddedto the
signal in a controlledmanner. Detectingdefectson a monophonicgramo-
phonerecord,for example,is greatlysimplified since the Land R channels
should be identical. It is straightforwardto add redundancyto digital au-
dio signal for the purposeof detectingerrors and this allows the detection
of manufacturingdefectson CD disks to be asimple mechanisticprocess.
Unfortunatelythis approachis not applicableto conventionalLP records.

In the absenceof any definitive criteria for distinguishingbetweensignals
dueto recordedprogrammeandthosedueto defectsa probabilisticapproach
had to be adopted. It was acceptedthat therewould be a finiteprobability
of wrongly classifying portions of signal, and a techniquewas sought in
order to maximisethe probability of correctdecisions. The assignmentof
objects to categoriesusing probabilistic methodsis the essence ofpattern
recognition.

The classic pattern recognition procedureis to develop rules toquantify
characteristicsof the object, and then plot the positionsof the character-
istics of a test set in a multi-dimensionalspace. If the characteristicsare
clusteredin a mannercorrespondingto the desiredcategories. Then the
chosenmethod of characterizationmay be used tocategorisethe objects
with a high probability of success.Developmentof an effectivemethodof
quantifying the characteristicsof an object is known as'featureextraction'
and is fundamentalto the processof patternrecognition.

Severalpatternrecognitiontechniqueswere investigatedand one,Syntactic
String Analysis [43] appearedideally suited to the characterizationof im-
pulsivesignals.Syntacticstring analysisconsistsof describinga signal by a
string of symbolsand classifyingthem accordingto the order in which the
symbolsoccur i.e. accordingto their grammaror syntax. The symbolsare
assignedto segmentsof the signal accordingto the values ofcharacteristics

(features).

Unfortunatelythereis currentlyno theoreticalbasis forthechoice ofmethod
for obtainingfeaturesfrom a signal. Featuresmustbe chosen onthe basisof
intuition andexperiment.A testsetof known goodanddefectivesignalswas
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storedin digital form on acomputerandvariousfeatureextractionmethods
and symbol assignmentrules were simulated. The featuresused to assign
the symbols,the rangeof valuescorrespondingto eachparticularsymbol,
and the syntaxof a defectsymbol were chosento maximisethe probability
of correct identificationof the test signalson an empirical basis.

The method that was evolved is basedon the recognition that that the
impulsivesignalsdue to pressingfaults characteristicallyhavevoltagewave-
forms containinga numberof steepslopesand rapid changesof direction.
The audio signal from the replay of the gramophonerecord to be testedis
sampledand then classified into segmentsbasedon the values ofthe first
and secondinter-sampledifferences.

The value of the first inter-sampledifference is the slope of the voltage
waveform. If the slopesbeforeand after a samplepoint havedifferent signs
then the valueof the secondinter-sampledifferenceat that point is denoted
the apex value at that point. The waveform was classifiedinto a string
containing5 different symbolsusing the following assignmentrules:

1. If the slopeat a samplinginstantexceedsa thresholdvalue, the wave-
form at that instant is classified as a positive slope, denotedby the
symbol Z.

2. If the slopeat a samplinginstantis negativeandits magnitudeexceeds
theslopethresholdvaluethen thewaveformat that instantis classified
as anegativeslope,denotedby the symbol \.

3. If the apexvalue, as defined above,is greaterthan an apex threshold
value the waveform is classified as a positive apex denotedby the

symbol A.

4. If the apex value, as defined above, is negativeand its magnitudeis
greaterthan the apex thresholdvalue the waveformis classified as a
negativeapexdenotedby the symbol v.

5. If neither the slopenor apex thresholdsare exceededthe waveformat
the samplinginstantis classifiedas anempty segment.

6. If a seriesof empty segmentsoccurswhich lasts lessthan a time-out

value then it is not symbolised.

7. If seriesof empty segmentsoccurs lasting greaterthan the time-out

value then it is symbolisedby the symbol t1.
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Figure4.4: Two waveformswhich conform to the defectsyntax

Defectimpulsesare characterizedby a sequence of symbols whichmuststart
with a positiveslopeU) or negativeslope (\). The full syntaxfor a defect
impulsestartingwith a positiveslope is :

(ur 1\ (\rv)*

whilst that for a defect impulsestartingwith a negativeslope is :

where ( ). indicatesthat the portion within parenthesesmay berepeated
any numberof times. Two examplesof impulsivewaveforms whichconform
to the syntaxareshown in figure 4.4.

In order to achievesufficient sensitivity to detectsmall impulsive defects
audible in periods of silence or low-levelprogramme,whilst maintaining
an adequateresistanceto spurioustriggering during periodsof high level
programmeit was found to benecessaryto normalizethe thresholdvalues
used inthe classificationprocessto the programmelevel.
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click
tearing
frying
grit

Isolatedimpulseor group with duration lessthan 10 mS
meaninterval betweenimpulseslessthan 10mS
meaninterval between10 mS and 70 mS
meaninterval between70 mS and 800mS

Table 4.2: Assignmentof groupsof impulsesto informal noisecategories

The methodby which the programmelevel wasmeasuredwas empirically
d.esignedto approximatethe maskingeffect of musicprogrammeon impul-
srve defects. The programmewas filtered by a single-polehigh-passfilter
with a cut-off frequencyof 1 kHz. It was then full-wave rectified andthe
programmelevel estimatedby a circuit with a rise-time of 0.5 mS and a
fall-time of 200 mS

4.4.3 Defect classification

In addition to identifying thoseimpulsivesignalsdue togramophonerecord
defectsit is necessaryto groupthemso that they correspondto recognisable
defectsand then to assessthe severityof the resultingnoise.

The groupingstrategyit was decidedto implementwas as follows

1. The impulsesare collectedinto groupscalled 'patches'.

2. Each patch is assignedone of the informal noise categories: click;
tearing; frying; grit. The mean interval betweenimpulseswithin a
patchwas usedto makethe assignment(seetable4.2) and was found
to give a reliable indicationof the characterof the resultingnoise.

3. The patchesare then checkedagainstthoseof the previousrevolution
of the disk to checkwhetherany of them are repeatedcyclically, since
they arethen manifestationsof samedefect. The mostfamiliar exam-
ple is acyclically repeatedclick which is ascratch-but in fact all of

the noisecategoriesmay occur cyclically.

The position of eachimpulse,expressedas the angularposition from some
arbitrary reference,and the numberof revolutionsfrom the start is stored.
This enablesthe start and end positionof eachpatchto beestablishedand
hencecyclicity determined.The definition of cyclicity used was asfollows:
two clicks are cyclic if they occur 1.8 s (onerevolution) apart to within 10
mS; two patchesarecyclic if they are ofthe samenoisetype and if any part

of one is separatedfrom any part of the other by 1.8 S.
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4.4.4 Assessmentof defect severity

The mainobjectiveof the prototypeDisk DefectDetectoris to obtaina con-
sistentassessmentof gramophonerecord quality which is in line with the
consensusopinion of humanlisteners.The following procedurefor quantita-
tively estimatingthe audibleseverityof the defectson agramophonerecord
was developedempirically.

1. Eachimpulseconsideredto be due to a defect is given a score based on
the total energyin the impulse[44]. This is estimatedfrom thesyntax
parameterstogetherwith additional information from the hardware
including the total number of samplesin the impulse andthe pro-
grammelevel.

2. The severityof the noise dueto a patchof impulsesis then estimated
from the severityof its constituentimpulses.This was initially made
equal to the sum of the severitiesof its constituentimpulsesfor sim-
plicity and this was found to correlatereasonablywell with subjective
assessmentof the annoyancevalue.

3. If the defect is one which is cyclicthen the severity of the defect is
estimatedas the severity rating of the first patch(or click) plus twice
the sum of the scoresfor the following patches,to take into account
the increasedannoyancethis causes.

4. The severity of all the defectson the record is then summedto give
an overall quality rating for the record.

It was intended that a pass/fail judgementon the record quality should
be madefrom the resultingquality rating, althoughin practicethe record
would probablybe auditionedin borderlinecases.

4.5 Experimentalequipment

The feasibility of the SyntacticString Analysistechniquefor thediscrimina-
tion of the signalsdue to gramophonerecorddefectswasoriginally explored
by computersimulation. However the processingtime involved, typically
severalminutesfor a few secondsof material,severelylimited the amount
of material that could be usedto developthe techniqueand refinethe pa-

rameters.
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Figure4.5: Layout of the experimentalsystem

The investigationof the classificationand assessmentstrategiesdescribed
above clearly required the ability to usecompleteLP sides as source ma-
terial which was far beyond the capabilitiesof a simulation approach. A
prototypeadvanceddisk defect detectorwas thereforedesigned andbuilt
which embodiedthe identification,classificationand assessmenttechniques
describedabove.

The prototypeequipmentconsistedof three main parts: a turntableunit;
a real time processingrack; and a microcomputersystem. This is shown
schematicallyin figure 4.5.

The turntableunit sendsboth audio signalsand high resolutiondataon
the turntablepositionto the real-timeprocessinghardware.The processing
hardwaresamplesthe incomingaudiosignal andcontinuallyconvertsit into
a streamof symbolswhich arethenexaminedto seewhetherthey meet the
syntaxof a defect impulse. When a defectimpulsehas been identifieddata
on the exactpositionof the defecton the record and onthe severityof the
impulseare latchedand passedon (via aninterrupt) to the microcomputer
system.
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The microcomputertemporarilystoresthis information in its memory, and
as abackgroundtask (when not handlinginterrupts)sifts throughthis data
attemptingsuccessivelevels of classification. Initially the severity of the
impulseis estimated,next any patchesof impulsesare identified, and finally
any cyclic defectsarecategorised.Onceclassified,informationaboutdefects
is displayedon the systemconsoleand also copied to ahard copy printer.
When testingof the recordis terminatedthe total severityof the defects on
the record is reported.

4.5.1 Turntableunit

The turntableunit compriseda turntablewith 180strobemarks/rev,a tone
arm mountedon a high resolutionoptical encoder,a cartridgeand interface
circuitry. Preliminary investigationwas carried out by playing recordsat
33 rpm so that the record could be listenedto as it wastested. The final
form of the equipmenthoweverused aspeedof 78 rpm in order to increase
the through-putof the system. A stylus and cartridgewere chosen which
gave aresponseuseful up to 48 KHz. The preamplifiersincorporatedan
equaliserto compensatefor stylus and cartridgeresonances,but no RIAA
equalizationwas performed.

4.5.2 Processinghardware

The processinghardwareconsistedof four main parts:

• A/D converter

• thresholdnormalizationcircuitry

• segmentidentification hardware

• syntaxanalyser

In addition interfacesto both the microcomputersystemand theturntable
unit, and timing generationcircuits, were containedwithin th.e ｨ｡ｲ､ｷ｡ｾ･
rack. An overall schematicof the signal processinghardwareIS shown 10

figure 4.6.

The segmentidentification hardwareconsistsof two successive､ｩｦｦ･ｲ･ｮｾｩｮｧ
circuits. Theoutputsfrom thesearecomparedwith the relevantnormahzed
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Figure4.6: Overall schematicof processinghardware

slopeand apexthresholdvalues on asampleby samplebasis. Flagsshowing
the detectionof positiveor negativeslopes andpositiveand negativeapexes
aretheninput to thesyntaxanalyser.In additiona countercircuit generates
time-out flag if only empty segmentshaveoccurredfor the time-outperiod.
A countof the total numberof sampleswithin a defectimpulseis also made.

The thresholdvalueswere storedas tables in EPROM accessedaccording
to the estimateof the programmelevel. A digital delay in the programme
path was used sothat advanceinformation of the programmelevel could
usedin this process.

The syntaxanalyserwas asequentialfinite statemachine[45] realized us-
ing programmablelogic which implementedthe defect syntaxdescribedin
section 4.4.2. When a defect impulsewas detecteda signal was normally
generatedwhich interruptedthe microcomputersystem.Howeverthe num-
ber of apexeswithin defect impulseswas monitoredand oncethis exceeded
a presetmaximumtheACM flag wasset. Since animpulsewith a very large
numberof apexesis most probably due tospurioustriggering on music or
otherprogramme,the ACM flag causedthesyntaxanalyserto light an error
indicatorratherthan interrupt the microcomputer.
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4.5.3 Microcomputersystem

The microcomputersystem was an INTEL single board microcomputer
basedon the 8085 microprocessor,together withadditional RandomAc-
cessMemory, a VDU and a hard copy printer. The microcomputersystem
was responsiblefor controlling the signal processinghardware,classifying
and assessingthe severityof the defectsand generatingthe outputdisplays.

Thesoftwareconsistedof six tasksrunningunderthe INTEL RMX80 multi-
taskingexecutive.Eachtaskwas a selfcontainedsoftwaremodulewritten in
a combinationof PLM/80 [46] and assembler.The tasksran independently,
but communicatedby exchangingmessagesandsharingtablesof data. Each
taskwas assigneda priority andthe multi-taskingexecutiverunsthe highest
priority task that haswork to do. The tasks,in descendingorderof priority,
were

SupervisorThe supervisortask is responsiblefor overall control of the
defect processing.

ImpulseInterrupt This task respondsto the interruptfrom the hardware
when a defect impulsehas beendetected.It storesthe dataprovided
by the hardwareand calculatesan estimateof the impulseseverity.

TerminalHandler This task controlsthe keyboard,VDU and printer.

PatchThe patch processingtask readsthe table of impulse datacreated
by the impulseinterrupt task and groupsimpulsesinto patches.

Defect This task readsthe tableof patchdata,groupingtogetherpatches

that are cyclic.

Output This generatesthe output display for eachcompletedefect.

A typical output from the testing of a defective record is shown in figure

4.7. The following points may benoted:

• A rangeof sensitivitiesare available,this allows the level of quality
control to be alteredif desired.A more sensitivesettingmay be used
for top rangeclassicalmaterial than for pop records,where acertain
numberof minor faults may bedeemedcommerciallyacceptable.

• The rows in the printout list the defectsfound. The first columngives
the type of defect, the secondthe severity estimateand the last four

the startand end positionsof the defect.
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• At the end of the analysis,the final score for the record isprinted.
The final line givesthe reasonfor halting the processingof the record.
Normally this would be becauseall of the recordhadbeentested how-
ever, this can also becausedprematurely,for exampleby the operator
or if the stylus getslocked in one groove.

4.6 Experimental Results

After a period of refinement the equipmentwas taken to EMI Records
gramophonerecord pressingplant in order to undergo field trials. This
enabledthe detection,classificationand assessmenttechniquesto befurther
refined and testedon many hours of very varied programmefrom uncured
pressmgs.

In the first phaseof testingthe prototypeequipmentwas usedat a speed of
33 rpm and a visual indicator was connectedto the impulsedetectionflag.
This enabledsimultaneouscomparisonof the performanceof the prototype
with the soundof the record to be carriedout. The records werethen also
testedon the mark V analogueequipmentin order to provide astandard
of comparison.The resultsshowedthat the prototypewas superiorto the
mark V equipmentin the detectionof certain typesof defect whentesting
classicalrepertoire,but that it wassusceptibleto theerroneousidentification
of somePOPand MOR music as dueto gramophonerecord defects.

An investigationinto the causeof the music break-throughproblemslead
to a redesignof the analoguecircuitry responsiblefor estimatingthe pro-
grammelevel in order to improve its linearity, dynamic range and band-
width. An extensivesecondphaseof field trials was then carried out in
which the performanceof the prototypewas againcomparedwith that of
the Mark V equipment. Each record was alsolistenedto very carefully by
the authorand, in most cases,the quality control manager.

The resultsshowedthat the experimentalequipmentwas capableof accu-
rately identifying a wide variety of pressingdefectsand that it was also
extremelyresistantto spurioustriggering by musicprogramme.A compre-
hensivesearchfor difficult programmematerial revealed only onetype of
programmefor which spurioustriggeringwas aseriousproblem : the Koto
ensemble.The Koto is a traditionalJapanesemusicalinstrument.

A detailedcomparisonof the performanceof the mark V analogue･ ｱ ｾ ｩ ｰ ﾭ
ment and the prototypewas carried out. This indicatedthat for classical
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DISK DEFECT DETECTOR PROGRAM REV 3.0

RECORD ID :KATE BUSH - THE KICK INSIDE - (EMC3223) SIDEl
SENSITIVITY :4

PLEASE START TURNTABLE

DEFECT TYPE SEVERITY START END
RADIUS TACHO RADIUS TACHO

GRIT 66 0 138 0 6
CLICK 16 1 17 1 17
GRIT 99 1 164 0 98
CLICK 28 1 11 1 11
GRIT 176 1 109 1 107
CLICK 28 1 37 1 37
CLICK 20 1 19 1 19
GRIT 102 2 113 2 162
FRYING 167 6 24 6 87
CLICK 64 7 66 7 66

CYCLIC FRYING 268 13 29 13 96
CLICK 60 18 167 13 167
SCRATCH 164 20 167 20 167
CLICK 23 22 76 22 76

CYCLIC TEARING 321 64 146 64 169
CLICK 67 62 40 62 40
CLICK 17 87 176 87 176

TEARING 198 92 63 92 96

CLICK 28 102 126 102 126

CLICK 63 126 68 126 68

RECORD SCORE WAS *** 1893 ***

PROCESSINGTERMINATED - END OF RECORD

RECORD ID:

Figure 4.7: Typical output display
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music programmethe prototypenow had approximatelythe samesensitiv-
ity to defectsas the Mark V but was lesssusceptibleto spurioustriggering
on music. On pop repertoireit was found, as expected,that the mark V
equipmentwas prone to spurioustriggering and was rather insensitiveto
defects.

The overall performanceof the prototypesystemwas goodand was clearly
better than the mark V equipment. In order to increasethe throughputof
the prototypeit was modified to operateat a rotationalspeedof 78 rpm.
This was first attemptedusing the conventionalpick-up cartridge(Stanton
500A) usedin the previoustests. The poor high frequencyperformanceof
the cartridgewas however found to result in a deteriorationin sensitivity
and defectclassificationand an increasein spuriousoutput.

After contactingseveraldifferentmanufacturersa cartridge(GlanzMFG31E)
was discoveredwhich had a responseuseful up to 40KHz. The frequency
responseof the cartridgewas measuredand a filter to equalisethis incor-
poratedinto the equipment. The performanceof the equipmentwas then
testedon a representativeselectionof pressingsand found to be similar to
that which had beenobtainedat 33 rpm.

A final extendedfield trial of the prototypewas then carriedout by quality
assurancestaff at the Uxbridge road record factory. Pressingswere again
testedby both the prototypeand mark V machinesand comparedwith an
aural assessment.The following conclusionswere drawn:

• The prototypeequipmentwas capableof rapidly and accuratelyde-
tecting a wide range of pressingdefects and was highly immune to
spurioustriggering by musicprogramme.

• The only statisticallysignificant type of defect that it was unableto
detectare thoseconsistingof low frequencysounds.

• The equipmentwas not capableof detectingevery defect that is de-
tectableby a trainedlistenerunder good conditions.

• The main short-comingwas the detectionof certaintypesof defect in
thepresenceof musicprogramme.Furtherrefinementof the ｰ ｡ ｲ ｾ ｭ ･ ｴ ｾ ｲ

normalisationprocessmight be able to improve performance10 this

area.

• The equipment representeda considerableimprovement in perfor-

manceover that offered by the Mark V.
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• The methodof assigninga total severity score to the defectson the
recordwas not optimal, but it gave aconsistentassessmentof record
quality and thusrepresenteda considerableimprovementin the meth-
ods currently used.

4.7 Conclusions

The applicationof digital signal processingto the identification, classifica-
tion and assessmentof the signalsdue to pressingfaults on gramophone
recordshas beeninvestigated.A systemusing syntacticstring analysisfor
identification of impulsive signalsand hierarchicalschemesfor defect clas-
sification and assessmenthas been developedand a prototypeequipment
designedand built.

The equipmentwas extensivelytestedin field trials at a record manufac-
turing plant and comparedwith both the current generationof analogue
equipmentand aural assessmentby trained listeners. It was found to be
capableof reliably and accuratelydetectinga wide rangeof pressingfaults,
and representedan advanceover the current analogueequipment.

The equipmentis not capableof detectingall of the faults which can be
heard by a trained listener and this objective is probably not realizable.
However unlike a human listener the assessmentof record quality offered,
by the equipmentwas consistent,and offers a considerableimprovement
over the methodscurrently usedin gramophonerecordproduction.
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Chapter 5

Conclusions

5.1 The industrial applicationof nsp

This thesisconsideredthe applicationof digital signal processingto indus-
trial signal processingproblems.Threecasestudieswere undertaken:com-
putersimulationof a microwavecommunicationslink; adaptivecancellation
of noiseor interferencesuperimposedon a wantedsignal and the design of
equipmentfor the automaticdetectionand assessmentof pressingfaults on
gramophonerecords.

5.1.1 First casestudy

A computersimulationof an analoguesignalprocessingsystemis essentially
a digital signalprocessingsystemimplementedusing ageneralpurposecom-
puterandobtainingits input signalsfrom mathematicalmodelsratherthan
sensors.In orderthat the behaviourof thesimulationreliably modelsthatof
the real-world systemit is necessaryto apply appropriatetheoretical,soft-
wareengineering,testingand validation techniques,asdescribedin chapter
2. Very similar considerationsare necessaryduring the implementationof a
digital signal processingsystemusing programmableDSP hardwarewhich

hasrecently becomeavailable.

5.1.2 Secondcasestudy

The traditional methodof removingnoise or interferencefrom a corrupted
signal is to filter it, retaining frequency componentsdominated by the
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wantedsignaland discardingthosedominatedby the interference.Adaptive
noisecancellingis a powerful alternativetechnique,in which the signal from
a secondsensoris adaptivelyfiltered andsubtractedfrom the corruptedsig-
nal. A comprehensivetheoreticalstudy supportedby computersimulation
hasdemonstratedthe potentialeffectivenessof the technique.Stability and
convergenceof the adaptivealgorithm; misadjustmentnoise and the effects
of realizability constraintsare all importantin practicalapplications.

5.1.3 Third casestudy

In the final investigationdigital signalprocessingtechniqueswere applied to
the designof equipmentto automaticallyassessthe quality of gramophone
recordsfor quality control purposes.A prototypeequipmentwas designed
and built and extensivefield testingshowedthat it was capableof rapidly
and accuratelyfinding a wide variety of pressingfaults in the presence of a
wide rangeof recordedprogramme.

5.1.4 General

Eachof theseinvestigationsconsideredthesolutionof a realindustrialsignal
processingproblem using digital signal processingtechniques. In the first
two casessolutionof theseproblemsusing conventionalanaloguetechniques
is impractical and in the final study a DSP solution was comparedwith a
state-of-the-artanaloguesolution (obtainedafter many years of effort) and
shownto be superior. Thesestudiesthereforeclearly illustratethe potential
of DSP for the solution of industrial signal processingproblemsand their
variety is indicativeof the wide rangeof possibleapplications.

5.2 The solution of industrial DSP problems

A signal processingproblem may be solved in one ofthree ways: theoret-
ically; by experimentor by simulation. The casestudies ｴ ｨ ｾ ｴ ha:e b.een
reportedillustratethe characteristicsof thesethreemodes oflnVestlgatIOn.

5.2.1 Theoreticalinvestigation

Theoreticalinvestigationof a signalprocessingproblemi.s very ｰｾｷ･ｲｦｵｬ and
can lead to a deep understandingof the problem and Itssolutions. How-
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ever the use of theoreticalmethodsgenerally requiresapproximationand
idealization in order to becomemathematicallytractable. The validity of
theseassumptionscan then only be checked by someother methodof in-
vestigation.This was illustratedin the secondcasestudy by comparisonof
theoreticalpredictionsof the level of output misadjustmentnoisewith the
resultsof computersimulation. The uncorrelatedvectorsassumption,nec-
essaryto makethemathematicaltreatmentof the LMS algorithmtractable,
was revealedto be inappropriatewhen the referenceinput wasuncorrelated.

Industrial signal processingproblemsare concernedwith a wide variety of
environments,which are often poorly characterized.Theoreticalinvestiga-
tion then becomesdifficult or impossibleand moreempirical methodsof
solutionmust be found. In order to pursuea theoreticalinvestigationof the
detectionof gramophonerecord defects,for example,would require some
form of statisticalmodel for both music,or other recordedprogramme,and
for the signalsfrom gramophonerecorddefects. In orderto extendthe anal-
ysis to include the automaticassessmentof record quality a further model
would also berequiredwhich would quantify the disturbancecaused by de-
fect signalsin programme.In practicenone ofthesemodels were available.

5.2.2 Experimentalinvestigation

Experimentalinvestigationtackles the signal processingproblem directly
and thusproblemsof approximationand idealizationcan be avoided. How-
ever the design and constructionof hardwarecan be expensive andtime
consuming. The understandingof a problem that is achieved by empir-
ical investigationis not as deep as that obtainedfrom theoreticalstudy.
For example,the understandingof the natureof the signals from gramo-
phonerecord defectsachievedas aresult of the second casestudy is trivial
comparedto that which would have beenobtainedhad the theoreticalin-
vestigationoutlined abovebeenpossible.

5.2.3 Computersimulation

Given the expenseand time often involved in the ･ ｸ ｰ ･ ｲ ｩ ｭ ･ ｾ ｴ ｡ ｬ ｾ ｮ ｶ ･ ｳ ｴ ｩ ＿ ｡ ﾭ
tion of industrialsignal processingproblemsa third alternative,ｾ ｬ ｭ ｵ ｬ ｡ ｾ ｬ ｏ ｮ
on a generalpurposedigital computer,is an increasingly.attractl:eｯ ｰ ｴ ｾ ｯ ｮ Ｎ
Computersimulationis similar in many respectsto expenmentalinvesttge-
tion but is usually cheaper,often quicker, repeatable｡ ｮ ｾ allows ｲ･｡ｬＭｾｯｲｬ､
constraintsto be avoided. The primary weaknessof this approachIS the
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difficulty of ensuringthat an assumptionin the systemmodel, or an undis-
coveredsoftwareerror, does not render the simulationoutputsinvalid. A
methodologyfor tackling this problem, basedon a systemsapproach,was
outlined in chapter2.
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