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Abstract. This paper presents a new hybrid active & semi-active control method

for vibration suppression in flexible structures. The method uses a combination of a

semi-active device and an active control actuator situated elsewhere in the structure

to suppress vibrations. The key novelty is to use the hybrid controller to enable

the magneto-rheological damper to achieve a performance as close to a fully active

device as possible. This is achieved by ensuring that the active actuator can assist

the magneto-rheological damper in the regions where energy is required. In addition,

the hybrid active & semi-active controller is designed to minimize the switching of the

semi-active controller. The control framework used is the immersion and invariance

control technique in combination with sliding mode control. A two degree-of-freedom

system with lightly damped resonances is used as an example system. Both numerical

and experimental results are generated for this system, and then compared as part

of a validation study. The experimental system uses hardware-in-the-loop to simulate

the effect of both the degrees-of-freedom. The results show that the concept is viable

both numerically and experimentally, and improved vibration suppression results can

be obtained for the magneto-rheological damper that approach the performance of an

active device.

Keywords: Hybrid control, active & semi-active control, vibration control, immersion

and invariance (I & I), sliding mode control (SMC), magneto-rheological (MR) damper

1. Introduction

Hybrid control has frequently been used in the literature to describe the combination

of two control techniques or devices. For example, active and passive control [1, 2], or

semi-active and passive control [3, 4]. However, to the authors’ knowledge, a hybrid

combination of active and semi-active control has not been previously studied in detail

in this context. In this paper we present results from an example hybrid system

that contains an active actuator and semi-active damping device. The context for

such a combination of control devices is the need to suppress unwanted vibrations
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in lightweight structures in application areas such as aeronautical and mechanical

engineering. Unwanted vibrations are a by-product of the increasingly lightweight and

therefore flexible nature of these structures. Increased flexibility is often driven by

pressure to improve performance and efficiency, for example, by reducing weight or

improving dynamic performance. As a result the associated unwanted vibrations in

flexible structures are increasingly difficult to suppress, and this has led to an increasing

reliance on control devices.

Active control devices (actuators) provide the best solutions, and depending on the

context, there are a wide range of both linear and nonlinear design approaches that can

be applied [5–10]. However, there are often restrictions on using active actuators, such

as size or weight, power consumption, mechanical design constraints, robustness issues,

& lack of passive fail-safety. An alternative is to use a semi-active device that is smaller

in size with less power consumption, and often has a passive fail-safety. However, it is

not possible to get the same performance from a semi-active device because they can

only operate by dissipating energy. The novelty presented in this paper is to show how

an active actuator that is placed at a different location in the structure (e.g at the base

of the structure) can assist the semi-active device at the remote position to achieve the

performance as close to that of a fully active actuator as possible.

Flexible structures are inevitably subject to large deformations, which can lead to

nonlinear behavior of the system. We therefore include weak nonlinear terms in our

example system, and as a result we must choose a control method that can operate

in the presence of non-linearity. Of the possible choices available the invariance and

immersion (I & I) approach is found to be particularly suitable. This methodology

was first introduced in [11] and the work was further extended by the same authors

in [12, 13]. A detailed explanation of I & I controller and observer design can be found

in [14], and further examples are given in [15–19].

Sliding mode control (SMC) is a class of variable structural control (VSC) [20], that

can be accommodated within the I & I framework and is therefore ideal for a hybrid

scheme. Early studies were undertaken by [21, 22], and more recent surveys are given

in [23–25]. Sliding mode control has previously been used to design controllers for both

active [26–28] and semi-active devices [29–31]. Further details of sliding mode control,

including details of second order sliding mode control and avoiding chatter are given

in [32–36]. More general overviews of structural control are given by [37–39].

In this paper I & I is used to design the controller for the active actuator and SMC

is used to design the controller for the semi-active device using the same target/reference

system. In Section 2 we introduce the example system that will be used throughout this

paper. Details of the I & I and SMC approach used and then the controller design for

the example system is given in Section 3. Then in Section 4 the experimental system is

described in detail. The results are presented in Section 5, and further discussion and

conclusions are given in Section 6 and Section 7.
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2. System Under Consideration

The example system under consideration in this paper is the multi-input multi-output

(MIMO) two degree-of-freedom (2-DOF) nonlinear spring damper system shown in Fig.

1. The nonlinearity in the system is a weak cubic stiffness that comes in from the spring

between mass m1 and the fixed support. As mentioned above, the weak non-linearity

is introduced in the system to represent the behavior associated with large deflections

in a flexible structure. The system is subjected to a disturbance signal, Ud, that creates

unwanted vibrations of the two masses. The control objective is to minimize the motion

of the masses using the combined action of the active and semi-active control devices.

An MR damper is used as a semi-active device because it is both reliable and widely

available. The active device is a hydraulic actuator, and both this and the MR damper

will be described in detail in Section 4. To simulate the situation in flexible structures

that suffer from unwanted vibrations, the damping constant, C1, is chosen such that the

two degree-of-freedom system is under-damped. As a result the open-loop system has

two lightly damped resonances.

The equation of motion for the two degree-of-freedom system is given by (1), where

X1 and X2 represent the displacement of mass m1 and m2 respectively, fa represents

the force of the active actuator, fsa represents the force of the semi-active actuator (MR

damper), m1, m2 represent the masses, K1, K2 are the linear spring stiffness, K3 is the

nonlinear spring stiffness, C1 is the damping coefficient and Ud is external disturbance

signal.

[

m1 0

0 m2

][

Ẍ1

Ẍ2

]

+

[

C1 0

0 0

][

Ẋ1

Ẋ2

]

+

[

K1 +K2 −K2

−K2 K2

][

X1

X2

]

=

[

−K3

0

]

X3
1 +

[

fa − fsa

fsa − Ud

]

(1)

The system can be represented in state space form as

ẋ1 = x2,

ẋ2 =
1

m1

(

fa − fsa −K1x1 − C1x2 −K2(x1 − x3)−K3x
3
1

)

,

ẋ3 = x4,

ẋ4 =
1

m2

(

fsa −K2(x3 − x1)− Ud

)

,

(2)

where x1 and x2 are the position and velocity of mass m1 respectively, and x3 and x4
are the position and velocity of mass m2 respectively.
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Figure 1. 2-DOF mass-spring-damper system, where fa represents the force of an

active actuator and fsa represents the force of a magneto-rheological damper. m1, m2

represent the masses, K1, K2 are the liner spring stiffness, K3 is the nonlinear spring

stiffness, C1 is the damping coefficient and Ud is external disturbance signal

3. Immersion and Invariance & Sliding Mode Control

The theoretical basis of I & I control is somewhat complex, and the contribution of

the present study is to demonstrate how it can be applied within the context of smart

structures. Consequently this section will introduce I & I control without covering all

of the mathematical details. These are included in Appendix A for completeness. The

I & I methodology defines a set of conditions (defined in detail in Appendix A), for

the existence of three features: an invariant manifold, a mapping function, and a target

system. The aim is to make the real system emulate the target system, and meanwhile to

be certain that the real system (as modeled) will be asymptotically stable. The concept

of immersion is to transform a system into another system with pre-specified properties.

Meanwhile, a manifold is a topological space that locally resembles Euclidean space. If a

manifold is invariant under the action of dynamical system then it is invariant manifold.

The concept of invariant manifolds, and of mapping, can be related to the

mathematical topic of algebraic topology. This involves the study of shapes, their

properties, and (in particular) the way in which these properties are modified when

a shape is transformed. Algebraic topology is the study of shapes and there properties,

which are not dependent on continuous deformation, and the main interest is that what

is maintained when the shapes are continuously deformed. One of the famous example

in topology is that a doughnut or torus is same as the coffee cup topologically because

they can be continuously transformed into each other. They are geometrically different

but homomorphically or topologically they are same. In the same way a higher order

system can be transformed into a lower order through appropriate nonlinear mapping.
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Fig. 2 shows a manifold, plotted from the data used in this paper, where x3 represents

the displacement and x4 represents the velocity and z represents the distance of off-the-

manifold dynamics from the manifold.
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Figure 2. Manifold with off-the-manifold dynamics (a) transient phase , (b) steady

state phase

In this paper we use the standard I & I approach [14]. The objective in the I &

I theorem is to find a manifold M = {x ∈ R
n|x = π(ξ), ξ ∈ R

p} based on the actual

system, target system and the mapping functions. The manifold will be defined in

terms of z coordinates, where z represents the error between the mapping functions and

off-the-manifold dynamics. The order of target system is lower than the order of the

actual system and the mapping functions are defined as virtual dynamics, to represent

the actual system dynamics (off-the-manifold) that are not present in the target system.

The philosophy behind sliding mode (SMC) control resembles with that of an I &

I methodology. In SMC, instead of manifold, a sliding surface is defined. The sliding
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surface can be linear or nonlinear. The system trajectories are forced towards the sliding

surface during the reaching mode and once on the sliding surface, the system trajectories

are forced towards an asymptotically stable equilibrium point during the sliding mode.

One of the differences mentioned in the literature between SMC and I & I is that in

SMC the sliding surface needs to be reached by the trajectories whereas in I & I it is

not necessary. The reason behind combining these two control techniques is that they

share the same design approach and we can define a common target system for both the

controllers. In the next two subsections the controller design is explained; the detailed

derivation is given in Appendix B.

3.1. I&I Controller Design

The first step in the control design is to define a target/reference system. The target

system should be realizable and should also consider the physical constraints of the

actual system. In this example we set the control objective to control the vibrations

in the mass m2. Therefore the target system is defined to reduce the flexible dynamics

to a single degree-of-freedom (SDOF) such that, in effect, the other degrees-of-freedom

will behave as a rigid body motion. This means that the flexibility in the structure is

reduced. It also aligns with the I & I methodology where the target system should be

at least one degree less than the actual system.

As a result the nonlinear SDOF system shown in Fig. 3 is defined as the target

system. The aim of the controller design is to damp out the vibrations introduced by

Ud at m2. The dynamics of the target system are given as

m1 + m2

f'
C1

Ud

K1,K3

ξ1

Figure 3. Target system, where ξ1 and ξ2 represents the position and velocity of the

mass (m1 +m2), f
′

will be computed after defining the mapping functions, K1 is the

liner spring stiffness, K3 is the nonlinear spring stiffness, C1 is the damping coefficient

and Ud is the external disturbance signal

ξ̇1 = ξ2,

ξ̇2 =
1

(m1 +m2)

(

f
′

−K1ξ1 − C1ξ2 −K3ξ
3
1 − Ud

)

,

(3)
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where ξ1 and ξ2 represent the position and velocity of the mass (m1 +m2) respectively,

and f
′

= W+u, u represents the controller signal and W is the function that needs to be

chosen in a way that the target system should have an asymptotically stable equilibrium

at the origin. f
′

is defined as

f
′

= −
C2(3K3ξ

2
1 +K1)ξ2
K2

+ C1ξ2 + u (4)

where C2 is taken to be a linear approximation of the MR damping constant. The next

step is to design a controller for the target system. Any controller can be designed

for the target system as long as it can achieve the desired performance for the defined

mapping functions. In this paper a proportional plus integral (PI) controller is designed

in the same way as in [40]. In the next step the asymptotic stability of the target system

is derived using the Lyapunov theorem and the details are given in Appendix B. The

mapping functions that need to be defined are given by

π (ξ) =











π1(ξ1, ξ2)

π2(ξ1, ξ2)

π3(ξ1, ξ2)

π4(ξ1, ξ2)











(5)

where π1(ξ1, ξ2), π2(ξ1, ξ2) need to be defined for off-the-manifold coordinates and

π3(ξ1, ξ2) = x3(π1, π2), π4(ξ1, ξ2) = x4(π1, π2). The mapping functions are derived for

off-the-manifold dynamics using the I & I theorem and the details are given in Appendix

B. Finally the manifold is defined in-terms of off-the-manifold trajectories and then the

control law is derived; the detailed derivation is in Appendix B.

3.2. SMC Controller Design

In the experimental system the semi-active device is a MR damper. The behavior of

the damper has been thoroughly studied in previous literature; in the present work, the

damper is modeled using the approach described in [41]. The controller for MR damper

is designed using the SMC. A sliding surface is defined on which the system will be forced

to slide. To make sure that the sliding surface has a asymptotic stable equilibrium point

a Lyapunov candidate function is defined. To add robustness a discontinuous control

is added to the equivalent control and finally to avoid the chattering phenomenon the

Signum function is replaced with a tangent hyperbolic function. The detailed derivation

of the SMC controller is given in Appendix B.

4. Experimental Setup

The experimental tests are performed as hardware-in-the-loop (HIL) tests. Fig. 4

shows the layout of the HIL experimental system. The physical part of the HIL test

is the degree-of-freedom that includes mass m2, the MR damper and the linear spring.

The other degree-of-freedom that includes the mass m1, the active actuator, linear

damper C1 and nonlinear spring is the non-physical part of the HIL test. This is
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m2

m1

fsa

fa
C1

Ud

K2

K1,K3

Brushless DC motor

Belt drive

Unbalanced mass

Spring & MR damper

Instron load cell

Instron hyraulic actuator

Servo valve

External disturbance

Figure 4. Hardware-in-the-loop (HIL) test set-up, where fa represents the force of the

active actuator and fsa represents the force of the magneto-rheological damper. m1,

m2 represent the masses, K1, K2 are the liner spring stiffness, K3 is the nonlinear

spring stiffness, and C1 is the damping coefficient

simulated numerically and applied to the physical system via a force applied by the

Instron hydraulic actuator.

The displacement of mass m1 from Simulink goes into the Instron 8400 controller

via a National Instruments data acquisition card as shown in Fig. 5. The control signal

from the Instron 8400 controller goes to the Instron hydraulic actuator via servo valves

and the LVDT gives the feedback displacement signal.

Table 1 shows the parameters of the 2-DOF system and Table 2 shows the

gains designed for PI, I&I and SMC controllers. Fig. 6 shows the block diagram

implementation of the hybrid control. Here, fi&i is the control signal of the I & I

controller that goes into the non-physical DOF. The displacement x1 of mass m1 then

goes into the Instron controller. Finally the control signal fa from the Instron controller

goes into the hydraulic actuator via servo valves. The simulated models for the Instron

controller, servo valves and hydraulic actuator are provided by the manufacturer.

The MR damper is used as semi-active device and fid is the control signal of the

SMC. The input of the MR damper is a current signal, so a controller is designed to

convert the SMC control signal to a current signal. As a result, IMR is the current

control signal that goes into the MR damper as shown in Fig. 6.

Fig. 7 and 8 show the I & I and SMC controller block diagrams respectively. The

resonant frequencies of the 2-DOF system are 2.76 Hz and 6.8 Hz. In simulations a

sinusoidal disturbance signal at 3 Hz with an amplitude of 70 N is given to the 2-DOF

system at mass m2.
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Figure 5. Experimental setup, where the Simulink file is transferred from host PC

to XPC target through LAN. Data is sent in and out in real time from XPC target

through a N.I. DAC card, IMR is the control current signal that first goes to the Kepco

amplifier and then to the MR damper. x1 is the displacement of mass m1 which

goes to the Instron 8400 controller and then to the Instron hydraulic actuator. The

displacement feedback signal from the LVDT is sent to the Instron 8400 controller and

the XPC target. The accelerometer feedback signal goes to the XPC target through an

amplifier and load cell that gives the combined force of spring and damper that is sent

to the XPC target

5. Simulation & Experimental Results

For all the simulation and experimental results, in the first 5 seconds the system

is vibrating in open loop after which the controller is switched on. Fig. 9 shows

the displacement of mass m2 being controlled to follow the reference signal in which

a single mass, m1 + m2, is assumed. It can be seen that the simulated system is

following the reference system more closely than the experimental results. The reason

is that in simulation, the disturbance signal is a perfect sine wave at 2.8 Hz and the

phase difference between the disturbance signal going into the system is zero. In the

experimental test, the disturbance signal is generated by rotating unbalanced masses

with a brush-less DC motor, whose speed is controlled through a separate motor speed

controller. The speed controller keeps the speed of the motor close to the desired speed

but there is small variation is the speed, so its not a perfect single frequency sine wave,

and the phase is also unknown. Despite these issues, the results are very good which

suggests that the behavior is sufficiently robust to the uncertainties in the experimental

disturbance signal.
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Figure 6. Block diagram implementation of hybrid active & semi-active control, where

x1 and x2 are the position and velocity of mass m1 respectively, x3 and x4 are the

position and velocity of mass m2 respectively, fi&i is the I & I control signal, fa is force

of the active actuator, fsa is force of the MR damper, IMR is output of the controller

that converts the SMC control signal fid to the current signal for MR damper

Immersion & Invariance

           contr�! !"#

Mapping

   and

M"$%&�!'

()

controller

+
_

R*&*-ence

   signal .i&i

z/

z0

ue

x5

6786/96096596:;

Figure 7. Block diagram implementation of I & I controller, where x1 and x2 are the

position and velocity of mass m1 respectively, x3 and x4 are the position and velocity of

mass m2 respectively, fi&i is the I & I control signal, z1 and z2 are the error dynamics

in I & I controller, u is output of the PI controller, e is error between reference and

desired signal

Table 1. System parameters

mass (kg) stiffness (Nm−1) damping (Nsm−1)

m1 = 100 K1 = 100000 C1 = 1000

m2 = 112 K2 = 63000 C2 = 1000
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Figure 8. Block diagram implementation of SMC controller, where x1 and x2 are the

position and velocity of mass m1 respectively, x3 and x4 are the position and velocity

of mass m2 respectively, u is output of the PI controller, e is error between reference

and desired signal, fid is the output of the SMC controller, S is the sliding surface, ξ1
and ξ2 represent the position and velocity of the mass (m1 +m2) respectively

Table 2. Controller gains

PI controller I&I controller SMC controller

Kp = 5.43 k1 = 1000 K = 1

Kv = 7420 k2 = 15.00 λ1 = 1

Ki = 67722 λ2 = 1

4 5 6 7 8

time (sec)
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4

d
i
s
p
l
a
c
e
m
e
n
t
 
(
m
m
)

experiment
simulation
reference system

Figure 9. Displacement of mass m2 controlled to follow the reference system with the

hybrid active & semi-active controller
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Table 3. Simplified controller architecture used for comparison

Hybrid Hybrid Semi-Active

(active & semi-active) (active & passive)

Hydraulic

Actuator I & I I & I Absent

MR

Damper SMC Off (Passive) SMC

6. Comparison With Other Controllers

To illustrate the effectiveness of proposed hybrid active & semi-active controller, it is

compared to two straightforward scenarios with reference to Table 3. The hybrid active

& passive controller involves using the MR damper as a purely passive device. For the

semi-active controller, the hydraulic actuator is completely absent from the system. Fig.

10 shows the active and semi-active control signal in the hybrid active & semi-active

controller. Here, the MR damper can only work in the dissipative region and when

energy is required to be injected into the system then the active actuator is assisting

the semi-active actuator.

One of the main problems with the semi-active controller is ”clipping” [42], which

occurs when the semi-active device is unable to inject energy into the system. Fig. 11a

and 11b shows the semi-active control signals with respect to the relative velocity and

time in hybrid active & semi-active and semi-active controllers respectively. The clipping

is reduced to a larger extent in the hybrid active & semi-active controller as compared

to the semi-active controller because as the controller switches off in the hybrid active &

semi-active controller, the active actuator injects the desired energy and the semi-active

actuator returns back to the dissipative region.

Fig. 12a shows the experimental displacement of mass m2 with the semi-active

controller. After 5 seconds the controller is turned on and the actual system (2) cannot

achieve the target system (3). Fig. 12b also shows the displacement of mass m2 with a

hybrid active & passive controller, its performance is better than semi-active controller,

but still it cannot achieve the target system. However, in all cases the proposed hybrid

active & semi-active controller is able to achieve the target system as shown in Fig. 9.

A fully active system will behave exactly in the same way as the target system, so that

is why all the comparisons are made on the basis of how close the performance is to the

target system.

Fig. 13a and 13b show the error dynamics in simulation and experiment

respectively. It can be seen that the hybrid active & semi-active controller performance

is significantly better than the other two controllers. In particular, the hybrid active &

passive controller outperforms the semi-active controller. This is not surprising because
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Figure 10. Active & semi-active control signals in hybrid active & semi-active

controller

the active actuator can inject energy to reach the target system. However the main

focus in this paper is using the active actuator to assist a semi-active device. If the

amplitude of the disturbance is increased from 70 N to 1000 N then the difference in the

performance of the controller can be seen more clearly in Fig. 13c. Using a disturbance

signal with an amplitude of 1000 N is an extreme test and too severe to be implemented

practically. Consequently, only simulation results are shown for this scenario. The main

reason to perform this test in simulation is to show that at higher amplitude excitations,

the difference in the performance of the controllers is more obvious.

Fig. 14 and 15 shows the manifold with off-the-manifold dynamics and sliding

surface with error dynamics respectively in three different case. In the first case both

the controllers are in the off state. In the second case the semi-active controller is turned

on and the distance between the manifold and off-the-manifold dynamics is decreased.

In the third case the hybrid controller is turned on and off-the manifold dynamics comes

very close to the manifold. Same pattern is followed by the error dynamics in Fig. 15.
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Figure 11. Semi-active control signal in hybrid active & semi-active and semi-active

controllers, (a) with respect to the relative velocity, (b) with respect to the time
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Figure 12. Displacement of mass m2 controlled to follow the reference system

(experiment), (a) with a semi-active controller, (b) with hybrid active & passive

controller
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Figure 13. (a) error dynamics with Ud=70 N (simulation), (b) error dynamics with

Ud=70 N (experiment), (c) error dynamics with Ud=1000 N (simulation)
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Figure 14. Manifold with off-the-manifold dynamics (a) in open loop , (b) with semi-

active controller, (c) with hybrid controller

One of the advantages of an MR damper is its low energy consumption, which comes

with the cost of passivity constraint. Fig. 16a shows the energy consumption of the MR

damper in passive, semi-active and hybrid control regions. The energy consumption of

the MR damper is taken to be,

EC = R

∫ t

0

i2dt (6)

where i is the input current to the MR damper, R is the resistance and EC is

the energy consumption of MR damper over the time t. In the passive mode, the

current input to the MR damper is zero. In Fig. 16a, the slope of the graph represents

the energy consumption. It can be seen that, in the hybrid region the slope is less

steep when compared to the slope in the semi-active region, which shows that the

energy consumption in the semi-active region is more as compared to the hybrid region,

whereas the performance is better in the hybrid region. Hence the proposed hybrid

controller has further reduced the energy consumption of the MR damper in addition

to the performance enhancement. Fig. 16b shows the energy dissipation of the MR
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Figure 15. Sliding surface with error dynamics (a) in open loop , (b) with semi-active

controller, (c) with hybrid controller

damper which is given as,

ED =

∫ t

0

fsaVrdt (7)

where fsa is the MR damper output force, Vr is relative velocity across the MR

damper and ED is MR damper dissipative energy. The dissipative energy keeps on

decreasing as we move from passive to semi-active and finally to the hybrid region. On

the other hand, the performance keeps on showing significant improvement. In Fig.

16b, only the MR damper energy consumption is compared in the passive, semi-active

and hybrid region. The overall energy consumption comparison of the hybrid controller

that includes both the active actuator and the semi-active device cannot be made with

the passive or semi-active cases, as there is no active actuator involved in the later two

cases.

Fig. 17 show the frequency response in simulation and experiment. It can be seen

that the hybrid controller has shown significant attenuation in the vibration.
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Figure 16. (a) MR damper energy consumption (experiment), (b) MR damper energy

dissipation (experiment)
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Figure 17. Frequency response, (a) simulation, (b) experimental

7. Discussion

This research concluded that the performance of a semi-active device can be improved

with the assistance of an active actuator located somewhere else in the system via the

proposed hybrid active & semi-active control methodology. The results obtained both in

simulation and experiment have reinforced the proposed idea. As previously mentioned,

it should be noted that the simulation and experimental results are not exactly the same

because the disturbance signal in the experiment is generated through an unbalanced

rotating mass. There is a small variation in the speed of rotating motor and the phase

is also unknown. In spite of these issues, the results are very good, which demonstrates

the robustness of the hybrid active & semi-active controller for the example system.

Initially the idea was to switch on the active actuator only when the semi-active device

needs the energy to be injected into the system, but for that purpose an active actuator

with a very high bandwidth is required. To overcome the high bandwidth requirement,

the active actuator is kept on all the time to assist the semi-active device.
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For a quantitative analysis of the three controllers compared in Section 6, a

performance index is defined as an absolute value of the radius of phase plane shown

in Fig. 13. From this it can be seen when the proposed hybrid active & semi-active

controller is turned on, the error is reduced by 88%. In comparison, the other two

controller i.e. hybrid active & passive and semi-active, the error is reduced by 73% and

41% respectively. In Fig. 13, the amplitude of the disturbance signal has been increased

from 70 N to 1000 N. The proposed hybrid active & semi-active controller has reduced

the error by 92% and the other two controllers have reduced the error by 68%. The

reference used in this quantitative comparison are the simulation results. Therefore the

performance of proposed hybrid active & semi-active controller is better than the other

two controllers in both the cases of low and high amplitude disturbance signals. In the

case of high amplitude disturbance signal, the performance index of the proposed hybrid

active & semi-active controller has been further increased by 4%.

This idea is general, and is not restricted to either the controller methodologies, or

the example presented in this paper. The same results might be achieved by combining

different control techniques, however this is beyond the scope of the current proof-of-

concept study. The experimental setup shown in Fig. 4 is chosen because it represents

a relatively simple test bed system that can be readily compared to simulation results.

HIL testing is used because there is a freedom to change the system parameters in the

simulated part of the model which in this study included the non-linearity.

8. Conclusion

A new robust hybrid active & semi-active control technique has been introduced in

which an active actuator is assisting the semi-active device to achieve the performance

close to a fully active system. The switching time of the semi-active controller has

been reduced to a large extent by the hybrid active & semi-active controller because

the active actuator injects the desired energy as the semi-active controller switches

off, following which the semi-active device returns back to the dissipative region. The

proposed control technique has been compared with semi-active and hybrid active &

passive controllers. Based on the performance index defined in Section 7, the proposed

controller performance is better than the other two controllers. The idea has been

implemented on a 2-DOF mass-spring-damper system example that also includes a

cubic stiffness non-linearity. The results from both simulations, and HIL experiments

showed good results in terms of achieving the control objectives.
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Appendix A. I & I Conditions

Consider a nonlinear system

ẋ = f (x) + g(x)u (A.1)

where x ∈ R
n is the system state, u ∈ R

m is the input signal, f(x) and g(x) are nonlinear

functions of x and an over-dot represents the differentiation with respect to time. The

equilibrium point to be stabilized is denoted x⋆ ∈ R
n.

The following properties should hold.

(H1) The system

ξ̇ = α(ξ) (A.2)

with transformed state vector ξ ∈ R
p has an asymptotically stable equilibrium at

ξ⋆ ∈ R
p, and

x⋆ ∈ π(ξ⋆).

where α : Rp → R
p and π : Rp → R

n are smooth mapping functions with p < n.

(H2) For all ξ ∈ R
p, substituting a smooth mapping x = π(ξ) in (A.1) leads to

f (π(ξ)) + g (π (ξ)) c (π (ξ)) =
∂π

∂ξ
α(ξ). (A.3)

where c : Rp → R
m is the control signal that renders the manifold invariant.

(H3) The set identity holds

{x ∈ R
n|φ (x) = 0} = {x ∈ R

n|x = π (ξ) , ξ ∈ R
p} . (A.4)

where φ : Rn → R
n−p represents the manifold. From (A.4), the manifold φ(x) = 0,

when x = π(ξ), hence φ = x − π(ξ) and z = x − π(ξ), where z represents the distance

between off-the-manifold coordinates and the manifold.

(H4) All trajectories of the system

ż =
∂φ

∂x
[f (x) + g(x)ψ(x, z)], (A.5)

ẋ = f (x) + g(x)ψ(x, z), (A.6)

are bounded and satisfy

lim
t→∞

z (t) = 0. (A.7)

where ψ : Rn×(n−p) → R
m is the equivalent control signal and right hand side of (A.5)

is φ̇.

Then x∗ is an asymptotically stable equilibrium of the closed loop system

ẋ = f (x) + g(x)ψ(x, φ(x)). (A.8)

Once the close loop system (A.8), trajectories converges to the manifold and z = 0 then

ψ(π(ξ), 0) = c(π(ξ)).
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Appendix B. Controller Design

Appendix B.1. I&I Controller Design

The implementation of the PI controller in the target system is given by

u = Ki

∫

evdt+Kvev

where

ev = Kpep − ξ2

and the PI control signal is given as

u = Kaep +Kb

∫

epdt−Kcξ2 −Kdξ1 (B.1)

where, Ki, Kv & Kp are control gains, ev is the velocity error, ep is the position error,

and Ka = KvKp, Kb = KiKp, Kc = Kv, Kd = Ki. To check the asymptotic stability of

the target system, the target system dynamics are compared with a single mass system

dynamics (B.2). From the Lagrangian formulation the dynamics of a single mass are

ξ̇1 = ξ2

ξ̇2 = −E
′

− ξ2R (B.2)

where E is the potential energy function and R is the damping function and a dash

represents differentiation with respect to the state vector.

Comparing (3) and (B.2) gives

E
′

=
K1ξ1 +K3ξ

3
1

(m1 +m2)
(B.3)

R =
C2(3K3ξ

2
1 +K1)

K2(m1 +m2)
(B.4)

and

E =
K1ξ

2
1

2(m1 +m2)
+

K3ξ
4
1

4(m1 +m2)
. (B.5)

A Lyapunov function is defined as a generalized energy function

Vi&i =
1

2
ξ2

2 + E. (B.6)

The target system dynamics will have an asymptotically stable equilibrium at the origin

if the following conditions are satisfied by the Lyapunov function defined in (B.6)

V (0, 0) = 0 (B.7a)

V (ξ1, ξ2) > 0, in D − {0} . D → R
p (B.7b)

V̇ (ξ1, ξ2) < 0, in D − {0} . (B.7c)
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where V (ξ1, ξ2) is the energy function, and D is the subset of Rp in which the Lyapunov

function is defined.

As a result

V̇i&i (ξ1, ξ2) = ξ2ξ̇2 + E
′

ξ2,

V̇i&i (ξ1, ξ2) = ξ2

(

ξ̇2 + E
′

)

,

From (B.2)

V̇i&i (ξ1, ξ2) = −Rξ2
2. (B.8)

The first two conditions (B.7a) and (B.7b) are satisfied by the Lyapunov function defined

in (B.6). The third condition (B.7c) where V̇i&i (ξ1, ξ2) should be negative definite, is

satisfied when R is positive. As can be seen from (B.4), R is always positive. Therefore,

the selected target system has an asymptotically stable equilibrium at the origin.

It is difficult to solve the partial differential equation (A.3). Since the target system

dynamics (3) resembles the part of actual system dynamics (2), so the solution of (A.3)

can be obtained by setting π3(ξ1, ξ2) = ξ1. As ẋ1 = x2, so we can write π4(ξ1, ξ2) = ξ2.

Therefore, the mapping functions π1(ξ1, ξ2), π2(ξ1, ξ2) are derived from

ξ̇2 = π̇4. (B.9)

and

1

m1 +m2

(

f
′

−K1ξ1 − C1ξ2 −K3ξ
3
1

)

=
1

m2

(

− C2(ξ2 − π2)−K2(ξ1 − π1)
)

(B.10)

The selection of the mapping functions is a non trivial task and it is possible for more

then one mapping function to exist. However, they should always satisfy (B.10) and by

using these mapping functions, the target system should have an asymptotically stable

equilibrium at the origin. Therefore the mapping functions selected are

π1 = −α1
m2K3ξ

3
1

K2(m1 +m2)
−

m2K1ξ1

K2(m1 +m2)
+ ξ1 + α2ep + α3

∫

epdt+ α4ξ2 + α5ξ1,

(B.11)

π2 =
(

− α1
3m2K3ξ

2
1

K2(m1 +m2)
−

m2K1

K2(m1 +m2)
+ 1
)

ξ2 − α2ξ2 + α3ep + α4ξ̇2 + α5ξ2.

(B.12)
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Substituting π1, π2 and f
′

in (B.10) gives

1

m1 +m2

[

−
C2(3K3ξ

2
1 +K1)ξ2
K2

+ C1ξ2 +Kaep +Kb

∫

epdt−Kcξ2 −Kdξ1 −K1ξ1

−C1ξ2 −K3ξ
3
1

]

=
1

m2

[

− C2

(

ξ2 −
(

(

− α1
3m2K3ξ

2
1

K2(m1 +m2)
−

m2K1

K2(m1 +m2)
+ 1
)

ξ2

−α2ξ2 + α3ep + α4ξ̇2 + α5ξ2

)

)

−K2

(

ξ1 −
(

− α1
m2K3ξ

3
1

K2(m1 +m2)
−

m2K1ξ1

K2(m1 +m2)

+ξ1 + α2ep + α3

∫

epdt+ α4ξ2 + α5ξ1

)

)]

(B.13)

Using (B.13), we now compare coefficients to find out the five unknowns α1, α2, α3, α4,

α5.
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(B.14)

The error between the off-the-manifold dynamics and the mapping functions is defined

as

φ(x) = x1 − π1 (B.15)

and the manifold is defined as

M = −k1φ− k2φ̇ (B.16)
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where φ̇(x) = x2−π2. The gains k1 and k2 are chosen in such a way that (s2+k2s+k1)

is Hurwitz.

The last step in the I&I methodology is to compute the control law, which is done

using

φ̈ = ẋ2 − π̇2 (B.17)

and

φ̈ =
1

m1

(

fa − fsa −K1x1 − C1x2 −K2(x1 − x3)−K3x
3
1

)

−
∂π2

∂x3
ẋ3 −

∂π2

∂x4
ẋ4. (B.18)

The control signal fa is given by

fa =

[

− k1φ− k2φ̇+
∂π2

∂x3
ẋ3 +

∂π2

∂x4
ẋ4

]

m1 +K1x1 + C1x2 +K2(x1 − x3)+

C2(x2 − x4) +K3x
3
1 (B.19)

where
∂π2

∂x3
= −

6α1K3m2x3x4

K2(m1 +m2)
− α3 −

α4K2

m2

, (B.20)

∂π2

∂x4
=

(−3α1K3x
2
3 −K1)m2

K2(m1 +m2)
+ 1− α2 −

α4C2

m2

+ α5 (B.21)

Appendix B.2. SMC Controller Design

The sliding mode control is designed to control the semi-active device. The error

dynamics are defined as

e = x3 − ξ1. (B.22)

The sliding surface is defined in terms of the error dynamics as

S = λ1e+ λ2ė (B.23)

where λ1, λ2, are the design parameters, which will determine how fast the error

dynamics will go to zero and ė = x4 − ξ2. In the next step the control signal is derived

using (B.23).

fsa = fn −
m2

λ2

(

Ksmcsgn(S)
)

(B.24)

where Ksmc is strictly positive and a design parameter and fn is given as

fn =
m2

λ2

(

− λ1(x4 − ξ2)

)

+m2ξ̇2 +K2(x3 − x1) + Ud. (B.25)

SMC control signal has two parts. One part represents the normalized control fn and the

second part represents the discontinuous (Signum function) control, which is responsible

for the robustness. To make sure that the sliding surface has an asymptotically stable
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equilibrium at the origin towards which the system will slide, a Lyapunov function is

defined as

Vsmc =
1

2
S2. (B.26)

The sliding surface will have an asymptotically stable equilibrium if (B.26) satisfies the

conditions in (B.7). The first two conditions (B.7a) and (B.7b) are satisfied by the

Lyapunov function defined in (B.26), for the third condition (B.7c) to be satisfied, V̇smc

needs to be analyzed, where

V̇smc = SṠ

and

SṠ < 0

To make sure that the system will reach the sliding surface in finite time, a more strict

condition is imposed on SṠ

SṠ ≤ −η|S| (B.27)

where η is strictly positive. Then

SṠ ≤ −ηSsgn(S)

and

Ṡ ≤ −ηsgn(S)

such that

Ksmc ≥ η. (B.28)

For the third condition to be satisfied for an asymptotically stable equilibrium, Ksmc

should be greater than η. The MR damper can only dissipate energy from the system.

The controller will be switched-on, when the relative velocity Vr across the MR damper

and the control signal fsa have opposite signs and will be switched-off otherwise. This

condition is imposed on fsa in (B.29) and is called the passivity constraint:

fsa =







fn −
m2

λ2

(

Ksmcsgn(S)
)

fsaVr < 0

0 fsaVr > 0
(B.29)

where Vr = x4 − x2.

To avoid chattering, we have used the approximation that the Signum function can

be replaced with the tangent hyperbolic function

sgn(x) ≈ tanh(kx) (B.30)

where k >> 1 for smooth approximation.


