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1.  Introduction

As the costs of energy production increase, due to both limita-
tion of resources and the impact of an oil-fuelled economy on 

the climate, the interest in materials and technologies capable 
of converting sunlight into commercially viable forms of 
energy such as electrical current or chemical fuels has been 
steadily growing [1–3]. Crucial to this energy conversion is 
the availability of photocatalysts (PCs). PCs are substances 
capable of generating, upon light absorption, highly reactive 
excited electron–hole (e*-h) pairs that may eventually transfer 
excited state energy or, following their separation, enter an 
electric circuit or be transferred to reactants. These processes 
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Abstract
We report a linear-scaling density functional theory (DFT) study of the structure, wall-polarization 
absolute band-alignment and optical absorption of several, recently synthesized, open-ended 
imogolite (Imo) nanotubes (NTs), namely single-walled (SW) aluminosilicate (AlSi), SW 
aluminogermanate (AlGe), SW methylated aluminosilicate (AlSi-Me), and double-walled 
(DW) AlGe NTs. Simulations with three different semi-local and dispersion-corrected DFT-
functionals reveal that the NT wall-polarization can be increased by nearly a factor of four 
going from SW-AlSi-Me to DW-AlGe. Absolute vacuum alignment of the NT electronic bands 
and comparison with those of rutile and anatase TiO2 suggest that the NTs may exhibit marked 
propensity to both photo-reduction and hole-scavenging. Characterization of the NTs’ band-
separation and optical properties reveal the occurrence of (near-)UV inside–outside charge-transfer 
excitations, which may be effective for electron–hole separation and enhanced photocatalytic 
activity. Finally, the effects of the NTs’ wall-polarization on the absolute alignment of electron and 
hole acceptor states of interacting water (H2O) molecules are quantified and discussed.
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can then be used to produce electrical power, chemical fuels 
and feedstocks, to decompose pollutants, and even for virus or 
bacteria disinfection [1–12].

In general [1–13], the efficiency and viability of a given PC is 
jointly determined by the following elements: (i) the PC needs 
to be able to absorb light via electronic excitation. For sunlight 
and artificial visible light to be used, the energy gap between 
occupied and empty electronic states of the PC need to match 
the visible light spectrum (1.6–3.1 eV) and ideally the sun radi-
ance peak (1.6–2.1 eV) [14]. (ii) The nature of the electronic 
excitation or its decay needs to lead to effective separation of 
the excited electron (e*) and hole (h), preventing their recombi-
nation. (iii) The separated e* and h must diffuse efficiently and 
independently to the surface of the PC (or the current collec-
tors for photovoltaics application [14]). (iv) For photocatalytic 
applications, the photogenerated excited e* and h need to be 
transferred to reactants with high efficiency. Efficient transfer 
of e* (photoreduction) or h (photo-oxidation) rests on suitable 
alignment between the PC and reactant electronic energy levels 
as well as electron-transfer kinetics faster than any competitive 
e*-h recombination process. (v) The transfer of photogenerated 
e* or h needs to lead to the desired product(s). Furthermore, and 
ideally, (vi) the ratio of absorbed photons to e* (h) transferred 
and generated product (quantum yield) should be as high as 
possible [1–13], and (vii) the selectivity of a given PC towards 
a specific reactant or product in a multi-component medium 
should be controllable and tuneable [15].

Over a century of research in the field [1–13, 16–19]has 
firmly established that, besides being a formidable challenge, 
simultaneous fulfilment of conditions (i)–(vii) intimately 
depends on the atomic composition, structure and dynamics 
of the PC, reactants and their interfaces in a given medium. In 
spite of this, the current understanding of the atomistic require-
ments to maximise the efficiency of a given PC for a given 
reaction is far from exhaustive. As a result, great efforts are 
now directed towards atom- and time-resolved characterization 
of PCs and their interfaces with reactants in different media. 
Improved atomistic understanding of PCs would greatly expe-
dite the development of novel photocatalytic solutions [1–19].

Given the experimental challenges (and costs) in time- and 
atom-resolved characterization of photocatalytic interfaces, 
and the increasing accuracy of first-principles simulation 
methods, modelling of PCs and their interfaces has become 
an important component in fundamental research in pho-
tocatalysis [20–27]. This is because modelling can rela-
tively inexpensively access the atomic and electronic factors 
underpinning the physical and chemical functioning of PCs. 
Furthermore, as presented and discussed here, modelling can 
be also used to single out elements hardly accessible to exper
imental analysis, which could be used to develop novel pho-
tocatalytic strategies.

Since an extended account of the remarkably broad literature 
on photocatalysis is beyond the scope of this paper, we refer 
the reader to recent review articles [1–13, 17–19]. To better 
discuss the results presented below, here we limit ourselves 
to briefly summarising three emerging strands of research in 
photocatalysis, namely, the development of one-dimensional 
(1D) nanostructured or ferroelectric PCs for enhanced e*-h 

separation and diffusion to PC surfaces, and the exploitation of 
nano-confinement effects to control selectivity in porous PCs.

The increased aspect ratio (the ratio of length to diameter 
or surface to volume) of 1D nanostructures has been recently 
shown to be linked to an increased photocatalytic activity as 
a result of the highly anisotropic diffusion of separated e*-h 
pairs in CdS, ZnO and GaN nanorods [28–30]. The possibili-
ties offered by nano-engineering the micro-facets exposed by 
1D TiO2 and Zn2GeO4 substrates have been recently explored, 
revealing clear benefits with respect to bulk or thin-film 
phases [31–33]. Coating or asymmetric functionalization of 
1D nanostructured substrates has also started to be studied, 
with findings offering appealing prospects for development of 
enhanced photocatalytic strategies [19, 34–43].

The pivotal role of an effective e*-h separation for any 
viable photocatalytic strategy has led to a growing interest in 
the development of photo-active ferroelectric substrates. These 
possess intrinsic permanent polarizations, which are capable 
of biasing the e*-h relaxation, leading to efficient separation 
and diffusion to the PC surfaces. Reports on the beneficial role 
that permanent polarizations can play for efficient e*-h separa-
tion have started to appear in the literature [44–50], prompting 
growing interest in this field. To the best of our knowledge, the 
use of 1D ferroelectrics for photocatalysis is yet to be explored, 
although several studies of 1D ferroeletric nanotubes (NTs) 
and nanorods are present in the literature [51–66].

Together with efficiency, cost and scalability, selectivity 
of the PC is another critical element for controlled, industri-
ally viable synthesis and conversion of fine-chemicals and 
feedstock. Stimulated by pioneering work on highly selective 
methane activation by microporous beta-zeolite via deep-
UV photocatalysis [15], the concept of nanoconfinement-
assisted photocatalysis has started to receive attention from 
both experimental and theoretical communities [67–72].

The fast-paced, yet to date disconnected, progress in devel-
opment of photocatalytic strategies based on 1D nanostructures 
[19, 28–34], ferroelectric substrates [44–50] and porous PCs 
[67–72] has led us to question whether these three concepts 
could be integrated in one solution, ideally based on cheap and 
abundant materials. In addition, we speculate on whether local 
polarization of overall dipole-free nanostructures, rather than 
macroscopic polarizations present in ferroelectrics, could be 
as effective in promoting e*-h separation and enhance photo-
catalytic activity. To this end, atomically resolved insight into 
the relationships that exist between the local electrostatics of a 
porous photocatalyst, its local polarizations, the vacuum-align-
ment and real-space distribution of electron bands, as well as 
the ensuing perturbations to the reactant electronic states would 
be a highly beneficial complement to research in the field.

Towards preliminary exploration of these concepts, here 
we investigate the electronic and optical properties as well 
as the effects on interacting H2O molecules, of a class of 1D 
nanomaterial, imogolite (Imo) NTs, which has been receiving 
growing interest from the experimental and theoretical com-
munity [73–114].

Imogolite aluminosilicate (AlSi) and aluminogermanate 
(AlGe) NTs are structurally analogous to the naturally occur-
ring hydrous-aluminosilicate imogolite [81–83]. Its walls 
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consist of a single layer of octahedrally coordinated aluminum 
hydroxide (gibbsite) with pendant tetrahedral silanol (Si–OH) 
groups facing the tube cavity (figure 1). From a compositional 
point of view, the only difference between AlSi and AlGe NTs 
is the substitution of silanol groups with germanol (Ge–OH) 
groups. The resulting chemical formulae of the unit cells are 
(Al2SiO7H4)N and (Al2GeO7H4)N for Al–Si and Al–Ge tubes, 
respectively, with N being the number of radially non-equiv-
alent aluminum atoms along the NT circumference, an even 
number for symmetry reasons [84].

Over the last few years, the understanding and control of 
the growth of these materials has progressed noticeably, with 
the definition of solution-based synthetic routes to single-
walled (SW) AlSi and AlGe NTs of controllable radius and 
length [73–85]. In addition, the creation of double-walled 
(DW) AlGe NTs has also been achieved [86–89]. Important 
advances have been made in the post-synthetic, selective 
functionalization of the outer or inner surface of AlSi NTs 
[90–92], and in the direct creation of methylated (AlSi-Me) 
[93, 94] or aminated (AlSi-Am) [95] AlSi NT derivatives, 
with methyl (–CH3, figure 1) or amine (–NH2) functions in 
the NT cavity as well as in the synthesis of hybrid methylated 
Al(Si/Ge)-Me NTs with tuneable Si/Ge ratio [96]. Further 
selective amination of the outer surface of AlSi-Me NTs by 
post-synthesis grafting, yielding hybrid Am-AlSi-Me deriva-
tives, has also been reported [91, 92]. Exploration of the sur-
face properties of these hybrid materials has revealed superior 
performances for chemical separation [91–96], and results on 
their beneficial role as support for (photo)catalysts [97, 98] as 
well as in hybrid nanocomposites [99] have started to appear 
in the literature. Recent progress in the controlled synthesis of 
Fe-doped AlSi and AlGe NTs [100–102] holds great promise 
for reducing Imo NTs’ band gap (BG) to match sunlight and 
for the introduction of enhanced (photo)catalytic properties 
in Imo NTs.

Besides the highly controllable and reproducible synthesis 
of these photoactive, water-soluble systems and their ease of 
functionalization [73–99], our interest is motivated by the 

presence of a permanent polarization of the tube-wall and 
a real-space separation of the valence (VB) and conduction 
band (CB) edges of pristine Imo NTs [106, 107, 112], which 
suggest potentially favourable e*-h separation, thence sig-
nificance for photocatalysis. Furthermore, the superior chem-
ical-separation properties of hybrid hydrophobic/hydrophilic 
Imo NTs and their ease of functionalization [91–96] could 
be extremely beneficial for efficient separation of photo-oxi-
dised and photo-reduced reactants and products, potentially 
allowing integration of ‘Z-schemes’ [115, 116] across the 
NT-wall.

Although density functional theory (DFT) modelling and 
derived tight-binding approximations (TB-DFT) have assisted 
research in the growth mechanism of AlSi NTs [79, 80], in 
the properties of periodic defect-free (SW and DW) AlSi 
and AlGe NTs models [103–109], and in possible phospho-
rous- and arsenic-based functionalization [110], the recent 
experimental progress in the field of Imo-NTs has yet to be 
completely matched by the materials modelling community. 
With the exception of a very limited number of DFT studies 
of point-defects and Fe-doping in AlSi and AlGe NTs [105, 
106, 111], the structural and electronic characterization of 
defects, dopant, functionalization and termination effects in 
Imo-NTs and their role in tuning the NT electronic and spec-
troscopic properties as well as its chemical reactivity is to 
date unexplored. In addition, AlSi NTs walls are known from 
experiments to develop an intrinsic polarization [112], with 
accumulation of negative (positive) charges on the interior 
(exterior) of the NT-cavity. DFT simulations have shown this 
polarization to be linked with a separation in real space of the 
NT VB and CB edges [106, 107], and to be independent of the 
substitution of Si–OH by Ge–OH in the tube interior [106]. 
The extent to which these appealing AlSi and AlGe NT prop-
erties are affected by functionalization of the tube walls [90–
96], encapsulation of NTs of different radii in double-walled 
AlGe NTs [87–89], cation-vacancy induced defects [113] 
or by the ionic strength of the solvent is currently unknown, 
which motivates our interest in this class of materials.

Figure 1.  Top and side view of the optimized (a) SW-AlSi24, (b) SW-AlSi28-Me, (c) SW-AlGe36 and (d) DW-AlGe36,54 Imo NTs. The zig-
zag periodic unit along the nanotube axis is marked by the black rectangle. The adopted radial labelling is displayed in panel (a), with O2 
being substituted by C2 in (b). Si3 is substituted by Ge3 in (c), and by Ge3,in and Ge3,out in (d). Al: green, Si: yellow, Ge: blue, O: red, H: 
silver, C: cyan.
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DFT-based research in the field of Imo-NTs has so far 
been hindered by the severe accuracy-viability compromises, 
which need to be faced when modelling this class of systems 
on academically available hardware, even on Tier-1 high per-
formance computing systems. With a periodic unit cell con-
taining over 300 atoms for the smallest member of the Imo-NT 
family, the AlSi (N  =  24) NT with 336 atoms [84], the com-
putational effort required for standard plane-wave or atomic 
basis-set simulation of these systems is, at the very least, chal-
lenging. As a result, with to date a single exception [114], DFT 
investigations of Imo-NTs have been limited to periodically 
repeated models of no more than one periodic ring [103–110] 
or fractions of the Imo-NT circumference [79, 80]. Although 
reduction of the computational cost of the simulations can be 
obtained by using a minimal (fixed) atomic-basis set [103, 
105, 107, 111], exploiting symmetry [108], or relying on the 
transferability of TB-DFT parameterizations for analogous 
systems [104, 109], best practice for accurate simulation of 
these systems in the presence of defects, dopants, termination 
effects, electronic excitations and solvation by media of non-
negligible ionic-strength is far from being established.

The well-known limitations of standard local and semi-
local exchange-correlation functionals in accurate simulation 
of BGs, electronic localization and polaronic distortions in 
metal-oxide materials [117–119] further increase the range of 
challenges and accuracy compromises to be faced for real-
istic modelling of Imo-NTs at standard DFT-level. Such com-
promises can however be ameliorated by realization of the 
remarkable progress made in linear-scaling implementations 
of DFT (LS-DFT), which have made it possible to simulate 
systems up to several thousand atoms at DFT-level on aca-
demically available hardware [120], and have been recently 
benchmarked on Imo NTs [114]. Following this initial com-
putational benchmark, here we present an exploration using 
LS-DFT of the relationships between the composition of Imo 
NTs and their electronic and optical properties as well as their 
potential as model systems for the development of novel pho-
tocatalytic strategies based on inorganic nanotubes.

The manuscript is organized as follows: after a brief intro-
duction to the computational methods adopted (section 2), in 
section 3 we present and discuss results on the structural and 
electronic characterization, absolute band alignment and wall-
polarization for pristine SW AlSi NTs as well as SW AlSi-Me, 
SW AlSiGe and DW AlGe NTs for different DFT functionals 
and treatment of dispersion interactions. We then analyse the 
optical absorption properties of the systems considered and 
discuss them against available experimental data. Finally, 
we investigate and quantify the effects of the (different) NT 
wall-polarization on the absolute alignment of H2O electron 
acceptor and donor states for model NT/H2O interfaces.

2.  Methods

2.1.  Linear-scaling DFT in ONETEP

In this section, we briefly present the theoretical framework 
behind linear-scaling DFT (LS-DFT) and its implementation 

in the ONETEP program [121–124]. The interested reader is 
referred to [120] for a recent review of LS-DFT methods.

Linear-scaling methods make use of the ‘nearsighted-
ness’ [125, 126] inherent in quantum many-body systems by 
exploiting the localization of Wannier functions [127–130] 
or the single-particle density matrix, ρ(r, rʹ) [131, 132]. 
ONETEP is based on the latter approach and on a formula-
tion of DFT theory with norm-conserving pseudopotentials 
[133]. Within ONETEP ρ(r, rʹ), is expressed in a separable 
form [134, 135] via atom-centred functions (non-orthogonal 
generalized Wannier functions, NWGFs [84]), φα(r), as:

r,r r r') )K * ')( ( (∑ρ φ φ=
αβ

α
αβ
β� (1)

where Kαβ are the matrix elements of the density kernel, 
which are nonzero only if |rα  −  rβ|  <  rc, where rα and rβ 
indicate the coordinates of the centres of φα and φβ, and rc 
is a real-space cut-off threshold. The (optional) truncation of 
the density kernel (Kαβ), leading to a sparse density matrix 
[ρ(r, rʹ)] is justified by the known exponential decay of  
ρ(r, rʹ) with respect to |r  −  rʹ| for systems with an electronic 
BG [130–132], which makes any insulating or semiconducting 
systems (including the Imo-NTs considered here) amenable to 
LS-DFT simulation.

The NGWFs are centred on the nuclear coordinates and 
strictly localized within a sphere of radius Rα. Being non-
orthogonal, the NGWFs are characterized by a non-diagonal 
overlap matrix, Sαβ:

S r r rd * .( ) ( )∫ φ φ=αβ α β� (2)

The NGWFs are in turn expanded as a linear combination, of 
coefficients Cmα, of localized yet orthogonal periodic cardinal 
sine ( psinc) functions [136], Dm(r), as:

( ) ( )∑φ = −α αr r rC D
m

m m m� (3)

with m indexing the real-space Cartesian grid inside the 
spherical localisation region of φα. The psinc functions are 
formed from a discrete sum of plane-waves, which makes 
the set of Dm(r) independent of the nuclear coordinates and 
systematically improvable upon increase of the kinetic energy 
cutoff [133]. In the ONETEP approach, the total DFT energy 
is minimized self-consistently with respect to Kαβ and Cmα 
in two nested loops [121–124]. As a result, the NGWFs are 
optimized in situ by iteratively improving the set of coeffi-
cients Cmα that minimize the total energy under the constraints 
of idempotency of the density matrix (ρ2  =  ρ) and conserva-
tion of the number of electrons in the simulated system. The 
approach has been shown to lead to convergence of results to 
a near complete basis set quality even for minimal number of 
NGWFs employed in the simulations [137].

An alternative approach to self-consistent energy minimi-
zation is to instead employ a single loop that optimizes the 
elements of Kαβ only, maintaining the NGWFs fixed. Recent 
additions to ONETEP allow generation of suitable multiple-
zeta basis sets out of pseudoatomic orbitals (PAOs), which can 
also be used with high accuracy given a large enough basis 
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and the explicit calculation of the Pulay forces arising from 
incomplete optimization of the basis set [138].

As discussed in [121–124], the convergence of the ONETEP 
approach can depend on interlinked computational factors 
such as the kinetic energy cutoff, the number of NGWFs (φα) 
per atom and their localization radius. The reader if referred to 
[114] for initial benchmarking of the procedure on Imo NTs.

2.2.  Optimization of empty Kohn–Sham (KS) states and 
Fermi golden rule optical spectra in ONETEP

The nested loops optimization of the DFT energy, density 
matrix [ρ(r, rʹ)], density kernel (Kαβ) and NGWFs (φα) allows 
linear-scaling solution of the Kohn–Sham DFT problem for 
systems with a non-zero electronic BG without explicit ref-
erence to individual KS states as typical for standard plane-
wave DFT. KS states can, however, be recovered from a single 
diagonalization of the Hamiltonian at the end of a converged 
calculation [139]. Although capable of accurate computation 
of occupied KS states, the approach nevertheless results in 
poor description of all but the lowest-lying unoccupied KS 
states since the NWGFs are optimized to describe only the 
occupied KS states, thence ρ(r, rʹ). As a result, the description 
of empty KS states in terms of both energy and real-space 
amplitude, obtained from the standard optimization of valence 
NGWFs, can be unsatisfactory, even omitting some higher 
energy (but still bound) empty KS states entirely [140].

To overcome this limitation, which prevents highly accu-
rate calculation of KS DFT BGs, and extension towards 
time-dependent (TD-DDFT) or perturbative post-DFT GW 
approaches [141], ONETEP implements a procedure for the 
optimization of a second set of atom-centered conduction 
NGWFs (χα) to correctly compute empty bound KS from pre-
optimized valence NGWFS (φα) and ensuing density matrix 
[ρ(r, rʹ)]. The approach, described in [140], is based on the 
optimization of a selected number of empty KS states via 
nested minimization of the energy of a conduction-projected 
Hamiltonian ( χHp):

[ ]= χE Tr M,Hp
� (4)

with respect to the conduction NGWFs (χα) and related den-
sity kernel (Mαβ). χHp is obtained from valence NGWFs (φα), 
density kernel Kαβ and overlap matrix (Sφ, equation (2)):

( ) ( ) ( )† †σ= − +χ χ αβ φ αβ φ αβH H T KH KT T KS KT .p
� (5)

Hχ is the unprojected conduction Hamiltonian, Tαβ  =  ∫dr 
φα*(r) χβ(r) is the cross-overlap between valence- and con-
duction-NGWFs, and σ is an energy shift applied to ensure 
the applicability of the procedure also to initially positive 
eigenvalues of the (unprojected) conduction Hamiltonian. In 
analogy with the optimization of the valence density kernel 
(Kαβ), and especially for low-energy empty KS-states with 
some degree of localization (i.e. occurrence of a gap in the 
unoccupied KS manifold), Mαβ can be truncated via a strict 
distance based cutoff, allowing the procedure to scale linearly 
with the size of the modelled system.

Once the conduction NGWFs have been optimized, the 
KS-Hamiltonian can be computed and diagonalized in a joint 
basis encompassing both valence- (φα) and conduction- (χα) 
optimized NGWFs, yielding eigenvalues in very good agree-
ment with the results from standard plane-wave DFT (for the 
occupied and optimized empty KS states). Besides, the defi-
nition of KS BGs, the optimized conduction KS states can 
additionally be used for calculation of optical spectra via 
Fermi’s golden rule [140] or within the linear-response time-
dependent DFT (LR-TDDFT) framework recently imple-
mented in ONETEP [141].

As explained in [140], and considered in [114] for the Imo 
NTs, the convergence of this procedure can be affected by 
several factors such as the energy and number of the optim
ized conduction KS states, the similarity between valence and 
conduction KS states, the number of conduction NGWFs (χα) 
per atom and their localization radius.

Owing to the limitation of the adiabatic local density 
approximation (ALDA) for LR-TDDFT simulation of peri-
odic semiconductors and insulators [142], optical absorption 
spectra were approximated on the basis of the imaginary part 
of the dielectric function ε2(ω) as available in ONETEP [140]:

( ) ( )ε ω
π
ε

ψ ψ δ ω=
Ω

− − �
e

E Eq r
2

•
n k
c

n k
v

n k
c

n k
v

2

2

0
, ,

2

, ,� (6)

where v and c denote valence and conduction KS-state, respec-
tively. |ψn,k>  is the nth KS-state, of energy En,k at the kth 
k-point. Ω is the simulation cell volume. q is the polarization 
direction of the incoming photon of energy ħω. r is the posi-
tion operator. As explained in [140, 143–145], owing to the 
ill-undefined nature of r in periodic systems, ε2(ω) needs to be 
computed via the momentum operator (p) and then related to 
the position (r) representation through corresponding commu-
tator with the Hamiltonian. In all cases, optical spectra were 
computed for extended x2 supercells of the tubes based on 
KS-states at the Γ-point only.

Although limitations in the procedure are to be expected 
owing to the neglect of non-local electron–hole interactions 
and relaxations in the simulated spectra [142], the adopted 
procedure should serve as initial exploration of the role of the 
different composition and curvature for the optical properties 
of Imo NTs.

2.3.  Further computational details

Simulation of the SW AlSi and SW/DW AlGe NTs were per-
formed with the PBE functional [146]. Owing to the presence 
of highly polarisable methyl groups, and to test possible defi-
ciencies of the PBE functional, SW AlSi-Me NTs were simu-
lated with PBE, PBE with empirical dispersion corrections 
according to Grimme’s D2 parameterization [147] (PBE-D2) 
and via the self-consistent dispersion functional OPTB88, 
chosen for the reported optimal performance in simultaneous 
treatment of H-bonding and methyl-group dispersion inter-
actions [148]. In all cases, separable (Kleinman–Bylander) 
norm-conserving pseudopotentials [149], constructed with the 
opium code [150], were used.
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As in [114], the adopted kinetic energy cutoff was 1000 eV 
and 4 (9) valence and conduction NGWFs were used for  
O (Al,Si) atoms. 1 NGWF was used for H atoms. In all cases, 
no truncation of the density kernel (Kαβ) was enforced. The 
localization radius for the valence (conduction) NGWFs 
was 8 Bohr (15 Bohr). All simulations were performed with 
periodic boundary conditions ensuring at least 15 Å vacuum 
separation between replicated images along the non-periodic 
directions. The conduction NGWFs optimization was per-
formed on x2 super-cells along the tube-axis (i.e. two-fold 
replicas of the original minimal simulation cell) to accom-
modate the extended localization radius, which, together with 
optimization of 100 empty KS states, was necessary for sub-
meV convergence of BGs and CB edges. The periodic unit 
for the SW-AlSi, SW-AlSi-Me, SW-AlGe and DW-AlGe NTs 
was the PBE-optimized one [106, 114] (SW-AlSi: 8.666 Å, 
SW-AlSi-Me: 8.666 Å, SW-AlGe: 8.627 Å, DW-AlGe: 8.627 
Å).

Geometry-relaxations where performed via the quasi-
Newton optimization scheme based on the Broyden–Fletcher–
Goldfarb–Shanno (BFGS) algorithm [151].

To prevent biases due to the asymmetric distribution of 
the H2O molecules inside and outside the NTs (end ensuing 
dipoles), vacuum-aligned KS states were obtained from 
1D-periodic simulations with truncated electrostatics in 
the two directions perpendicular to the tube axis [152]. The 
adopted truncation radii (SW-AlSi: 57.2 Å, SW-AlSi-Me: 
77.9 Å, SW-AlGe: 76.2 Å, DW-AlGe: 102.7 Å) were numer
ically checked to yield sub-meV convergence of the results. 
All the simulations made use of the hybrid MPI-OpenMP par-
allelism available in ONETEP [153].

3.  Results and discussion

3.1.  Structural characterization of the Imo NT-models

Investigation of Imo NTs’ energy and internal strain as a func-
tion of the number of units in the Imo NTs’ circumference has 
been the subject of intense computational and experimental 
research with often contrasting results [75, 83, 85–88, 104, 
107–109], due to the use of different computational approx
imations (bulk-parameterized Hamiltonians or force fields, 
minimal fixed atomic basis sets, strongly reduced plane-wave 
energy cutoffs, semi-local or hybrid DFT functionals, neglect 
of solvent, fixed-cavity implicit solvation) and synthetic 
experimental protocols. An organized collection of the results 
previously published on the matter can be found in table  1  
of [109].

Rather than contributing to this debate, in the absence of 
atomically resolved x-ray scattering or atomic force micros-
copy results on Imo NTs’ structure (to the best of our knowl-
edge not available in the literature), our focus is the initial 
exploration of the relationships between Imo NTs’ composi-
tion, structure, polarization and bands alignment as well as 
the sensitivity of the results on the adopted DFT functional. 
To this end, we consider five archetypal systems of the Imo 
NT family, namely (i) SW AlSi (N  =24, AlSi24 from now), 
(ii) SW AlSi-Me (N  =  28, AlSi28-Me in the following), 

(iii) SW AlSi-Me (N  =  34, AlSi34-Me), (iv) SW-AlGe 
(N  =  36, AlGe36), and (v) DW-AlGe (Nin  =  36, Nout  =  54, 
DW-AlGe36,54). They are shown in figure 1.

The AlSi24 and AlGe36 were chosen following earlier results 
on minimization of the (SW) AlSi (AlGe) NT-strain for 24 
(36) units in the tube circumference [78, 84, 104]. AlSi28-Me 
and AlSi34-Me were selected since their optimized diameters 
(table 1) brackets the peak in the experimental pore-size dis-
tribution [94]. DW-AlGe36,54 was chosen after a minimal 
energy screening of different DW-AlGe NTs with smaller and 
larger outer NT (figure 2). It is interesting to note that, at PBE 
level, the energy favoured DW-AlGe36,54 presents an 18-unit 
(9-unit according to the labelling in [109]) difference between 
the inner and outer tubes in line with recent TB-DFT sugges-
tions for zig-zag DW AlSi and AlGe NTs [109].

For the interested reader, table 1 reports a layer-resolved 
(see also figure 1) analysis of the calculated diameters for the 
optimized NT-models. In line with earlier ultrasoft pseudo-
potential plane-wave PBE-DFT results [106], the optimized 
outer (H7, figure  1) diameter for the AlSi24 (23.11 Å) and 
AlGe36 (33.18 Å) NTs is in good agreement with the exper
imental reported values of 23 Å [75] and 30–38 Å [75, 83, 
85–89, 109], respectively. The optimized outer diameter for 
DW-AlGe36,54 (O6,out: 45.37 Å, H7,out: 46.38 Å) also lies rea-
sonably close to experimentally reported values for DW-AlGe 
NTs (40–43 Å [86, 88, 109]). DW-AlGe36,54 is not expected 
to be an energy minimum for DW-AlGe NTs [109], which 
explains the larger deviations from the experimentally derived 
diameter-range.

For the interested reader we report that the average inter-
tube H-bonding distance (taking into account both H7,in-O2,out 
and O6,in-H1,out bonding patterns) is 2.23  ±  0.46 Å, with the 
larger standard deviation originating from a non-perfectly cir-
cular section of the NTs to maximise to the inter-tube inter-
actions. Change from circular to hexagonal cross-section has 
been previously observed for SW-AlGe NTs organised in bun-
dles [154], showing that inter-tube interactions can majorly 
affect the cross-sectional symmetry of SW and DW AlGe 
NTs.

The optimized inner diameters for the AlSi28-Me (15.39 
Å) and AlSi34-Me (20.25 Å) are found to bracket the peak in 
the experimental pore distribution measured by N2 adsorption 
experiments (15–20 Å [94]). Notably, the deviations between 
PBE, PBE-D2 and OPTB88 results of the optimized H1-O7 
diameters for the AlSi28,34-Me NTs are found to be less than 
0.02 Å. This result clearly indicates that the neglect (PBE) 

Figure 2.  Front view of the optimized DW AlGe (Nin, Nout) NT 
models screened. The relative energy per (Al2GeO7H4) unit (eV)  
is shown inside each NT-model.
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or inclusion (PBE-D2 and OPTB88) of dispersion interac-
tions is effectively irrelevant for geometrical optimization of 
methylated Imo NTs because of the dominant contribution of 
the covalently bonded aluminosilicate framework to the NT 
diameter.

In spite of the overall acceptable agreement between 
computed and experimentally reported diameters, it is worth 
recalling that the ionic strength of the solution used for the 
NT synthesis is known to strongly affect the diameter of Imo 
AlSi NTs [80]. This makes comparison of experimental and 
vacuum-computed results far from conclusive. To this end, 
atomically resolved x-ray scattering or atomic force micros-
copy results would be extremely beneficial and timely for the 
communities with interest in Imo NTs.

3.2.  Imo NTs’ wall-polarization

Accumulation of negative (positive) charge on the inner 
(outer) tube surface, leading to a wall-polarisation of surface 
dipole density μσ, for SW AlSi and AlGe NTs has been previ-
ously considered in [106, 112]. We now analyse the extent to 
which μσ is affected by the different tube composition, diam-
eter and number of tube walls.

Following [106], we compute μσ from the difference (ΔV ) 
between the plateaus of the angularly averaged electrostatic 
(ionic plus Hartree) potential inside and outside the NT-cavity:

πµ∆ = − σ

⎛
⎝
⎜

⎞
⎠
⎟V

R

R
4 ln in

out
� (7)

where the inner (Rin) and outer (Rout) radii of the tube are 
obtained from the onset of the vacuum-electrostatic plateaus, 
defined as the radii at which the vacuum oscillations of the 
local potential (V) are smaller than an arbitrary (5  ×  10−3 eV) 
threshold. For the adopted sign convention, positive μσ values 
indicate accumulation of negative (positive) charge-density at 
the inner (outer) surface of the NTs.

Table 2 reports the computed μσ and Rin/out for all the 
considered cases. Not unexpectedly given the established 
numerical equivalence between the ONETEP approach and 
plane-wave DFT [121], the computed μσ for AlSi24 (34.18 mD 
Å−2) and AlGe36 (58.18 mD Å−2) is in very good agreement 
with previous ultrasoft pseudopotential plane-wave PBE-DFT 
results (AlSi24: 30 mD Å−2, AlGe36: 60 mD Å−2 [106]).

The substitution of inner hydroxyl groups (–OH) with 
methyl (–CH3) functionalities in AlSi28,34-Me is found to leave 
the direction of wall polarization unperturbed, whilst reducing 
the magnitude the simulated μσ. The decrease for AlSi28-Me 
(−38.6%) is larger than for AlSi34-Me (−16.5 %). Further 
simulation of AlSi24-Me, to be reported elsewhere [155], con-
firms the reduction of the wall-polarization to be mainly due to 
the presence of the less polar methyl groups. With maximum 
deviations smaller than 8% (AlSi28-Me at PBE and OPTB88 
level), the PBE, PBE-D2 and OPTB88 results suggest a very 
weak dependence of the computed μσ on the use or neglect 
of dispersion interactions. Given the similarity between the 
optimized geometries (table 1) the computed differences stem 
from a different decay of the (occupied) KS-states inside and 
outside the NT-cavity, leading to different potential steps 
(ΔV) in equation (7).

Encapsulation of two AlGe NTs in DW-AlGe36,54 is com-
puted to noticeably increase (+24.6 %), albeit not double, μσ 
with respect to the SW-AlGe36 value. Overall these results 
indicate that by tuning Imo NTs composition and diameter (i.e. 
curvature), control of the wall-polarization (thence affinity for 
electro-positive and negative species) can be readily achieved. 
Whereas methylation of Imo NTs is found to decrease the 
wall-polarization, creation of DW systems results in larger μσ.

3.3.  Imo NTs’ electronic structure and absolute band 
alignment

For an insulator to be viable as a PC for a given reaction, the 
position of its VB and CB edges with respect to the h- and 
e-acceptor levels of the reactants, and effective e*-h separa-
tion, are of utmost importance [1–14]. To begin assessing 
the potential of Imo NTs as possible photocatalysts, here we 
investigate the absolute vacuum alignment of the isolated 
NTs’ VB and CB edges and their real-space distribution. 
Furthermore, the vacuum-aligned Imo NT band edges are 
discussed with respect to recent combined x-ray photoemis-
sion spectroscopy, optical spectroscopy and electrostatically 
embedded DFT results for the bulk-phases of two archetypal 
photocatalysts, namely anatase and rutile TiO2 [156].

We recall that, qualitatively, for energetically viable 
transfer of excited e* from a PC to a reactant, the empty 
e-acceptor state of the reactant needs to be lower in energy 
than the CB-edge of the PC. Conversely, for energetically 
viable h-transfer from a PC to a reactant, the highest-energy 
occupied h-acceptor state of the reactant needs to be higher in 
energy than the VB-edge of the PC [1–13].

We also note that, owing to the use of semi-local approx
imations to the exchange component of the adopted PBE(-
D2) and OPTB88 DFT-functionals [146, 148], overestimation 
(underestimation) of the computed energy of the VB (CB) 
edge, leading to an overall underestimation of the BG, is to be 
expected [157–162]. Accordingly, the computed Imo NTs VB 
and CB edges should be taken as upper and lower boundary of 
the Imo NTs’ band edges, respectively. The following analysis 
neglects also the role of PC-reactants (medium) interfacial 
relaxations, which may affect the combined system electro-
statics and, accordingly, the band alignment. These effects 

Table 2.  Computed surface dipole density (μσ, mD Å−2) and 
electrostatically-derived inner (Rin, Å) and outer (Rout, Å) radii for 
the considered NT-models and DFT functionals.

μσ (mD Å−2) Rin (Å) Rout (Å)

AlSi24 (PBE) 34.18 4.52 13.45
AlSi28-Me (PBE) 20.95 5.59 15.11
AlSi28-Me (PBE-D2) 21.82 5.59 14.99
AlSi28-Me (OPTB88) 22.69 5.59 15.11
AlSi34-Me (PBE) 28.55 8.09 17.37
AlSi34-Me (PBE-D2) 28.10 8.09 17.37
AlSi34-Me (OPTB88) 29.18 8.09 17.49
AlGe36 (PBE) 58.18 8.73 18.28
DW-AlGe36,54 (PBE) 72.51 8.79 25.29

J. Phys.: Condens. Matter 28 (2016) 074003
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will be considered in the next section  for model NT-H2O 
interfaces.

Figure 3 reports the vacuum-aligned density of states 
(DOS) for the considered Imo NTs. The computed band edges 
and BGs are collected in table 3. We note that the computed 
BG for AlSi28-Me and AlSi34-Me (4.67–4.75 eV depending on 
the adopted functional) is 0.23–0.31 eV larger than for AlSi24. 
Thus, in spite of substitution of more polar hydroxyls by less 
polar methyl units, the Imo NT BG increases upon meth-
ylation of the cavity. Mulliken population analysis [163] for 
AlSi28/34-Me indicates that the modelled BG opening is accom-
panied by a non-negligible charge transfer of 0.30  ±  0.01 e/
CH3, depending on the adopted functional, from the gibbsite 
(aluminium hydroxide) backbone to the methyl groups. Thus, 
we compute the methyl groups in the Imo NTs to be nega-
tively charged. On a more specialist note, the marginal devia-
tions (<0.08 eV) between the computed BG of AlSi28/34-Me 

for the different DFT-functionals, highlights the negligible 
role played by dispersion interactions in the simulation of 
methylated Imo NT BGs.

In line with previous PBE results [103, 106] AlGe36 is 
also computed to be an insulator with a 4.35 eV BG. Notably, 
the DW-AlGe36,54 BG (2.81 eV) is substantially smaller 
(−1.54 eV) than for AlGe36. As indicated by the inner- and 
outer-tube resolved local DOS (LDOS [164]) in figure 3, this 
result stems from the mutual polarization of the inner and 
outer tubes, leading to an upward (downward) shift of the 
inner (outer) tube electronic bands. Although the calculated 
BG for DW-AlGe36,54 is likely underestimated due the limita-
tions of the PBE functional, the computed reduction in BG 
going from AlGe36 to DW-AlGe36,54 should be, at least quali-
tatively, significant.

Turning to the vacuum band alignment for the Imo NTs, 
at PBE-level the lowest (−5.97 eV) and highest (−4.30) 
VB edge is found for AlSi28/36-Me and DW-AlGe36,54, 
respectively. Instead, the lowest (−1.49 eV) and highest 
(−1.22/−  1.23) CB edge is found for DW-AlGe36,54 and 
AlSi28/34-Me, respectively. Charge depletion by the methyl 
group (0.3 e/CH3) leads to nearly 0.2 eV lowering (0.15 eV 
increase) of the AlSi28/36-Me VB (CB) edge with respect 
to AlSi24. Work is in progress to investigate whether this 
mechanism is present also in methylated hybrid Si/Ge Imo 
NTs [96].

Comparison between the band edges of SW-AlGe36 and 
DW-AlGe36,54 reveals that encapsulation of AlGe NTs causes 
a large (1.44 eV) upward shift of the VB-edge with simulta-
neous, but smaller, lowering (0.1 eV) of the CB-edge, leading 
to a marked narrowing (−1.54 eV) of the computed BG.

On a specialist note, and in contrast with the results for 
the optimized geometries and BGs, the inclusion of dispersion 
interactions in the functional is found to affect (up to nearly 
0.3 eV) the absolute alignment of the VB and CB edges. It 
thus turns out that some care should be exerted when com-
paring vacuum-aligned band edges obtained with non-local 
(PBE) or self-consistent dispersion corrected (OPTB88) 
DFT-functionals.

Figure 3.  Vacuum-aligned DOS and tube-projected LDOS for the 
considered Imo NTs and DFT-functionals. The VB and CB edges 
for bulk anatase (dotted) and rutile (continuous) TiO2, obtained 
from addition of the experimental optical gap to the computed 
ionization potential [156], are marked with black vertical lines.

Table 3.  Vacuum-aligned VB and CB edges (eV), and computed 
BG (eV) for the considered Imo NTs and DFT-functionals.

VB (eV) CB (eV) BG (eV)

AlSi24 (PBE) −5.80 −1.36 4.44
AlSi28-Me (PBE) −5.97 −1.22 4.75
AlSi28-Me (PBE-D2) −5.96 −1.24 4.72
AlSi28-Me (OPTB88) −6.21 −1.54 4.67
AlSi34-Me (PBE) −5.97 −1.23 4.74
AlSi34-Me (PBE-D2) −5.97 −1.26 4.71
AlSi34-Me (OPTB88) −6.24 −1.56 4.68
AlGe36 (PBE) −5.74 −1.39 4.35
DW-AlGe36,54 (PBE) −4.30 −1.49 2.81
DW-AlGe36,54 (inner NT) −4.30 −0.93 3.37
DW-AlGe36,54 (outer NT) −4.92 −1.49 3.43
Rutile TiO2

a −7.83 −4.80 3.03
Anatase TiO2

a −8.30 −5.10 3.20

a  Reference [156].
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Previous DFT simulation of AlSi and AlGe Imo NTs have 
revealed an intriguing real-space separation of the VB and 
CB edges [106, 107], which may be beneficial for e*-h sepa-
ration. The extent to which this peculiar property is affected 
by methylation or creation of DW-AlGe NTs has to date not 
been investigated. Our simulations suggest that the separation 
in real-space between the VB and CB edges is qualitatively 
unaffected by methylation or the choice of the DFT-functional 
(figure 4). Notably, and in line with the tube-projected and 
layer-resolved results for DW-AlGe36,54 (figure 3 and the sup-
porting information at (stacks.iop.org/JPhysCM/28/074003/
mmedia)), the VB and CB edge of the DW-AlGe36,54 are found 
to be localised on different tubes, with the VB (CB) edge on 
the inner (outer) tube, leading to the intriguing possibility of 
e*-h relaxation on different faces of different AlGe NTs.

Consistent with the real-space distribution of the VB and 
CB edges in figure 4, layer-resolved, NGWF-projected [164], 
analysis of the computed DOS (LDOS, see supporting infor-
mation) indicates major contributions of the O2/O4 (H7) layers 
to the VB (CB) edge of AlSi24. Similarly, the VB (CB) edge of 
AlSi28,34-Me is found to be dominated by C2/O4 (H7) layers. 
DW-AlGe36,54 is more peculiar with leading contributions 
to the CB and VB edges from inner O2/O4 and outer Al5/H7  
layers, respectively. With larger contributions from the Ge3 
(O6) layer to the CB (VB) band edges, the real-space separa-
tion of the latter for AlGe36 is found to be less pronounced 
than for the other NTs.

Finally, we note that the PBE, PBE-D2 and OPTB88 
layer-resolved LDOS for AlSi28-Me and AlSi34-Me are 
effectively undistinguishable (see supporting information), 
which demonstrates a marginal role of inclusion of dis-
persion corrections for the modelled LDOS in methylated 
AlSi-Me NTs.

3.4.  Comparison between Imo NTs and TiO2 vacuum-aligned 
band edges

To better put these results into wider context, figure  3 and 
table 3 report vacuum-aligned band edges also for rutile and 
anatase TiO2 [156], whose mixture is known to lead to effec-
tive water photolysis [165]. By comparing the relative energy 
of TiO2 and the Imo NTs’ band edges, we begin to estimate 
the NTs’ possible increased or reduced drive towards H2O 
reduction or oxidation, neglecting any interfacial effects.

The vacuum-aligned VB-edges of the Imo NTs are at 
least 1.86 eV (2.33 eV) higher than rutile (anatase) VB-edge. 
Neglecting any electron transfer kinetics consideration, this 
result suggests a lower H2O photo-oxidation propensity for 
Imo NTs with respect to TiO2. Additionally, the CB-edge 
for the Imo NTs is at least  +3.31 eV and  +3.61 eV higher 
in energy than the rutile and anatase, respectively. Again 

Figure 5.  Top: calculated imaginary component of the dielectric 
function (ε2) for the considered Imo NTs. To facilitate comparison, 
each spectrum has been normalized to the total number of Imo units 
(N) present in the NT-models. Bottom: close up on the AlSi28-Me 
and AlSi34-Me results.

Figure 4.  Front view of the VB (green) and CB edge (red) 
separation for the considered Imo NTs and DFT functionals. (a) 
AlSi24 (PBE), (b) AlSi28-Me (PBE), (c) AlSi28-Me (PBE-D2), 
(d) AlSi28-Me (OPTB88), (e) AlSi34-Me (PBE), (f) AlSi34-Me 
(PBE-D2), (g) AlSi34-Me (OPTB88), (h) AlGe36 (PBE), (i)  
DW-AlGe36,54 (PBE). The structures in (a)-(h) are displayed 
according to their relative size (table 1). For more compact 
representation, the structure in (i) has been scaled down by a factor 
1.5. The six lowest-energy occupied and highest-energy empty 
KS-states have been plotted for the VB and CB edge in (a)–(h), 
respectively. For DW-AlGe36,54, thirty two (sixteen occupied, 
sixteen empty) frontier KS-states have been used.
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neglecting any kinetics consideration, this suggests a higher 
drive for H2O photo-reduction by Imo NTs in comparison to 
TiO2. This analysis rests on the assumption that the NT wall-
polarization has a negligible role in shifting the H2O acceptor 
and donor states. In the next section we explore this assump-
tion and the extent to which the NT wall-polarisation shifts the 
electronic states of interacting molecules.

Finally, while detrimental to their possible use as photo-oxi-
dants, the rather high-energy VB-edges of the Imo NTs, lying 
between  −5.97 eV (AlSi28/34-Me) and  −4.30 eV (DW-AlGe36,54), 
suggest that grafting a molecular or nanoparticle PC to Imo-NTs 
may result in a rewarding strategy towards enhanced e*-h sepa-
ration by promoting h-transfer and relaxation from the grafted  
PC onto the NT.

3.5.  Imo NTs’ optical absorption

In spite of the growing research interest in Imo NTs, to date 
their optical absorption properties have not been very exten-
sively studied. To the best of our knowledge, the only pub-
lished UV–visible absorption spectrum for Imo NTs is the one 
reported in [78], obtained for the synthetic solution into which 
AlGe NTs were made, that is, without any previous separation 
of the Imo NTs from the unreacted precursors and possible 
photoactive side-products.

We now present simulated optical spectra of the (isolated 
and neutral) Imo-NTs in an attempt to contribute to charac-
terization of their optical properties. Figure 5 shows the com-
puted imaginary component of the dielectric function (ε2, see 
equation  (6)) for the considered NT models. Larger values 
of ε2 indicate a larger absorbance of the system. Owing to 
our interest in assessing possible differences between the 
different Imo NTs, and in order to maintain reasonable the 

computational cost, all the spectra were simulated at PBE 
level. We recall that given the limitations of the adopted DFT-
functional and approximations for the evaluation of optical 
spectra (section 2) expectations are that the energy of the 
optical transitions will be underestimated.

The experimental spectra for the AlGe NTs’ synthetic 
solution show a main absorbance peak at 6.2 eV with a broad 
shoulder in the 5–5.4 eV range, and a well-defined secondary 

Figure 6.  KS-state resolved analysis of the largest contributions to the low-energy values of ε2 for (a) AlSi24, (b) AlGe36, (c) AlSi28-Me, 
(d) AlSi34-Me, (e) DW-AlGe36,54. H (HOMO) and L (LUMO) indicate the highest-energy occupied and lowest-energy empty KS-state, 
respectively. The VB and CB edges include the KS-states within 0.5 eV (0.6 eV for DW-AlGe36,54) from H (VB) and L (CB), respectively. 
Excitations between VB and CB edges are marked as ‘[H-0.5 eV:H]  →  [L:L  +  0.5 eV]’. Excitations from the VB-edge to the whole CB 
and from the whole VB to the CB-edge are marked as ‘[H-0.5 eV:H]  →  CB’ and ‘VB  →  [L:L  +  0.5 eV]’, respectively.

Figure 7.  Close up of the optimized geometry of the considered 
2H2O@Imo NTs models for the DFT-functionals used. (a) AlSi24 
(PBE), (b) AlSi28-Me (PBE), (c) AlSi28-Me (PBE-D2), (d) AlSi28-
Me (OPTB88), (e) AlSi34-Me (PBE), (f) AlSi34-Me (PBE-D2), (g) 
AlSi34-Me (OPTB88), (h) AlGe36 (PBE), (i) DW-AlGe36,54 (PBE). 
The shortest H2O-NT H-bonding distances (see also table 4) are 
highlighted by dotted lines. Same atom-colour labelling as in 
figure 1.
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peak at 3.9 eV [78]. Given the expected underestimation of the 
AlGe36 BG (section 3.3) we associate the simulated main 5 eV 
peak (figure 5) to the experimental 6.2 eV signature. Analysis 
of the optical matrix elements (figure 6) indicates that trans
ition involving deep VB and CB KS-states are optically active 
and contribute significantly to the modelled spectrum. The 
lower energy absorbance shoulder (associated to the 5–5.4 eV 
experimental feature) is seen to originate from transitions 
involving the VB and CB edges, which, as shown in figure 4, 
are separated on different sides of the NT cavity. We speculate 
that these optically active inside–outside charge-transfer exci-
tations may be beneficial for effective e*-h separation because 
recombination would have to occur in the direction against the 
wall-polarization (table 2).

The simulations for the defect-free AlGe36 model do not 
present any secondary absorbance peak detached from the 
main one. Being at lower energy than the underestimated 
PBE-gap (4.35 eV, table  3), it has been suggested that the 
experimental 3.9 eV peak may be due to excitonic effects in 
AlGe NTs [78, 106], which cannot be captured by single-
electron approximations to the optical spectra [142] as used 
here. Besides obvious limitations of equation  (6), the disa-
greement between experiment and simulations could also 
stem from the fact that the experimental 3.6 eV peak is due 
to absorbance by point-defects (known to exist in AlSi NTs 
[113]), the tube-terminations (which have not been accounted 
for in this work) or to the presence of unreacted precursors, 
photoactive side-products or NT-aggregates in the synthetic 
solution monitored in [78]. Work is in progress to investigate 
these aspects.

Comparison of the calculated spectra, normalized by the 
number of Imo units present in the NT, indicates that optical 
absorbance of AlGe36 (DW-AlGe36,54) is nearly six (four) 
times larger than AlSi24, with the absorbance of methylated 
AlSi28-Me and AlSi34-Me being the lowest (over forty five 
times smaller than AlGe36). That is, the modelled absorbance 
per Imo unit is found to decrease going from SW AlGe36 to 
DW-AlGe36,54,SW AlSi24, and methylated AlSi28-Me and 
AlSi34-Me NTs. Although, the low-energy ε2 peak is found 
to weakly depend on the NT composition, being brack-
eted between 4.83 eV (AlSi34-Me) and 4.94 eV (AlSi24), the 
appearance of an absorbance shoulder in the 3–4 eV range for 
DW-AlGe36,54 indicates the creation of DW NTs is effective 

in introducing lower-energy (near-UV) absorption. Notably, 
the lower-energy absorbance shoulder of DW-AlGe36,54 is 
dominated by inter-tube charge-transfer excitations (figure 
6), which may be extremely effective for e*-h separation 
because of the larger separation between inner and outer NTs  
(H7,in-H1,out: 2.07 Å, H1,in-H7,out: 24.03 Å, see table 1).

Finally, the optical matrix elements for transitions involving 
states at the VB and CB edges of the methylated AlSi28,34-Me 
NTs are found to dominate the main absorbance peak (figure 
6). Thus, contrary to AlSi24 and AlGe36 (DW-AlGe36,54), 
the optical absorbance of the AlSi-Me NTs turns out to be 

Table 4.  The shortest H2O-NT (H-bond) distances (d, Å) and 
Mulliken charges (q, e) for the H2O molecule inside (outside) the 
considered NT-models for the different DFT-functionals used.

d (Å) q (e)

AlSi24 (PBE) 2.38 (2.09) −0.01 (+0.05)
AlSi28-Me (PBE) 2.32 (2.08) +0.01 (+0.05)
AlSi28-Me (PBE-D2) 2.32 (2.08) +0.01 (+0.05)
AlSi28-Me (OPTB88) 2.40 (2.00)  0.00 (+0.07)
AlSi34-Me (PBE) 2.34 (2.10) +0.01 (+0.04)
AlSi34-Me (PBE-D2) 2.28 (2.20) +0.01 (+0.04)
AlSi34-Me (OPTB88) 2.31 (2.13)  0.00 (+0.05)
AlGe36 (PBE) 2.49 (2.09)  0.00 (+0.02)
AlGe36,54 (PBE) 2.09 (2.11) −0.01 (+0.05)

Figure 8.  NT (filled grey) and H2O-resolved, vacuum-aligned, 
LDOS for the optimized 2H2O@Imo NT systems and adopted DFT-
functionals. The inner H2O and outer H2O PDOS are displayed in 
red and blue, respectively. The energy of the HOMO level of one 
isolated H2O molecule according to PBE and PBE-D2 (−7.200 eV), 
and OPTB88 (−7.413 eV) are marked by orange vertical continuous 
(PBE, PBE-D2) and dotted (OPTB88) lines, respectively. In 
accordance with the literature [167], the PBE (PBE-D2) and 
OPTB88 LUMO-level for one isolated H2O molecule is above the 
0 eV vacuum-level (PBE(-D2):  +0.629 eV, OPTB88:  +0.262 eV, not 
shown in the graph).
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primarily due to transitions between states localised on dif-
ferent sides of the NT cavity.

3.6.  H2O at Imo NTs

Suitable electronic alignment between the PC band-edges and 
the reactant e (h) acceptor state(s) is crucial for viable photo-
induced e (h) transfer from the PC to the reactant. As a result, 
PC band engineering to match a given reactant e (h) acceptor 
states continues to be the subject of intense research [1–14].

Two concepts, to the best of our knowledge substantially 
less explored, are whether by engineering of the electro-
statics of nano-cavities (i) reactants can be forced to match 
the band edge of a (polarizing) PC and (ii) nano-confinement 
of PCs and reactants of expectedly different polarizability in 
a polarizing environment can be used to tailor electronic line-
ups between a prospect PC and a given reactant. With inner 
diameters ranging from 12 Å up to 22 Å (table 1), and mark-
edly different electrostatic environments on either sides of 
the NT cavity (table 2), Imo NTs emerge as an ideal system 
to start exploring these concepts. To this end, we investigate 
the effect of the NTs’ wall-polarization on H2O molecules 
interacting with inner and outer surface of the considered Imo 
NTs (figure 7).

Table 4 reports the optimized shortest distances between the 
H2O molecule and the NT hosts, together with the computed 
Mulliken [163] charges. The noticeably longer (⩾+0.29 Å)  
distances of the inner H2O with respect to the outer H2O 
for the SW hydroxylated AlSi24 and AlGe34 NTs indicate 
weaker H-bonding at the electronegative (table 2) NT-cavity. 
Conversely, the deviations between outer and inner H-bonding 
for the DW-AlGe36,54 NT (0.02 Å) are found to be negligible. 
Thus, H-bonding of H2O at the NT cavity turns out to be 
governed by a subtle interplay between the NT-polarization 
and curvature, with smaller inside/outside differences for less 
curved (DW-AlGe36,54) substrates.

Methylation of the NT-cavity for AlSi28,34-Me is found to 
minimally affect (±0.01 Å) the outer H-bonding distance. Not 
unexpectedly given the different treatment of dispersion inter-
actions, the inner H2O-NT distance is found to be sensitive 
(up to  ±0.08 Å differences) to the adopted DFT-functional. 
It is interesting to note that the deviations between PBE, 
PBE-D2 and OPTB88 results are different for AlSi28-Me and 
AlSi34-Me, indicating that both the cavity polarization (table 
2) and dispersion interactions jointly affect the adsorption of 
H2O on the NT inner methylated surface.

In all cases, interaction of the H2O molecule with the outer 
hydroxylated surface is found to be accompanied by small, 
yet non-negligible, electronic charge depletion, leading to a 
partially positive (+0.02/+0.07 e) adsorbed H2O. Conversely, 
negligible charge transfer (⩽0.01 e) is modelled for the inner 
H2O molecule.

H2O adsorption on the outer surface of a carbon nanotube 
(CNT) has been recently shown to lead to negligible (<10−4 
e/molecule) electron transfer from H2O to the CNT [166]. 
Thus, contrary to this CNT case, and likely due to the pres-
ence of H-bonding not offered by the CNT, we find the inter-
actions of H2O and Imo-NTs to be instead accompanied by 

a small charge transfer. Although simulation of periodically 
repeated small H2O/NT rings (as considered here) may lead 
to overestimation of the charge-transferred [166], the trends 
among the Imo NTs considered should be robust.

Turning to the effect of NT wall-polarization on interacting 
H2O molecules, figure  8 reports vacuum-aligned LDOS for 
the considered H2O@Imo NT systems. Consistent with the 
more electronegative (positive) potential at the inner (outer) 
surface of the NTs, and regardless of the NT composition and 
adopted DFT-functional, the HOMO of the inner H2O mol-
ecule is invariably shifted (by up to roughly 3 eV for AlSi24 
and DW-AlGe36,54) to higher energies with respect to the outer 
H2O molecule. Upward (downward) shift is computed also for 
the LUMO of the inner (outer) H2O molecule. These results 
demonstrate that the NT wall-polarization can induce major 
changes in the electronic alignment of adsorbed H2O. We 
speculate that qualitatively similar results may be found also 
for other adsorbates.

Comparison of the HOMO-energy between the adsorbed 
molecules and one isolated H2O molecule in vacuo (figure 
8) indicates that, depending on the adsorption side, and 
neglecting any electron transfer kinetics consideration, oxida-
tion of the inner (outer) H2O should be energetically favoured 
(disfavoured) over the same process in vacuo because of 
the higher (lower) HOMO. Interestingly, owing to the NT 
wall-polarization and outer electropositive environment, the 
LUMO-level of the outer H2O molecule is brought below the 
vacuum-level (0 eV), leading to a positive electron affinity 
(EA) for the adsorbed H2O molecule in stark contrast with the 
negative EA for isolated H2O [167].

The PBE alignment between the inner H2O HOMO (outer 
H2O LUMO) and the NT top VB (bottom CB) edge is com-
patible with photo-oxidation (photo-reduction) of the inner 
(outer) H2O by AlSi24. With a HOMO-energy higher than the 
NT top VB-edge, energetically viable photo-oxidation of the 
inner H2O molecule by the NT is modelled also for AlGe36 
and DW-AlGe36,54. Conversely, owing to a LUMO-energy 
higher than the NT bottom CB-edge, photo-reduction of the 
outer H2O molecule by the AlGe36 (AlGe36,54) lowest-energy 
CB-states is computed to be energetically unviable. However, 
population of deep (higher energy) CB-states via active (figure 
6) optical excitations could be energetically compatible with 
photo-reduction of the outer H2O molecule. The competi-
tion between kinetics of CB e*-relaxation and NT  →  H2O  
e*-transfer will be the subject of future investigations.

Regardless of the adopted functional, electronic align-
ment suitable to photo-reduction of the outer H2O molecule 
(LUMO energy lower than bottom CB-edge) is computed 
also for AlSi28,34-Me. Conversely, the alignment between 
the inner H2O HOMO and the AlSi28,34-Me top VB-edge is 
less favourable than for non-methylated AlSi24, at least for 
the considered optimized geometries. In spite of this, opti-
cally active (figure 6) excitations from deep VB-states and 
creation of holes deep in the VB could nevertheless promote 
photo-oxidation of the inner H2O molecule by the methyl-
ated AlSi28,34-Me NTs. Future work will consider the com-
petition between kinetics of VB h-relaxation and NT  →  H2O 
h-transfer.
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Several notes of caution are in place. First, the present anal-
ysis neglects any consideration of the electron (hole) transfer 
kinetics [168]. Thus, even if the modelled electronic align-
ments are appealing, the electron (hole) transfer kinetics may 
be impractically slow. Second, the analysis is based on the 
optimized geometries of highly idealised models in vacuo, 
which may not fully capture the real photo-electro-chemistry 
of the defective and solvated NTs. Depending on the polar 
nature of the medium interacting with the NTs [169–172], the 
wall-polarization may be differently screened, leading to non-
negligible deviations from the computed shifts for the H2O 
HOMO and LUMO levels. Third, the role of temperature-
induced fluctuations [173–176] for the dynamic NTs-H2O 
electronic line-ups, which may well be non-negligible, has 
also been neglected. Fourth, the discussion presented is based 
on the use of KS-states which, apart from the highest-energy 
occupied one and neglecting functional limitations, ultimately 
do not have strong physical significance in terms of molecular 
acceptor and donor states [177–180]. Work is in progress to 
advance along these lines. In spite of these objective limita-
tions, partially or completely shared with most of the current 
DFT-based theoretical production on PC materials [20–27], 
we hope this initial contribution will be effective in stimu-
lating further input by the scientific community with interest 
in photocatalysis and photocatalytic materials.

4.  Conclusion

Simulation with three different DFT-functionals (PBE, PBE-D2,  
OPTB88) of SW-AlSi24, SW-AlSi28-Me, SW-AlSi34-Me, 
SW-AlGe36 and DW-AlGe36,54 Imo NTs either isolated or 
interacting with two H2O molecules indicates that:

	 (i)	 by controlling the Imo NT composition and curvature, 
the NT wall-polarization can be changed by nearly a 
factor of four with the lowest value (20.95 mD Å−2) for 
SW AlSi28-Me and the largest value for DW-AlGe36,54 
(72.51 mD Å−2). Regardless of the NT composition 
and SW or DW nature, the NT inner surface is always 
more electronegative than the outer surface. The com-
puted wall-polarization for methylated AlSi28-Me and 
AlSi34-Me NTs is found to be weakly (~8%) affected 
by the adopted DFT-functional.

	 (ii)	 All the considered NTs are insulators with computed 
(likely underestimated by the functionals used) BGs 
ranging from 2.81 eV (DW-AlGe36,54) to 4.75 eV 
(AlSi28-Me). Use of PBE, PBE-D2 or OPTB88 is found 
to minimally (⩽0.08 eV) affect the computed BGs for 
the methylated NTs.

	 (iii)	 Regardless of the NT composition and curvature, SW or 
DW nature, and adopted DFT-functional, the VB (CB) 
edge is consistently modelled to be mostly localised at 
the NT inner (outer) surface.

	 (iv)	 The absolutely vacuum-aligned NT VB edges are 
noticeably high in energy (>−5.97 eV), which sug-
gests possible strong hole-scavenging propensity. 

DW-AlGe36,54 is found to have the highest VB-edge 
(−4.30 eV).

	 (v)	 The absolutely vacuum-aligned NT CB edges are also 
found to be remarkably high in energy (>−1.49 eV), 
which anticipates possible marked photoreduction 
propensity. SW AlSi28-Me is found to have the highest 
CB-edge (−1.22 eV).

	 (vi)	 By comparison to rutile and anatase TiO2, the Imo 
NTs have noticeably higher VB (up to  +4.0 eV) and 
CB-edges (up to  +3.6 eV).

	(vii)	 Contrary to the results for the wall-polarization and 
BGs, the absolute band-alignment of the AlSi28,34-Me 
NTs is found to be non-negligibly (~0.3 eV) affected 
by the choice of the functional, with OPTB88 yielding 
lower VB-edges than PBE and PBE-D2. Accordingly, 
care should be exerted when comparing vacuum-
aligned band edges obtained with non-local (PBE) or 
self-consistent dispersion (OPTB88) DFT-functionals.

	(viii)	 The optical activity of SW-AlGe36 and DW-AlGe36,54 
NTs is noticeably (nearly six- and four-fold, respec-
tively) larger than SW-AlSi24 NTs, which in turn have 
substantially (nearly eight-fold) larger UV absorbance 
than methylated SW-AlSi28,34-Me NTs. This analysis 
has been performed for isolated, neutral NT-models.

	 (ix)	 The NT wall-polarization is found to markedly affect the 
electronic alignment of H2O molecules interacting with 
either surface of the NTs. The computed alignment of the 
CB bottom edges suggests energetically viable photo-
reduction of H2O at the outer surface of all the considered 
NT models apart from DW-AlGe36,54. Photo-oxidation of 
H2O inside the NT-cavity by the top VB edge is modelled 
to be energetically favoured for all the non-methylated 
NTs (SW AlSi24, SW AlGe36, DW-AlGe36,54). This anal-
ysis neglects any electron transfer kinetics consideration 
and the role of solvent and temperature effects in altering 
the H2O-NT relative band-alignment.
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