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Abstract

This thesis reports new analytical approaches involving the employment of

various scanning probe microscopy techniques (along with other microscopy tech-

niques), coupled -in particular- with numerical modelling to extract key informa-

tion about surface properties and crystal dissolution. The set of techniques used

include scanning electrochemical microscopy (SECM), scanning ion conductance

microscopy (SICM), scanning electrochemical cell microscopy (SECCM), ion selec-

tive electrodes (ISEs), atomic force microscopy (AFM), and confocal laser scanning

microscopy (CLSM). In general, the approaches involve the coupling of data from

two techniques to enhance the amount of information that could be obtained in an

experiment. A new bias modulated SICM technique is introduced as a powerful

tool to map topography and surface charge density simultaneously. This signifi-

cant advance takes SICM beyond its original use as a topographical technique and

turns it into a method of greater scope and versatility. To further advance scanning

electrochemical probe microscopy, the fabrication and application of dual function

electrodes, coupling both SICM and SECM techniques is described. The SICM was

used to map sample topography and for the local delivery of agents to the sample

surface (here calcite microcrystals), while the SECM part was employed as an ion

selective electrode to acquire ion activity profiles (Ca2+ and H+, respectively) in

bulk solution and in proximity to the surface. The pH probe size was pushed down

to the nanoscale, while the calcium ones were in the 1.5 - 3 µm across. A major

aspect of this work was to analyse experimental measurements with numerical finite

xxii



element method simulations enabling the determination of dissolution flux values,

thus opening the door to many possible and interesting applications for these probes

in the future. Acid attack on dental enamel surfaces is also considered using differ-

ent approaches. In one approach SECM was coupled with CLSM to visualise the

proton diffusion profile near enamel surfaces in a bid to extract highly temporal

kinetic information about the acid attack on enamel. An attentive approach was

to use the SECCM technique as a tool to probe acid-induced dissolution of enamel,

by locally delivering protons with a well defined mass transport. Landing with the

acidic droplet on the sample surface for different time periods generated etch pits,

which were then analysed with AFM. A key aspect was to develop a numerical finite

element method (FEM) model that was employed to extract dissolution kinetics for

the different types of enamel samples (treated and untreated).
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Chapter 1

Introduction

This thesis is concerned with the employment of new techniques and ap-

proaches for the investigation of surface properties (surface charge, dissolution kinet-

ics, acid attack and localised concentrations) at solid/liquid interfaces. Accordingly,

this chapter gives an overview of all the techniques that are used in this investi-

gation, as well as the studied materials (calcite and tooth enamel). Each chapter

in this thesis is self-contained and based on a journal article that is in print or in

preparation. As such, each chapter contains a focused introduction of the material

in this chapter which serves to provide a general background.

1.1 Dynamic Electrochemistry

Dynamic electrochemistry describes the phenomenon of electron transfer at elec-

trode surfaces at non-equilibrium conditions. Once a potential is applied to an elec-

trode, reactive species are transported from bulk solution towards the electrode/

solution interface, where they undergo electron transfer. Figure 1.1 illustrates the
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processes that might be involved in this process, such as adsorption or desorption

and reactions at the interfacial regions, plus the mass transport at the bulk region.1

The current flow at the electrode is controlled by the rate of the previous processes,

and depends highly on the slowest step.2

Figure 1.1: A schematic diagram of a general electrode reaction.2

1.1.1 Electron Transfer

For a simple system at equilibrium such as O/R active pair, where the following

reaction occurs:

O + ne− ⇀↽ R (1.1)

The potential of the electrode can be linked to the activity of the oxidised and

reduced molecules with the Nernst equation:1

E = E0 − RT

nF
ln
aR

aO

(1.2)
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where E is the electrode potential, E0 is the standard potential of the electrode, R

is the molar gas constant, T is the absolute temperature, F is Faraday constant, n

is the number of transferred electrons, and aR and aO are the activities of reduced

and oxidized species respectively.

Despite the fact that dynamic electrochemistry studies systems that are not

at equilibrium, a Nernstian behaviour could be assumed in the case where electron

transfer kinetics are so fast that the mass transport governs the electrode response.2,3

1.1.2 Mass Transport

Species movement in solution from bulk towards the electrode surface arise from

three phenomena, diffusion, convection and migration. The mass transport under

those phenomena can be described by the Nernst-Planck equation:1,2

Ji = −Di 5 ci −
ziF

RT
Dici 5 φ+ ciυ (1.3)

where Ji denotes the mass transport flux of species i. Di, zi and ci are the diffusion

coefficient, charge number and concentration of species i respectively. φ is the

electric potential, and υ is the solution velocity.

Diffusion

Diffusion is the movement of species under the influence of concentration gradient.

Fick’s first law describes diffusion at steady state conditions.2

Ji,d = −Di 5 ci (1.4)

Ji,d is the diffusive flux, and 5 is the gradient operator in the space of interest. The

negative sign denotes that the species move from a region with low concentration

to a region with a high concentration. Fick’s second law describes the diffusion of
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species with time as follows:2

∂ci
∂t

= −Di 52 ci (1.5)

Convection

Convection occurs due to the mechanical movement of the solution itself rather than

the movement of species inside the solution. There are two types of convection, nat-

ural convection which arises due to temperature and density changes in the solution;

and forced convection which is introduced to the solution to increase the mass trans-

port by stirring or pumping of the solution. The convective flux is descrided with

the following equation:3

Ji,c = +ciυ (1.6)

Migration

Migration is the movement of charged species under the influence of electrical field,

and the migration flux is given as follow:3

Ji,m = −uici 5 φ (1.7)

where the mobility ui is given as:

ui = ziF

RT
Di (1.8)

1.1.3 Electric Double Layer

At the event of immersing a solid in a liquid phase, an interfacial region forms

where the electrostatic potential (φ) differs from that in bulk solution. In this region

charges from the bulk solution are arranged close to the interface to neutralize the

accumulated charge at the solid surface. This ordering of charge is called the electric

4



double layer.2,3

Development of the double layer model

Helmholtz was the first to introduce a model to explain the double layer arrange-

ment, proposing that a charged electrode attracts counter-ions and repel co-ions

once immersed in an electrolyte solution. He suggested the formation of a rigid

planar double layer at the electrode/liquid interface, which is able to store charge

electrostatically and behaves as a planar capacitor as shown in Figure 1.2.

Figure 1.2: A schematic diagram of a) the Helmholtz outer plane (note big circles
denote solvated ions). b) The interfacial potential change with distance from the
surface.

The double layer capacity in the Helmholtz model is described as:3

C
d,H

= εrε0
xH

(1.9)

where εr, ε0 are the relative permittivity and the permittivity of vacuum respectively.

xH is the closest distance an ion can come to the electrode surface (ionic radius).

The Helmholtz model does not take into account any interactions occurring further

than the first layer next to the electrode surface, and ignores the effect of electrolyte
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concentration, thermal motion, adsorption and solvent-surface interactions.

Gouy-Chapman theory introduced the diffuse model to the double layer,

where the electric potential decreases exponentially with distance from the surface.3

Both Gouy and Chapman (independently) proposed the effect of electrode potential

and ionic concentration on the value of the double layer capacity, suggesting that

the double layer is not rigid as previously described by Helmholtz, but rather it is

of various thickness where the ions are free to move. The double layer thickness xDL

can be obtained using the following equation assuming z : z electrolyte:3

xDL = ( εrε0kBT2n0
i z

2e2 )1/2 (1.10)

where kB is Boltzman constant, n0
i is the numerical bulk concentration and the

double layer thickness increase with decreasing ionic strength. Figure 1.3 illustrates

the schematic of the diffusive double layer and the change in interfacial potential

for this theory, however it is good to note that ions are considered here to be point

charges, so theoretically there is no maximum value for the ion concentration near

the surface, thus the model fails for double layers.

Stern joined the two previous models,4 claiming the presence of a compact

finite size ion layer next to the electrode surface, followed by point charges diffuse

layer extending to the bulk solution. Thus, distinguishing between the adsorbed ions

and the diffused double layer. The interfacial potential in this theory drops linearly

across the first layer then drops exponentially across the diffuse layer (Figure 1.4).

Grahame,5 however, presented the existence of three distinctive regions in

the double layer, the first region is the specifically adsorbed ions that lose their

solvation shell, which they are closest to the surface. Those ions can hold simi-

lar or opposite charge to the surface, and the plane passing through their centers

is called the inner Helmholtz plane IHP. The second region are the solvated and

non-specifically adsorbed ions, where the plane passing through the ions center is

6



Figure 1.3: A schematic diagram of a) the diffuse double layer arrangement as in
Gouy-Chapman theory (note big circles denote solvated ions). b) The interfacial
potential exponential change with distance from the surface according to Gouy-
Chapman theory.

Figure 1.4: A schematic diagram of a) the Stern double layer theory (note big circles
denote solvated ions). b) The interfacial potential change with distance from the
surface according to Stern model.

called the outer Helmholtz plane OHP. The third region is the diffuse double layer

which extends outside the OHP towards the bulk solution (Figure 1.5).5 More re-

cent studies investigated the effect of the physical nature of the interfacial region,
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with consideration of the bipolar properties of water as a solvent, This has led to

introducing the zeta potential.3

Figure 1.5: A schematic diagram of a) the three regions in the double layer arrange-
ment according to Grahame (note big circles denote solvated ions, small circles
represent the adsorbed ions which lost their solvation shell). b) The interfacial
potential change with distance from the surface.

1.1.4 Ultramicroelectrodes (UMEs)

The Ultramicroelectrodes by definition are electrodes with one dimension at least

that is smaller than the diffusion layer δ, called the critical dimension r.2,6 In prac-

tice, this means that the electrode critical dimension is in the micrometre range

(0.1 - 50 µm). Thus, UMEs have a high current density but low current flow allow-

ing the usage of two electrodes setup. The exposed metal part can take different

geometries7,8 depending on its application, which include spherical, hemispherical,

ring,10,11 band,12,13 arrays,14,15 mercury electrodes,15,16 carbon fibre17,18 and disk.19

The planar disk UME is the most popular electrode in experiments.20 Figure 1.6a

and c illustrates the differences in the diffusion layer between a macroelectrode and

a disk UME. The diffusion profile towards the infinite size electrode surface is purely

planar (equation 1.11), while at the UME surface it is hemispherical. Thus, enhanc-
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ing the mass transport towards the electrode (equation 1.12),21 which yields in a

steady state voltammetric response22 at low scan rates (Figure 1.6b). While for a

conventional electrode the current tails off due to the inability of planar mass trans-

port diffusion to provide unreacted species rapidly enough to the electrode surface

(Figure 1.6d).23

∂c

∂t
= D

∂2c

∂x2 (1.11)

∂c

∂t
= D(∂

2c

∂r2 + 1
r

∂c

∂r
+ ∂2c

∂z2 ) (1.12)

The limiting current at a disk UME is given by the following equation:2,26

I = 4nFaDc∞ (1.13)

where n is the number of electrons transferred in the electrode reaction, F is Fara-

day’s constant, D is the diffusion coefficient of the reacting species, a is the disk

electrode radius, and c∞ is the bulk concentration.

UMEs have great advantages over macroelectrodes due to their distinctive

properties. Their fast response times that are free from non-faradaic contributions27

enable their application in fast-scan cyclic voltammetric techniques, and in the study

of short timescale homogeneous and heterogeneous electron transfer processes.9,28

The high mass transport of the microelectrodes are equivalent to the mass transport

of a rotating disk macroelectrode with a few thousands rpm7, which allows the

study of fast electron transfer rates.29 UMEs can be used in a wide range of high

resistive media due to their low iR drop as they pass significantly low currents in the

(pA-nA) range. Samples include non-aqueous solutions (oil, organic solvents, ...),

solids (soil, food, ...), and biological samples in low electrolyte concentrations.7,28−30

The UMEs small size and subsequently their small flowing currents make them

9



Figure 1.6: schematic diagram of a) planar diffusion at an infinite size electrode and
b) voltammetric response. c) hemispherical diffusion at a disk ultramicroelectrode
and d) steady state voltammetric response.

very attractive to use in medical and pharmaceutical research that involve micro-

environment applications for both in-vivo and in-vitro studies (such as single cells

and tissues).31 Furthermore, the UMEs cause minimum damage to the studied media

which allows their use in-vivo on living specimens such as mammalian brains to study

catecholamine neurotransmitters production.9,32−34

The UME tip is normally characterised by the RG value, which is given by

the following equation:26

RG =
rg
a

(1.14)

where rg is the insulating glass radius and a is the metal disk radius. The RG

value for most experiments is 10 as this minimised the back diffusion effects for the

electrode.26 The disk microelectrode can be fabricated easily by sealing a metal wire
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or a carbon fibre in a glass insulating shield.8,35 There are two common methods of

fabrication,36 the first one is where a glass capillary of about 10 cm length and 1

mm inner diameter and 2 mm outer diameter is sealed from one end with bunsen

burner or a small torch. Then a metal wire (∼ 2 cm) is inserted in the capillary and

sealed in using flame while avoiding the formations of air bubbles around the wire.

The electrical contact is achieved by injecting silver epoxy through the open end of

the capillary and inserting a copper wire. Subsequently, the metal wire is exposed

by polishing the sealed glass end to reach the metal disk, and the surrounding glass

is smoothed and polished to a reach the required RG value. In the second method,

the metal wire is sealed inside a glass pipette through the use of a micropipette laser

puller.36

1.2 Electroanalytical Methods

Electroanalytical methods are the type of techniques that study the properties of an

analyte in an electrochemical cell, by either measuring the current under constant

potential (amperometry),37,38 or measuring potential without or with minimal cur-

rent flow (potentiometry),39,40 or measuring the current under the effect of variable

and controlled potential signal (voltammetry).41,42

1.2.1 Amperometry

In an electrochemical cell, a potential is applied between the working electrode

and the reference electrode and held at a chosen value to either oxidise or reduce

the ion of interest. The amperometric detection is based on the measurement of the

flowing current or the changes in the current value under this potential. Applications

of this method include the detecting and titration of particular species selectively

and quantitatively using the applied potential, such as uric acid,43 dopamine,44

acetylsalicylic acid in drugs,45 ferrate46 and palladium and platinum.47
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1.2.2 Potentiometry

In potentiometric measurements, no current flows in the cell as no net Faradaic

reaction occurs (open circuit). The measured potential at the indicator electrode in

respect to the reference electrode is used to determine the concentration of an ana-

lyte in the solution.2 This method is used in the ion selective electrode setup,48

with applications in the environmental,49 biological,50,51 and biomedical sensors

developments.52 The potentiometric tip is considered to be a passive sensor as it

does not change the concentration of the studied species.

1.2.3 Voltammetry

In voltammetry, information about the analyte is extracted from the recorded voltam-

mogram, which is obtained by varying the potential between the working electrode

and the reference electrode (either step by step or continuously), while recording

the changes in the current value vs. the applied potential.2 The different types of

voltammetry are related to the manner of the change in potential. Thus, for linear

sweep voltammetry53 the potential is changed linearly with time, and the current

displays a peak value due to the oxidation or reduction of ions at a certain potential

value E 1
2
, this value could be used to identify the reacting species and the current

value is used to define the analyte concentration. In cyclic voltammetry54 the po-

tential is changed linearly from V1 to V2, then it is swept back to V1, this is called

a cycle and can be repeated many times. This type of voltammetry is similar to

the linear sweep method, although species in the solutions are oxidised during the

increasing potential half cycle (at Epa) and reduced back in the decreasing potential

sweep (at Epc). For a reversible couple the difference Epa - Epc is around 59/n on 1st

sweep where n is the number of electrons in the Oxidation/Reduction process.55 The

information extracted in this method includes redox potentials,56 electrochemical re-

action rates,57 and diffusion coefficients.58 Stripping voltammetry59 is a quantitative
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analytical technique, where an analyte is deposited on the electrode during a depo-

sition step (anodic,60,61 cathodic62,63 or adsorption64,65 reaction), then during the

stripping step the analyte is released into the solution resulting in a current value

that is indicative of the analyte concentration. Other types of voltammetry include

staircase voltammetry,66,67 squarewave voltammetry,68,69 and alternating current

voltammetry.70,71

1.3 Scanning Probe Microscopy (SPM)

Scanning probe microscopy is a branch of imaging techniques that involves the use

of a physical probe to measure a certain interaction effect of a sample surface, and

subsequently build a multidimensional image based on the value of the measured

interaction. The resolution of the acquired images differs between techniques, and

relies highly on the size of the probe, and on the accuracy of the probe positioning.

For some techniques atomic resolution can be obtained through the usage of piezo-

electric materials as actuators, since very high voltages corresponds to tiny changes

in the piezoelectric crystal dimensions.72

1.3.1 Scanning Electrochemical Microscopy (SECM)

The great advantage of the scanning electrochemical microscopy technique is its

ability to perform all types of macroscopic electrochemical measurements in the

microscale domain, which enable the characterisation of surfaces, structures and

system kinetics at very high spacial resolution due to the use of UMEs. It is pos-

sible to track electron, ion, and molecule transfers, as well as detecting reactions

at solid/liquid, liquid/liquid and liquid/gas interfaces. The probe physical move-

ment during an experiment is controlled by a piezoelectric pusher, where accurate

three dimensional positioning ( x,y and z) is achieved using the piezo controller.73,74

Since the SECM technique was introduced in 1989,75 a massive volume of work
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has been published exploring its methodology, instrumentations, capabilities and

applications.24,73,74,76−80 Several modes of scanning have been introduced, feed-

back mode, generation/collection mode, penetration mode and ion transfer feedback

mode.

Feedback Mode

Feedback mode SECM76,77,81 employs a UME as a working electrode with a sample

that is immersed in an electrolyte solution, where a potential is applied to the UME

to induce a reaction at the electrode/solution interface:

R(aq) − e− ⇀↽ O(aq) (1.15)

At bulk, the current flowing at the electrode tip reaches a steady state that

is relatively immune to convection, with a hemispherical diffusion profile of the

reactive species, see Figure 1.6b. However, once the electrode is positioned in close

proximity to an inert surface, the current decreases while approaching the sample,

as the diffused species get hindered by the sample surface, in what is known as a

negative feedback signal (Figure 1.7a).82,83 In the case of an active surface, a current

enhancement is achieved due to the regeneration of the species at the sample surface,

this is called a positive feedback (Figure 1.7b).82,83 This change in current in both

cases is a function of the tip-surface distance, thus it can be used as a feedback

signal to track the topography and reactivity of the sample (Figure 1.7c).

A common issue that arises herein is how to distinguish between the signal

corresponding to the topography and the one corresponding to the activity of the

surface, as an increase in the current signal could be due either to surface activity,

or to an increase in tip-substrate distance.84 One way of resolving this issue is to

introduce a distance-modulated mode, where a sinusoidal voltage signal is applied

to the z-piezo controlling the tip, this would cause a positional oscillation ampli-
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Figure 1.7: a) Hindered diffusion at an inert surface (negative feedback). b) Regen-
eration of species at an active sample (positive feedback). c) Approach curves for
an active surface (solid line), and an inert sample (dashed line).

tude, and subsequently generates an alternating current component.85 for an inert

surface the current decreases on approaching the surface, thus both positional and

current signals are in phase. On the other hand, the current would increase as ap-

proaching an active surface, thus the two signals are out of phase. By recording the

phase between the modulated distance signal and the alternating current signal, it

is possible to define if the surface is active or not, thus extracting the topography.2

Another method of resolving the topography and reactivity of a surface simulta-

neously during an SECM experiment is the application of the new technique in-

termittent contact-scanning electrochemical microscopy IC-SECM, introduced by

McKelvey et al,86 where the SECM tip is oscillated normal to the substrate surface,

and approached towards the sample. The change in the oscillation amplitude due

to the intermittent contact of the tip with the surface is used as a feedback signal

to maintain a constant tip-substrate distance. Other methods used to overcome

the topography convolution are the use of two types of mediators, one to track the

topography and another to probe the surface reactivity,87 or the use of impedance

measurements techniques,88,89 shear force methods,90,91 and coupling SECM with

atomic force microscopy.92−94
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Generation/Collection Mode

In tip generation/substrate collection (TG/SC) mode,77,95 the SECM tip is held at

a specific potential so to generate an analyte by an oxidation or reduction reaction.

The analyte then travels through the tip-substrate gap where it undergoes a reac-

tion at the substrate interface which is also retained at a suitable potential, thus

species are detected through the substrate current is. In substrate generation/tip

collection (SG/TC) mode,96,97 the species are produced at the sample interface,

and are detected at the tip through a reaction that produces the tip current it (see

Figure 1.8). In (TG/SC) mode, as the substrate is much larger than the tip, the

efficiency of collection is/it ∼ 1 for a one-step heterogeneous electron transfer, as

the analyte that was produced at the tip diffuses to the substrate surface without

escaping into bulk. However, for coupled homogeneous chemical reactions, it and is

have very different values. In the case of a slow competitive reaction that converts

the species of interest into an electroinactive form, diffusion is dominant, and the

efficiency of collection is/it increases as the probe approaches the surface with a

value ∼ 1 at close tip-substrate distance. Nevertheless, if the competitive reaction

is fast, resulting in is/it ∼ 0, as the analyte undergoes the reaction to turn into an

electroinactive form before reaching the surface.83,98−101

Penetration Mode

In this mode a micro to nano-meter size electrode is used to penetrate a soft mi-

crostructure medium (such as a polymer film) that is loaded with an active medi-

ator to extract spatially resolved information about concentrations, kinetics, mass

transport and diffusion coefficients. Once the tip is in the media and far from the

insulator or conductor base substrate, solid-state voltammetry can be performed

similarly to the conventional measurements in solution. The tip current increases

or decreases while approaching the underlying surface depending on the reactiv-
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Figure 1.8: a) Substrate generation/tip collection mode where species are re-
duced at the sample surface then diffuse towards the tip to be oxidised. b) Tip
generation/substrate collection mode where species are generated at the tip surface
and collected at the substrate interface.

ity of the substrate. Approach curves are similar to the ones recorded in solution

if the film is homogeneous and not very resistive.102,103 This technique has been

used to study biological systems, such as intact nuclei,104 giant liposomes,105 and

mammalian cells.106

Ion Transfer Feedback and Electron Transfer at the liquid/liquid Interface

The probing of heterogeneous electron transfer (ET) reactions at the interface be-

tween two immiscible electrolyte solutions (ITIES) is of great importance for many

biological and technological systems. The SECM approach to probing this type of

problems is similar to studies at the liquid/solid interface.80,107 The SECM probe

is positioned in the upper solution (organic), which contains one form of the redox

species,(e.g., R1), the tip is held at a sufficiently positive potential to drive the ox-

idation reaction to produce O1. Once the probe is positioned at close proximity to

the ITIES, the mediator is regenerated through the reaction between the oxidised

form O1 at the organic phase and the reduced form of the mediator at the aqueous

phase R2:
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O1 +R2 → R1 +O2 (1.16)

Thus, the tip current increases while approaching the interface (positive

feedback), and this enables the extraction of reaction kinetics from the approach

curves.108

The ion-transfer feedback mode can be used to probe the transfer of elec-

troinactive ion species (such as K+,109 Na+ and Li+,110 ClO−4 and NO−3 ,111...)

across the ITIES. This mode employs a micrometer or a nanometer size pipette

filled with an electrolyte solution, that is immiscible with the bulk solution, as the

working probe. The ion transfer at the ITIES that produces the tip current and the

feedback, could be facilitated109 or unassisted.112

In SECM experiments, the concentrations of the potential-determining ion

provides a constant driving force for either electron transfer or ion-transfer processes

at the nonpolarisable ITIES. Alternatively, an external bias is applied between the

two phases for a polarizable ITIES to provide wider potential windows for studying

electron transfer and ion transfer. The applied bias should be in the polarisation

window to prevent current flow in the macroscopic liquid/liquid interface.113,114

1.3.2 Scanning Ion Conductance Microscopy (SICM)

In ion conductance microscopy, the probe is a pulled-glass pipette filled with elec-

trolyte solution where a quasi reference/counter electrode (QRCE) is inserted within.

The sample is immersed in electrolyte solution, and a bias is applied between

the QRCE in the probe and the QRCE in solution, the flowing ionic current is

measured.115 Upon approaching an inert surface, the current decreases due to block-

ing of ion diffusion towards the tip opening. The direct current (DC) value can be

used as a feedback signal for the DC mode, where the probe approaches the surface

until a decrease in response of typically ∼ 0.2 - 3% of the bulk current is detected.3
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The tip is then stopped before touching the sample, which makes it a very attractive

technique to image soft surfaces such as biological samples.116 Nevertheless, the DC

bulk value could change due to thermal drift, tip partial blockage and changes in

polarized QRCEs, causing less stability in the feedback mechanism.

Distance modulation (DM)-SICM

An AC component can be introduced to the ion current through distance modu-

lation of the probe position while scanning the sample,117,118 the changes in AC

amplitude due to tip-surface distance variation is much sharper than DC changes,

thus providing higher sensitivity for tracking topography (Figure 1.9a). However,

the response time of the feedback is limited to the frequency of the probe oscilla-

tion, and the physical movement of the tip could cause convective fluid movements

around the probe.

Bias modulation (BM)-SICM

A new mode was proposed recently where the AC current component could be gen-

erated through the application of bias modulation,119 This is achieved by applying

a sinusoidal potential signal between the QRCE in bulk and the one in the probe

(Figure 1.9b). Both the AC amplitude and the phase signals can be used as feedback

set points for the probe positioning. The oscillating bias can be applied around 0

V, which eliminates net ion current flow, and insures the minimization of QRCEs

polarization and electro-osmotic effects.

1.3.3 Scanning Electrochemical Cell Microscopy (SECCM)

The probe in this technique is a theta glass pipette that is pulled to a fine end

(typically nano to micrometer diameter). Both barrels are filled with electrolyte

solution and a QRCE is inserted in each of them. A bias is applied between the two

electrodes, where an ion current flows through a small meniscus that forms at the
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Figure 1.9: a) Distance modulated scanning ion conductance microscopy setup (DM-
SICM). b) Bias modulated scanning ion conductance microscopy setup (BM-SICM)

end of the probe.120−122 The sample in this technique is not immersed in solution,

and the probe is physically oscillated to generate an AC current component. The

ion current value when the meniscus is suspended in air is very small (∼ 0) as

the meniscus is well confined. Once the probe approaches the substrate, and the

meniscus is in contact with the surface, it suffers periodic and reversible deformation

due to the positional oscillation. This causes a sudden increase in the AC current,

as the change in the meniscus size has a great effect on the resistivity of the circuit.

Thus, the tip-surface distance could be maintained by maintaining the AC set point.

Furthermore, the DC current can now be used to extract information relating to

the surface characteristics and activity,122 conductive and semi-conductive samples

could also be used as working electrodes, through the application of a potential

(Figure 1.10).

1.3.4 Ion Selective Electrodes (ISEs)

The ion selective electrode employs a probe with the ability to convert the activity

of a specific ion in the solution into an electric potential that is measured against a

reference electrode.2,3 Their functionality is based on the transport of the selected

ion from one phase (the solution) into another phase (the electrode), causing a

potential difference. The relationship between the measured potential and the ion
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Figure 1.10: a)SECCM tip in air, where the meniscus is confined. b) The meniscus
making contact with the surface at the closest distance of the z-position oscillation.
c) The meniscus deformation at the highest distance of the z-position oscillation.

activity is described by Nernst equation:

Em = −RT
ziF

ln
αβ

i

αα
i

(1.17)

where β is the electrode phase, and α is the solution phase. The electrode phase

in ISEs could be a glass membrane, an inorganic salt solid membrane or an ion

exchange membrane. This electrode setup detects the ion activity but does not

sense the sample surface, thus positioning of the probe presents a challenge, and

another technique should be introduced to provide positioning capabilities.

1.4 Confocal Laser Scanning Microscopy (CLSM)

CLSM123,124 is an optical microscopy technique where a specimen is scanned point

by point using a laser beam, the image of is then reconstructed by a computer

software to build 2D or 3D profile of the specimen.125,126 The advantage of this type

of scanning is the generation of in focus images for each scanned plane. In CLSM,

the laser beam passes from the light source through an aperture, to be focused by

an objective lens into a focal point on the specimen. The generated signal (reflected,
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scattered or fluorescent light) then travels through a pinhole to minimise the out of

focus light before reaching the detector (Figure 1.11).

Figure 1.11: A schematic of the confocal microscope.

Fluorescence confocal microscopy employs either a fluorophore solution or

fluorophore tagged-sample, which is exited at a certain wavelength by the laser

beam. The emitted signal is usually of a different wavelength and is filtered prior

to detection. CLSM has a wide application in analytical, biological and medical

sciences.

1.5 Crystal Dissolution

The driving force behind the crystal dissolution is the undersaturation of the solu-

tion, which is defined by the following equation:

S = IP

Ksp
(1.18)
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where IP is the ionic product of the crystal ions in solution, and Ksp is the solubility

product. Crystal dissolution is believed to involve two basic processes: surface

processes, which include the detachment of dissolution units from kinks and steps,

the movement of units on the surface, and the solvation of the ions in aqueous

solutions; and the mass transport process where the dissolution units diffuse through

the parent phase by diffusion, convection or migration to bulk solution as illustrated

in Figure 1.12. Accordingly, depending on the slowest process, the dissolution could

be either mass-transport controlled, surface-controlled, or under mixed control.127

Figure 1.12: Schematic of crystal dissolution surface and mass transport processes.

1.5.1 Calcite Dissolution

The dissolution of crystals occurs when the surrounding solution is under saturated,

(S<1). For the case of calcite, the dissolution is pH dependent, at low pH values the

protons attack the crystal surface directly in what is called acid induced dissolution,

the following equations summaries the kinetics of the dissolution reaction taking

place in this case:128
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CaCO3(s) +H+
(aq)

⇀↽ Ca2+
(aq) +HCO−3(aq) (1.19)

HCO−3(aq) +H+
(aq)

⇀↽ H2CO3(aq) ⇀↽ CO2(g) +H2O(l) (1.20)

At higher pH values, the reaction of water with calcium carbonate dominates,

which is a much slower process:129

CaCO3(s) +H2O(l) ⇀↽ Ca2+
(aq) +HCO−3(aq) +OH−(aq) (1.21)

1.5.2 Dental enamel

Enamel is the visible part of a tooth that is covering the crown. It is made up of >

95% calcium hydroxyapatite (HAP), with the rest being water, organic material and

other minerals.130,131 The enamel composition varies a lot between people, due to

nature and environmental aspects.132 Enamel is one of the hardest materials in the

human body,133 where the saliva can perform remineralisation and acts as a buffer

to help protect it, as it contains calcium and phosphate ions.134

Enamel dissolution

As in any type of crystal, the HAP dissolution driving force is mainly the under-

saturation of the solution. The solubility of HAP increases at lower pH values as a

result of the decrease of the ionic product (IPHAP = [Ca2+]10 [PO3−
4 ]6 [OH−]2).

The dissolution of enamel is called demineralisation, where the HAP is attacked by

acid present in food and drinks. The following equation describes the acid induced

dissolution reaction:131

Ca10(PO4)6(OH)2 (s) + 8H+
(aq)

⇀↽ 10Ca2+
(aq) + 6HPO2−

4(aq) + 2H2O(l) (1.22)
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Fluoride is considered to be an effective treatment for enamel, as it is ab-

sorbed by the surface to form either fluorapatite or calcium di-fluoride, which help

inhibiting the dissolution.135

1.6 Finite Element Method (FEM) Simulations

The recorded signal at a probe depends largely on the mass transport of species in

solution as well as surface reactions, to analyse those measurements it is possible to

acquire analytical solutions for simple geometries.136,137 However, once the geometry

gets more complicated and various processes occur in a system, it is difficult to

obtain analytical solutions of equations. Thus, numerical solutions for the problem

are required. The finite element method can be used to find approximate solutions

for partial differential equations in the domain.122,138 The geometry of the problem

is usually divided into smaller sub-domains with specific equations associated with

each of them, the Nernst-Planck equation is commonly used. Those sub-domains

are then divided into small mesh elements, where a numerical solution of the partial

differential equations in each element is calculated either for a steady state condition,

or as a time dependent study. Solutions are evaluated and checked after calculations,

to prove that they make sense and are physically possible. Herein, the finite element

method software Comsol package is used.

1.6.1 Comsol Multiphysics

Comsol Multiphysics (known as FEMLAB before 2005) is a science focused commer-

cial software, based on the finite element method numerical analysis simulation and

solver package, for simulating physics-based problems and solving of partial differ-

ential equations (PDEs). The package is used to investigate a wide range of physics

and engineering problems, especially multiphysics phenomena. With the package

user interface, it is possible to take advantage of the tens of add-on products, thus
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extending the platform of problem solving in electrical, mechanical, fluid flow, and

chemical applications. In recent years, higher interest in the use of Comsol in the

electrochemical area has been reported, due to the ability of coupling several physi-

cal phenomena through the PDEs that are incorporated in the software or manually

built. The main phenomena that govern electrochemical systems are conservation

of charge and current in the electrolyte and electrodes, together with the conserva-

tion of mass for each solute species in an electrolyte.139 Prediction of a fluid flow

additionally involves the conservation of momentum and total mass in a solution or

mixture.139 Thus, for a specific problem, those equations could be solved in a suit-

able geometry and time domain. The Comsol user friendly interface allows the build

of different geometries, multiphase domains, addition of several physics, connecting

those physics together, build new physics and incorporate new PDEs within the

same model to achieve a representative simulation of the real experimental system.

Applications of the Comsol Multiphysics in recent research involved investi-

gating the diffusion profile at electrode arrays for chronoamperometric measurements,8

inlaid10 and recessed10,11 microdisc arrays, differential cyclic voltammetry,13 mass

transport effect on the efficiency of biosensors,14 calcite dissolution kinetics,15−17

electron transfer21 and investigating substrate reactivity22 by SECM imaging, cou-

pling of flow and mass transport in hydrodynamic electrochemistry23,24 natural con-

vection effects at microdisks,26 cyclic voltammetry31 and stripping voltammetry30

studies for ITIES.

1.7 Aims of this Thesis

The work presented in this thesis is focused on investigations using new analytical

techniques and their application to study surface properties (charge, and dissolution

kinetics). This work has involved a multidisciplinary effort combining experiments

and modelling with my effort mainly on developing models that enhance experimen-
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tal design and analysis.

In chapter 2, a new technique BM-SICM developed by this group is coupled

with FEM modelling to investigate the surface charge density at interfaces, through

probing of the diffuse double layer. A numerical finite element method model has

been developed to verify the experimental results, and prove the sensitivity of the

AC response to surface charge at the cyclic voltammetry measurements, and the

ability to resolve topography once the bias offset is eliminated.

In chapter 3, an SECM setup is used to generate acid attack on enamel

samples, while the CLSM is used to probe the proton diffusion profile near the

surface, thus combining the two techniques with FEM modelling to investigate the

acid dissolution kinetics of enamel, and the effect of fluoride treatment.

In chapter 4, a dual channel probe is introduced, with a SICM barrel for probe

positioning and agent local delivery, and a ISME channel for ion potentiometric

measurement. The probe size developed herein reached 1.5 µm (total diameter),

providing very good imaging resolution. The probe was used to study the calcite

dissolution at different conditions, and the FEM modelling provided a robust frame

for extraction of dissolution rates.

In chapter 5 another dual channel is introduced with a SICM tip to track

topography, and an iridium oxide coated carbon electrode for pH measurements.

The new probe was tested by probing the pH profile around calcite microcrystals

that are dissolving in an electrolyte solution under neutral pH conditions. The

dissolution of calcite is known to change the local pH of the solution, and my main

contribution was to develop a numerical model to extract pH profiles around the

crystal to deduce dissolution fluxes.

Chapter 6 provides an SECCM acid-induced dissolution study for enamel

surfaces (untreated, fluoride treated, zinc treated and a combined treatment), cou-

pled with AFM imaging of formed itch pits. The dissolution rates for different

surface treatments were extracted through a FEM model that I developed.
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2.1 Abstract

Nanopipettes are playing an increasingly prominent role in nanoscience, for siz-

ing, sequencing, delivery, detection and mapping interfacial properties. Herein, the

question of how to best resolve topography and surface charge effects when us-

ing a nanopipette as a probe for mapping in scanning ion conductance microscopy

(SICM) is addressed. It is shown that using a bias modulated (BM) SICM scheme it

is possible to map the topography faithfully, while also allowing surface charge to be

estimated. This is achieved by applying zero net bias between the electrode in the

SICM tip and the one in bulk solution for topographical mapping, with just a small

harmonic perturbation of the potential to create an AC current for tip positioning.

Then a net bias is applied, whereupon the ion conductance current becomes sensi-

tive to surface charge. Practically this is optimally implemented in a hopping-cyclic

voltammetry mode where the probe is approached at zero net bias at a series of pix-

els across the surface to reach a defined separation, and then a triangular potential

waveform is applied and the current response is recorded. Underpinned with theo-

retical analysis, including finite element modelling of the DC and AC components

of the ionic current flowing through the nanopipette tip, the powerful capabilities of

this approach are demonstrated with the probing of interfacial acid-base equilibria

and high resolution imaging of surface charge heterogeneities, simultaneously with

topography, on modified substrates.

2.2 Introduction

Surface charge density plays an important role in interfacial processes and prop-

erties, and being able to probe surface charge in a simple, robust manner could

find great application in mineralogy,1−3 colloidal science,4−7 materials science, in-

cluding the study of electrode surfaces,8 and in living systems4,9−16 where surface
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charge is known to play a key role. While zeta potential measurements17−18 and po-

tentiometric titrations19−21 give important information on the charge of colloids in

solutions, the charge on extended surfaces is more difficult to probe, with relatively

few techniques available. Since surfaces are often characterised by both heteroge-

neous charge distributions and topographical features, scanning probe microscopes

(SPMs), such as force microscopy (FM)22−26 and scanning ion conductance mi-

croscopy (SICM),27−32 are potentially attractive as a means of probing local surface

charge. At the same time, because the response of these techniques depends on both

topography and surface charge (and other properties) there is a wider consideration

about the operation of these SPMs, and the extent to which these different effects

are convoluted in the response.

This chapter describes how SICM can be used to (i) measure topography

largely free from surface charge effects and (ii) how the corresponding charge on the

surface can be probed semi-quantitatively. SICM uses a positionable nanopipette to

examine electrolyte-substrate interfaces without requiring a direct mechanical con-

tact with the substrate itself, making it a powerful approach for the investigation

of soft (biological) samples.27,32,33 Traditionally in SICM, a bias is applied between

a quasi-reference counter electrode (QRCE) in the nanopipette tip and a second

QRCE in bulk solution to generate a direct ionic current (DC). Away from the

surface, the total resistance of this conductimetric cell is dominated by the contri-

bution from the narrow tip opening. As the tip approaches the surface to within

a tip diameter, the resistance contribution from the tip-to-substrate gap increases

and causes the value of ionic current to drop.27 This provides a means of moni-

toring the surface topography, using various schemes such as distance modulation

(DM)27,28,30,34 and the hopping (backstep) mode32,35,36 in which a specific tip cur-

rent value is used to maintain a fixed tip-surface separation during scanning. In

DM-SICM, a harmonic oscillation to the vertical (z axis) position is applied and

an alternating current signal (AC) is induced, the amplitude of which can be used
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for positionable feedback.27,28,30,34 Typically, under high electrolyte conditions any

double layer formed at charged interfaces is considered to be compressed to an

undetectable level37 and so it has been argued that surface charge does not convo-

lute recorded signals, enabling topography to be faithfully reproduced29 within the

framework of traditional SICM experiments.

For lower electrolyte conditions (most prominently, below 10 mM) the dif-

fuse double layer (DDL) at charged interfaces expands further into solution, with

a Debye length of a few nanometers, and even more in media with lower dielectric

constants and/or lower ionic strength.38 This effect leads to ion current rectifica-

tion phenomena at nanopipette tips in bulk solution39−41 as well as surface induced

rectification,42,43 once a nanopipette approaches towards a charged surface. Indeed,

near a surface, there is a polarity-dependent current enhancement or diminution,

due to the double layer at the surface modulating the transport of ions travelling

through the nanopipette opening,42,44 in contrast to the expectations of the oper-

ation of conventional SICM.27 This phenomenon has recently been explored and

used to map surface charge heterogeneities using a classical DM-SICM setup.44

However, there are a number of issues with this technique. The mechanical oscilla-

tion of the tip in DM-SICM, limits the range of working distances achievable with

the nanopipette and consequently the sensitivity and resolution. Furthermore, the

high-speed motion of the probe and fluid exerts mechanical forces on the sample,

which may influence its response, for example when living cells are studied. The

requirement of a large bias between the two QRCEs has also been suggested to lead

to fluidic instabilities which impact on the surface.43 Finally, for smaller probes, it

becomes especially difficult to separate topography and surface charge.44

We have recently proposed an alternative approach for positionable feedback

control of nanopipettes in SICM, whereby the tip-to-substrate separation is con-

trolled through the application of an oscillating bias between the two QRCEs to

generate an AC signal.45 It has been demonstrated that at high electrolyte con-
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centrations, bias modulated (BM)-SICM provides a stable feedback for tracking

surface topography with oscillation around 0 V between the two QRCEs, at a range

of frequencies using either the AC amplitude or AC phase signals. In this paper, we

reveal the capabilities of BM-SICM for accurate tracing of the surface topography at

charged substrates, at low electrolyte concentrations, by minimising (virtually elim-

inating) polarity dependent effects of surface charge in the conductimetric response.

Moreover, we further highlight the possibility of probing and mapping unevenly

distributed charge at interfaces by sensing of the local ionic environment within a

double layer. This is achieved through the use of a hopping approach and CV mea-

surement at each pixel in an image, with certain biases between the two QRCEs

shown to highlight surface charge in a sensitive manner while, for others, the current

response is insensitive to the surface charge, thus revealing only the topography with

high precision. With the aid of finite element method (FEM) modelling, we verify

the experimental observations and demonstrate the sensitivity of the AC voltammet-

ric response to the double layer and charge at target surfaces. As well as independent

and simultaneous topographical and surface charge imaging, this work provides a

robust platform for future local nanoscale impedance experiments.

2.3 Materials and Methods

2.3.1 Solutions

Milli-Q reagent grade water (resistivity ca. 18.2 MΩ cm at 25◦ C) was used for all

solutions. For the BM-SICM approach curve measurements to glass, impedance

studies and BM-SICM imaging, 10 mM KCl (Sigma-Aldrich, pH 6.5) solutions

were prepared. To produce the polystyrene-glass substrate for imaging, polystyrene

(Sigma-Aldrich) was dissolved in chloroform (Fisher Scientific) giving a solution

(0.66 mg mL−1) into which a glass slide was dip-coated (30 s) to create a polystyrene

film. A solution of 3-aminopropyl triethoxysilane (APTES, Sigma Aldrich) in toluene
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(2 µL mL−1) was used for glass surface modification for some experiments (dip-

coated for 5 min). All impedance measurements and approach curve studies carried

out on APTES samples were done in a slightly acidic solution of HCl (pH 3.4, Fisher

Scientific) and KCl (9 mM). Solutions with varying ratios of KCl to HCl (keeping

10 mM constant ionic strength) were used to explore the effect of pH on the surface

charge of glass. Approach curve measurements were also carried out towards glass

in 1 - 100 mM KCl solutions to test the limits at which surface charge effects could

be observed.

2.3.2 Nanopipettes

Nanopipettes (∼75 nm radius, inner taper angle 2.5 - 3.5◦, dimensions measured

with a Zeiss Supra55VP field emission scanning electron microscope) were pulled

from borosilicate glass capillaries (o.d. 1.2 mm, i.d. 0.69 mm, Harvard Apparatus)

using a laser puller (P-2000, Sutter Instruments; pulling parameters: Line 1: Heat

330, Fil 3, Vel 30, Del 220, Pul -, Line 2: Heat 330, Fil 3, Vel 40, Del 180, Pul 120).

We deliberately chose to use a relatively large tip to produce a well-defined probe

that was easily characterised. Although surface charge effects would be expected

to be less prominent than on smaller tips;42,44 they are still shown to be significant

with major implications for nanoscale SICM imaging as we discuss herein.

2.3.3 Substrates

Glass bottomed petri dishes with detachable cover slips (3512, WillcoWells) were

used as glass samples, either as received, after sonication in acetone (10 min), son-

ication in water (10 min) and plasma ashing in oxygen (1 min, 100 W), or after

functionalisation with either polystyrene or APTES. The polystyrene samples were

dip coated to produce a heterogeneous thin neutral polystyrene film with exposed

negatively charged glass regions, under the condition of the measurements (aerated,

unbuffered, 10 mM KCl, pH 6.5).

43



2.3.4 Instrumentation

The basic instrumentation has been described elsewhere.45,67 Briefly, movement of

the SICM probe in the direction normal to the substrate was controlled using a

piezoelectric positioning stage of range 38 µm (P-753-3CD, Physik Intrumente) with

lateral movement of the substrate controlled using a two-axis piezoelectric position-

ing system with a range of 300 µm (Nano-BioS300, Mad City Labs Inc.) The

current-to-voltage converter used to measure currents was custom built. A lock-in

amplifier (SR830, Stanford Research Systems) was used to generate the oscillating

signal for BM-SICM approaches and to extract the phase and amplitude of the AC

ion current. Data recording, as well as the probe position and voltage output con-

trol, was performed using a custom written LabVIEW (2013, National Instruments)

program through an FPGA card (7852R, National Instruments). Impedance mea-

surements were carried out using a Gamry Femtostat (FAS2-38039), with spectra

acquired using Gamry Framework Data Acquisition Software (6.04).

2.3.5 Bias Modulated-Scanning Ion Conductance Microscopy

Approaches

An oscillating bias (10 mV rms amplitude, 270 Hz) was applied between the two

QRCEs about mean biases of -0.3 V, 0 V and +0.3 V. All potentials quoted herein

refer to the potential of the QRCE inside of the nanopipette with respect to the bulk

QRCE. Nanopipettes were approached towards glass and APTES-coated substrates

at 10 nm s−1 and the DC, AC phase and AC amplitude of the ionic current were

recorded simultaneously. Approaches towards glass were also carried out in 10 mM

electrolyte concentration with the pH varying between 2.1 (10 mM HCl) and 6.5 (10

mM KCl) to vary the surface charge on the glass substrate.
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2.3.6 Bias Modulated-Scanning Ion Conductance Microscopy

Imaging

BM-SICM images were acquired with a positionable nanopipette in a hopping mode,

while applying a small oscillation to the bias (10 mV rms amplitude, 270 Hz) about

0 V. In this mode, the probe was translated towards the surface at each image pixel

at 700 nm s−1 until the surface was detected through a 0.5◦ increase in the AC phase

signal. The piezo height at this point was used to generate topographical maps (as

under these conditions the SICM response was relatively insensitive to the surface

charge effects; vide infra). The bias between the QRCEs was then swept linearly

up to +0.4 V reversed to -0.4 V and finally returned to 0 V at a rate of 1 V s−1,

and the AC phase and DC recorded, enabling polarity-dependent surface charge

mapping. As well as movies of SICM response vs. applied potential (presented

over the range -0.4 V to +0.4 V), representative maps at specific potentials as an

average of several maps over potentials within ±5 mV of the stated bias value were

extracted, by taking average values of the AC and DC response for each pixel in the

map.

2.3.7 Atomic Force Microscopy

Contact mode atomic force microscopy (AFM) (Catalyst, Bruker-Nano), using sili-

con tips on a nitride lever (SNL-10, Veeco), was employed for the analysis of sample

substrates.

2.4 FEM Simulations

A two-dimensional axisymmetric finite element method (FEM) model was con-

structed to mimic a nanopipette in bulk and in the vicinity of a charged surface

(with a varying tip-to-substrate separation distance).
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2.4.1 Model Description

A schematic representation (not to scale) of the two-dimensional axisymmetric

(FEM) model is depicted in Figure 2.1, showing the tip of a nanopipette, with

r0 = 75 nm radius, with a half-cone angle α = 2.3◦ and wall thickness w = 50 nm

(similar to that used herein) for all simulations. The geometrical parameters of the

nanopipette probe were extracted from corresponding SEM images (see Figure 2.1

b). In order to eliminate effects of the domain size on the numerical results, a rela-

tively large section of the pipette (200 µm long) was simulated in a square domain

(160 µm × 160 µm) of the axisymmetric geometry representing solution bulk.

Figure 2.1: a) Representation of the 2D axisymmetric FEM model of a nanopipette
at a distance, d, from a substrate. b) SEM micrograph showing the end of a typical
nanopipette probe.

The numerical model was constructed in the Comsol Multiphysics (v4.4)

software package, using the Transport of diluted species and Electrostatics, with

harmonic bias perturbation boundary conditions to simulate the AC behavior of

BM-SICM setup. Electrical properties of the bulk materials, water and borosilicate

glass, were simulated through their respective dielectric constants (78 and 4.7, re-
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spectively). The electrostatic charge on the nanopipette walls was assumed to be

constant in the simulations, with a surface charge density value of -1.125 mC m−2

as in previous work,40,42,44 while the charge on the substrate was varied. The set of

boundary conditions is summarised in Table 2.1.

Table 2.1: Summarised boundary conditions for the FEM model.
Boundary Concentration condition Potential/ charge condition

B1 ci = c0,i V = VDC + VAC
B2 Ji = 0 V = 0
B3 ci = c0,i V = 0
B4 Ji = 0 σ = -1.125 mC m−2

B5 Ji = 0 σ = σsubstrate

The equivalent circuit that represents the used electrochemical cell is illus-

trated in Figure 2.2a, where Rb is the total resistance of the electrolyte solution

inside and outside the nanopipette. Rtip is the resistance arising of the tip opening

and the tip-surface separation. Ctip is the capacitance across the nanopipette glass

walls. The current tends to flow through the tip’s resistance component of the par-

allel RC at low frequencies (less than 500 Hz), and through both capacitance and

resistance components at moderate frequencies, while at high frequencies it flows

through the capacitance (see Figure 2.2b-d).

2.4.2 Impedance Measurements

To ensure adequacy of the numerical description of both the DC and AC characteris-

tics of the system, the simulation results were compared to experimental impedance

measurements of the nanopipette suspended in bulk solution.

Impedance spectra at different frequencies (0.1 Hz - 100 kHz) were acquired,

with 9 points per decade, in 10 mM KCl solutions in a two-electrode cell configu-

ration. The Gamry Femtostat was connected between the two QRCEs: one in the

nanopipette and one in bulk solution. Impedance measurements were performed

with a 10 mV rms oscillation around 0 V mean bias. As evident from Figure 2.3a
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Figure 2.2: a) Schematic of the equivalent electrical circuit (a parallel RC compo-
nent in series with a resistor), with the current flow paths at b) low, c) intermediate,
and d) high frequencies.

and b, depicting experimental and theoretical Nyquist and Bode plots, experimental

measurements are very well correlated with predictions from numerical modelling.
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Figure 2.3: Comparison between experimental (stars) and FEM calculated
impedance response of the nanopipette (circles), in the form of Bode (a) and
Nyqueist (b) plots. Note that the axes in (a) are colored on the graph on the
Bode plots in accordance with the graph line colors.

2.5 Results and Discussion

2.5.1 Bias Modulated-SICM as an Ion-Sensing Probe of Double

Layers

An uncompensated surface charge in electrolyte solutions leads to the formation of

a diffuse double layer, consisting of co- and counterions that balance the charge.

The approach herein is to probe the ionic atmosphere of the double layer elec-

trochemically (conductimetrically) with a nanopipette and derive surface charge

information. At low electrolyte concentrations, glass (or quartz) nanopipettes with

small tip openings exhibit perm-selectivity39,40 towards counter ions of the DDL,

that have enhanced concentration near the charged nanopipette walls. In combina-

tion with asymmetric mass-transport rates inside and outside nanopipettes (taking

into account the geometrical configuration of the probe) the absolute value of ionic

current driven through the opening becomes polarity dependent and this diode-like

behavior is known as ion current rectification (ICR).39−41,46,47

When a nanopipette approaches a charged surface, the rectifying characteris-

tics of the probe can be modified due to the presence of the DDL at the surface.42,44

As a result, the surface-induced rectification contributes significantly to the overall
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mass-transport properties of the nanopipette and, in principle, this effect can be

employed for probing and mapping surface charge.44 However, as mentioned in the

introduction, the DC or AC components of ionic current, are also distance-dependent

and this presents a conundrum as to how to separate charge and distance effects

in the conventional DM-SICM scheme. Essentially in DM-SICM the ionic current

driven through the nanopipette cannot necessarily be reliably employed for either

task - probing the surface charge or tracking the topography.44 For surfaces with

large topographical features and relatively low surface charge densities, the impli-

cations of this may not be noticeable,44 but as the resolution of the technique is

advanced with smaller nanopipettes being utilised and smaller topographical fea-

tures being probed,36,48 the resulting effects of surface charge heterogeneities on the

DM-SICM feedback, may become much more apparent.

Herein, we present an elegant way to resolve both surface topography and

charge by using BM-SICM (Figure 2.4a). In a BM-SICM configuration, a small

harmonic oscillation of potential is applied to induce an AC ionic current compo-

nent, which can be used for vertical probe positioning even in the absence of mean

bias applied between two QRCEs.45 Additionally, by applying an additional bias,

4V , we show herein that one can control the extent to which the SICM current

response is sensitive (or not) to surface charge. In essence for 4V = 0, the BM-

SICM response faithfully maps topography (Figure 2.4b), due to minimal surface

induced rectification about 0 V, while for 4V 6= 0 the SICM response becomes

surface charge sensitive. Note that by maintaining 4V = 0 on approach for to-

pographical imaging in this work, the scenario of traditional SICM experiments is

avoided where, based on recent work,42,44 an applied bias upon approach to hetero-

geneously charged substrates, may result in a non-constant working distance and

hence distorted topography (Figure 2.4c).

To demonstrate the efficacy of BM-SICM for probe positioning near a surface,

independent of surface functionality, a series of nanopipette approaches towards
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Figure 2.4: Concept of simultaneous topographical and charge mapping with a po-
sitionable nanopipette. a) Schematic representation of the bias-modulation SICM
(BM-SICM) setup. Graphical representation (not to scale) demonstrating deconvo-
luted (b) and hypothetically convoluted (c) scanning over a sample containing to-
pographical (shown in black) and charge features (double layer over positively and
negatively charged areas are shown in rainbow and blue gradients, respectively).
The possible probe trajectory for a fixed set point (target distance, d) is shown as
a dashed line.

positively (APTES) and negatively (glass) charged substrates was carried out at

different nanopipette biases, applied to the probe. Here the distance, d, was defined

with respect to the distance of closest approach, ca. 25 nm or less. For simulations, d

is the absolute tip-substrate distance. These approach curves, and all experimental

and simulation studies herein, were performed using an oscillation frequency of 270

Hz. This frequency was selected based on our recent work45 and impedance studies

performed herein that highlights a frequency domain where the AC phase is most

sensitive to changes in both system capacitance and resistance. This region is where
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the slope of the Bode plot of AC phase against frequency is greatest, which can

be seen to exist between 100 Hz and 1 kHz, for the experimental conditions of the

experiments herein (Figure 2.3). Below this frequency range, the phase is zero, as

the current solely passes through the resistive component of the system. Above

this frequency range the current is dominated by the capacitive component of the

system.

As expected, based on recent DM-SICM studies,42,44 at close probe-substrate

separations in BM-SICM surface-induced rectification influences the mass-transport

of ions, leading to surface-enhanced or diminished ion current values, compared

to the bulk to which currents are normalised (Figure 2.5a and b), depending on

the substrate charge and the SICM bias polarity. The AC phase shift (which we

define throughout as the distance-dependent phase with respect to that with the

nanopipette in bulk) is particularly sensitive to the presence of surface charge at the

substrate when 4V 6= 0 (see Figure 2.5c and d), an aspect we explore further below

with FEM simulations. The AC amplitude also exhibits a dependence on the sub-

strate surface charge, albeit weaker due to the small driving voltage oscillation, seen

to be enhanced under the same conditions as the DC enhancement and diminished

with decreasing DC values. The AC amplitude approach curves in Figure 2.6 were

recorded simultaneously with the data in Figure 2.5. The shape of these approaches

can be seen to correlate with the shape of the DC approach curves, increasing with

negative tip bias and decreasing at positive tip bias, upon approach to a negatively

charged substrate such as glass.

Interestingly, although these effects are manifested at low ionic strength,

for reasons outlined in the introduction, they can be seen at relatively high ionic

strength. Approaches performed at electrolyte with higher salt concentration, and

negative tip bias towards a negatively charged glass substrate, show that even at 100

mM (see Figure 2.7 for data), at very small tip-substrate separations, the DC and

AC ion components are still sensitive to surface charge. This indicates that special
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Figure 2.5: Experimental approach curves depicting: normalised DC ion current (a)
and (b); and phase shift (c) and (d) behavior as a function of the probe-to-substrate
distance, d, recorded with ca. 75 nm radius nanopipette over negatively charged
glass and positively charged APTES substrates at +0.3 V (red lines), -0.3 V (blue
lines) and 0 V (black lines) bias offset (4V) values. Schematic illustrations, as
insets, depict the nanopipette approaching variously charged substrates for the cor-
responding plots. The DC ionic currents are normalised to the respective values at
solution bulk, while the phase shifts are reported with respect to the corresponding
bulk values. The DC data at 0 V are not presented, as there is no significant ion
flow.

care has to be taken when SICM is implemented for recording substrate topography

as it can be potentially convoluted with the surface charge. This may particularly

be the case for nanoscale pipettes (e.g. < 30 nm diameter)32,48 where charge effects
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will be magnified. Whilst this may be a problem in a traditional SICM arrange-

ment, when the surface is approached at 0 V net bias, using bias-modulated SICM,

this effect is minimised and the topography can be accurately tracked. These data

have important implications for how topographical SICM experiments are designed

(to avoid charge effects), but could also be exploited to allow for the probing of the

double layer at biological samples in vivo, which require a physiological environment

(relatively high ionic strength) for viability. Note that the data are especially signif-

icant as we have used a relatively large SICM tip for these studies, and the effects

seen at high ionic strength would be magnified with smaller tip sizes deployed at

closer sample distances.

Figure 2.6: Typical BM-SICM AC amplitude approach curve to negatively charged
glass substrate at different potentials (-0.3, 0 and +0.3 V bias for blue, black and
red lines, respectively).

A major observation in Figure 2.5 is that with no mean bias (4V = 0, with

just a small amplitude oscillation of the bias between the QRCEs) the phase shift

is intrinsically a distance-dependent quantity and is relatively insensitive to surface

charge. The phase of the AC current (with respect to the bulk response) shifts

slightly positive over both the negatively charged glass substrate and positively

charged APTES functionalism substrate (Figure 2.5c and d). In order to account
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for these AC effects, and to assess BM-SICM for topographical and charge mapping,

finite element simulations were used to study the AC and DC SICM response towards

a harmonic perturbation of the electric potential.

Figure 2.7: a) Normalised DC ion current, b) normalised AC amplitude and c)
relative phase shift acquired with ca. 75 nm radius nanopipette probe during BM-
SICM approaches to a negatively charged glass substrate with -0.3 V tip bias and
varying supporting electrolyte concentrations. Green, purple, yellow, red and blue
curves correspond to 10, 25, 50, 75 and 100 mM KCl (see also the legend on the
figure).
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2.5.2 Theory and Simulations

The simulation of the harmonic perturbation of the DDL due to an applied al-

ternating potential is a complicated task, especially in a nanopore or nanopipette

configuration, and a typical treatment of this problem is performed in terms of

equivalent electrical circuits.45,49 Here, we adopt a more general approach by study-

ing the ionic transport and ion distributions, from which we can derive the resulting

impedance response, using finite element method modelling.

Ions are considered as point charges, while ionic transport is assumed to

follow the classical Nernst-Planck relationship, where the flux Ji of species, i, is

given as

Ji = −Di 5 ci − zi
F

RT
Dici 5 φ (2.1)

while the Poisson equation describes the electrical potential φ:

52 φ = − F

εε0
Σzici (2.2)

here ci denotes the species concentration, while Di, zi, F , R, T , ε and ε0

specify constants: system diffusion coefficient of i, its charge number, the Faraday

constant, gas constant, temperature, relative permittivity and vacuum permittivity,

respectively.

Throughout this work a surface charge density on the nanopipette tip was

assumed to be -1.125 mC m−2 (140 nm2 per ionised site), consistent with previously

reported simulations.40−42,50,51 However, the actual density of ionisable sites strongly

depends on the nature of the material and could vary within the range of micro-

coulombs to a few hundreds of millicoulombs per squared meter of a surface.42,52−55

The system of differential equations 2.1 and 2.2 was solved with appropriate

boundary conditions (Figure 2.1 and Table 2.1), for a particular 4V and assuming
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flux conservation in a first step (eq. 2.3)

5 Ji = 0 (2.3)

Then, for AC analysis, a harmonic bias modulation was applied between the two

QRCEs in the form of a linearised perturbation in the frequency domain,

5 Ji = jωci (2.4)

for AC analysis, where j is the imaginary unit and ω is the angular frequency.

This approach provides a powerful framework to study the impedance re-

sponse both in bulk (see for example Figure 2.3) and with a nanopipette positioned

at different separations from a charged or uncharged substrate. As highlighted ear-

lier in Figure 2.5, the experimental phase shift with zero net bias, 4V = 0, as a

function of distance appeared relatively insensitive to the surface charge, while for

an applied bias (4V 6= 0) there was a surface-charge dependent phase shift.

An example snapshot of the simulated electric field that is running through

the end of the nanopipette’s glass wall is illustrated in Figure 2.8a, note that the

x and y axis has different scale for illustration purposes only. The graph in Figure

2.8b shows the numerical change in the electric field inside the glass wall against

hight for the total simulated domain.

Figure 2.9a shows the phase shift of simulated approach curves towards sub-

strates with applied surface charge of ± 30 mC m−2 (5 nm2 per ionised site) and

0 mC m−2. It can be seen that the model predicts the phase shift of the induced

harmonic ion current to be almost independent of surface charge when there is no

DC bias offset between the QRCEs, similar to the experimental observations in

Figure 2.5c and d. This effect has a very important consequence for careful (and

accurate) probe positioning over a sample surface, as the phase shift value is an

intrinsically sensitive quantity that evidently depends predominantly on the tip-to-
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Figure 2.8: a) A snapshot of an electric field map at the end of the nanopipette
resulting from simulation (note different scales on x and y axis), b) The change in
electric field against hight for a cross section line that was drawn at the centre of
the nanopipette wall along the whole domain.

substrate distance when 4V = 0. Under these conditions, Figure 2.9a (and Figures

2.5c and 2.5d) make it clear that with 4V = 0, the phase shift can be used as

a set point for determining topography and being able to position the probe at

close tip-to-substrate separations, which is important for enhancing the resolution

of SICM.56,57

In a similar way to the experimental approaches at non-zero bias (Figure 2.5),

the model predicts a dramatic change of the phase-distance behavior for 4V 6= 0.

Figure 2.9b depicts theoretically predicted approach curves that demonstrate the

sensitivity of the AC phase to surface charge. The AC phase shift can be seen to

be negative under conditions when an enhanced ionic current is observed, that is

when negative 4V is applied to the tip QRCE with a negatively charged substrate.

In this case the system resistance, upon approaching the substrate, decreases and

so more current flows through the resistive component of the system, resulting in

the phase tending more towards 0 degrees, thus explaining the negative phase shift

from the bulk value, which is between 0 and 90 degrees (Figure 2.3). It can further

be seen that the magnitude of the effect scales with the surface charge density, as

would be expected. As the polarity of the bias is reversed, so that the nanopipette
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Figure 2.9: a) Simulated BM-SICM approach curves in the absence of mean bias
offset (4V = 0) at 270 Hz, 10 mV rms amplitude bias modulation over a substrate
carrying surface charge densities σ of 0 (solid), -30 (dotted) and +30 (dashed) mC
m−2. b) A series of simulated approaches towards a negatively charged surface (σ
values -30 (solid), -10 (dashed) and -1 (dotted) mC m−2 with the arrows indicating
an increase of the absolute magnitude of surface charge density) at bias values of
+0.3 V (red lines) and -0.3 V (blue lines). c) Theoretically predicted values of the
phase shift of the ion current passing through a 75 nm radius nanopipette positioned
at 25 nm from a charged surface at 0 V, -0.3 V and +0.3 V bias (black, blue and
red lines, respectively). d-f) Calculated steady-state concentration profiles of DDL
counter-ion, for a DC bias only, near a nanopipette tip positioned 10 nm above a
charged interface (σ = -1 mC m−2) at d) 0 V, e) +0.3 V and f) -0.3 V bias. Note
that only half of the symmetric nanopipette cross-section is shown.

QRCE is positive, the negatively charged substrate now induces a diminution of

the ionic current and a positive shift in the phase is observed. In this case, the

system resistance increases as the tip approaches, so more current flows through

the capacitive component of the system and the phase tends to increase towards

90 degrees. Thus, a positive phase shift from that with the nanopipette in bulk is

observed. The simulated DC signal mirrors this behavior (Figure 2.10) with the DC

current increasing compared to the bulk at close tip-substrate distances (negatively

charged substrate) with positive bias on the nanopipette QRCE, but decreasing at

negative bias.
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Figure 2.10: Simulated DC approach curves to negatively charged substrates at
positive and negative tip bias (see the legend for the description of color code).

From these data it is clear that even a relatively small surface charge (down

to 1 mC m−2, equivalent to 160 nm2 per ionised site) leads to strong variation of

the phase shift with bias, that is particularly noticeable when the probe is brought

in a close proximity to a substrate (especially, at distances below one tip radius,

d < rtip). This effect, revealed with an applied bias, can therefore be employed for

mapping surface charge with the nanopipette held at a constant distance above the

specimen during scanning, as considered below.

Figure 2.9c shows the phase shift with a 75 nm radius nanopipette positioned

25 nm above a charged substrate, as a function of surface charge density for 3 biases,

4V = +0.3 V, 0 V and -0.3 V. The plots clearly illustrate the sensitivity of the

technique, at a constant probe-to-substrate distance, to distinguish between values

of surface charge. Importantly, at 0 V bias, a wide range of surface charges have little

influence on the phase, making this condition ideal for detecting surface topography,

as discussed above. The sensitivity (magnitude) of the phase to a particular surface

charge is similar at both positive and negative bias polarities, although the technique

offers slightly higher sensitivity in cases when surface-induced rectification acts to
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enhance the ionic current (e.g. at negative tip bias over a positively charged surface

or at positive tip bias over a negatively charged surface).

The reasons for the striking effect of bias on the phase response (Figures 2.9)

and DC current response of BM-SICM (Figure 2.5) with charged surfaces becomes

apparent from the distribution of electrical potential and ion concentrations near

the tip opening (when held in the proximity of a surface). With a 0 V bias offset

there is almost no perturbation of the DDL at the substrate, which remains intact.

The application of bias, however, is known to lead to ICR inside the nanopipette

itself39−41 (when it is freely suspended in bulk) and a surface-induced rectification.44

This causes a drastic change in the nanopipette conductance state depending on bias

polarity and surface charge due to a significant change of ionic conductivities (and

therefore, the overall resistance) within and near the tip opening (see Figure 2.9e

and f for 4V values of +0.3 V and -0.3 V, respectively). In turn, the AC ion current

components, particularly the phase shift, which are highly sensitive to the overall

resistance, as explained above, also demonstrate a strong dependence on the nature

of the charged interface.

2.5.3 Probing Acid-Base Equilibria at Interfaces

To illustrate the capabilities of BM-SICM for sensing variations of surface charge, a

series of approaches towards glass substrates was carried out as a function of bulk

pH (surface titration experiments).

The electrostatic charge on glass and silica surfaces is typically attributed to

the presence of silanol groups (SiOH) due to the following acid-base equilibrium:

− SiOH ⇀↽ −SiO− +H+ (2.5)

The dissociation process, however, is rather complicated and depends on the

particular type of silica and any surface treatment. In a first approximation, the
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degree of dissociation depends on the inherent properties of the glass-electrolyte in-

terface (given by the intrinsic dissociation constant, Kint) as well as the electrostatic

potential on the surface, ψ0 :58

[H+]ΓSiO−

ΓSiOH
= Kintexp[

Fψ0
RT

] (2.6)

A broad range of silica interfaces show a pKint in the range 7 - 7.552,54

and the surface charge density σ can be estimated, using equation 2.6 along with

mass-conservation, which defines the surface concentrations of protonated and de-

protonated sites (ΓSiOH and ΓSiO− , respectively)

σ = −eΓSiO− = −eΓtotal
Kint10pHexp[Fψ0

RT ]
1 +Kint10pHexp[Fψ0

RT ]
(2.7)

where Γtotal represents the total number of silanol groups per unit area and e

is the elementary charge. The surface potential can be calculated from the Grahame

equation (for monovalent electrolyte ions present at c0 bulk concentration):58

σ = (8RTεε0c0)1/2sinh[Fψ0
2RT ] (2.8)

Solution of equations 2.7 and 2.8 provides the self-consistent surface charge

density value. However, surface acid-base equilibria on other types of silica are

characterised by two dissociation constants53,59 with corresponding pKa of 4.5 and

8.5. These values are associated with two different types of titratable silanol groups,

present at the surface at 19% and 81% of the total number of ionised sites, respectively.53,59

The total surface charge density is therefore given through both contributions.

It follows that under ambient conditions (pH ∼ 7) a small fraction of silanol

groups are ionised, resulting in a negatively charged surface. The experimental

approaches of phase shift vs. tip to surface distance, d, shown in Figure 2.11 for

an applied bias 4V = -0.3 V to the nanopipette and the DC data in Figure 2.12,
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Figure 2.11: Experimental approach curves recorded with ca. 75 nm radius
nanopipettes over a glass substrate at different solution pH (2.1, 2.5, 3.3, 3.7, 4.3
and 6.5 for purple, red, orange, green, blue and black lines, respectively) performed
with a bias, 4V = -0.3 V applied to the nanopipette QRCE with respect to that in
bulk solution. The arrow indicates an increase of the solution pH.

confirm the presence of a negative surface charge under these conditions, as surface-

enhanced rectification induces a significant decrease of the AC phase value (and

increase in the DC value, Figure 2.12 ), when the nanopipette is brought into the

vicinity of the substrate.

In more acidic solutions, increasing protonation of the silanol groups leads to

an overall decrease of (absolute) surface charge density. Experimental phase shift-

distance approach curves (Figure 2.11) under these conditions (pH = 2.1 - 4.3),

reveal a smaller surface-enhanced rectification at lower pH. At pH values around

2.1 - 2.5 the AC phase shift-distance curves approach the behavior expected at an

uncharged interface, in good agreement with a point of zero charge found on most

of silica materials (typically, in the pH range 2 - 4).60 Approach curves shown in
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Figure 2.12: Experimental DC (a) and AC amplitude (b) and theoretical DC (c)
and AC amplitude (d) approach curves to a glass substrate bathed in solutions of
varying pH (see the legend for the color code on the graphs).

Figure 2.11 evidence an almost linear variation of near-surface phase shift with pH

over the range studied. Based on our simulations presented above (Figure 2.9c),

this behavior suggests a linear-like titration of surface charges with pH. Dedicated

modelling in the future could provide further insight into the protonation of this type

of surface, although it needs to be recognised that other processes can complicate

the analysis and interpretation. Although the electric field from the SICM probe

is in the kV cm−1 range, a field of this range is unlikely to induce changes in the

local acid disassociation constants, as the Wein effect occurs at hundreds of kV

cm−1.61−63 However local ion mobilities, particularly of protons at surfaces,64,65

maybe high and would need to be taken into account, with the tip-induced field

possibly altering local pH values.

2.5.4 Surface Charge Mapping

Simultaneous mapping of surface charge distributions along with independent record-

ing of surface topography is a particular advantage of the SICM technique described
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herein: an AC phase shift at 0 V mean bias can be used for a positionable feedback

control, whereas measurements at4V 6= 0 allow the detection of surface charge. We

implemented this concept using a hopping voltammetric scan strategy, where the

nanopipette was approached towards the substrate until a set value of a feedback

parameter (phase shift, 0.5◦ used herein) was reached, followed by the recording of

a cyclic voltammogram at that position (for which we present the linear part be-

tween -0.4 and +0.4 V) to sense the charge. The probe was then moved away from

the surface and to the next pixel such that a spatial array of voltammograms was

recorded. At each pixel, a voltammogram was recorded when the probe was away

from the surface (d = 500 nm) and this response was subtracted from the surface

voltammogram to reveal only the surface ICR.

The capability of this approach was validated for a partial polystyrene film

on a glass substrate, comprising heterogeneously distributed pinholes (exposing the

glass) in the polystyrene layer. This substrate thus comprised both negatively

charged glass regions, in 10 mM KCl solution, and neutral areas (uncharged poly-

mer film). The topography recorded from the initial approaches to the substrate

at 4V = 0 is shown in Figure 2.13a. This matches well to the typical topogra-

phy recorded using AFM (Figure 2.13b). Taking into account the working distance

(given by the set point value, corresponding to ca. 25 nm), SICM allows careful

examination of substrate topography independently of surface charge. Even the

smaller nanoscale pits in the film are apparent in the BM-SICM topography, an

advance on our recent DM-SICM studies44 in terms of resolution.

Rectification of the AC current, particularly the phase, appears to be very

beneficial for ion sensing within the DDL of a surface. Phase-bias curves shown on

Figure 2.14a can provide a fingerprint of surface-induced rectification in a similar

way that current-voltage curves are used to characterise ICR in nanostructures.40,41,51

The charge state of the substrate clearly plays a key role in the rectifying charac-

teristics. The curves for bulk solution and over an uncharged polystyrene film are
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Figure 2.13: Simultaneous surface charge and topographical mapping over a non-
uniform polystyrene film on glass. a) Topography image recorded with a ∼75 nm
radius nanopipette operated in a hopping mode at 0 V bias offset and b) an AFM
image of a similar area of a substrate. c)-f) Example images of the normalised DC
component and AC phase shift (with the response in bulk subtracted) of the ion
current at -0.3 V and +0.3 V mean bias values. Standard deviation of g) ion currents
and h) bulk-corrected AC phase shift calculated across each image in a set of image
frames acquired at 81 equally spaced bias values over the linear regions scanned
between -0.4 and +0.4 V.

very similar, proving the absence of surface charge on a polystyrene surface. The

intrinsic rectifying properties of the glass nanopipette lead to slight rectification

(as manifested in the phase shift change with 4V ) but this is independent of the
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tip-substrate separation over polystyrene. In contrast, there is considerable surface-

induced rectification with the nanopipette over glass, consistent with the presence

of negative charge.

Recorded voltammograms in bulk solution allow for the subtraction of the

rectifying behavior of the probe itself from the measurement at surface proximity

(as used to present the imaging data). As evident from Figure 2.14b, in such a case,

the neutral polystyrene substrate exhibits almost no surface-driven ICR. In the case

of a charged surface, e.g. glass, the effect of the surface-induced rectification is clear

in the phase-bias response.

Significantly, the protocol used produces voltammetric data that can be rep-

resented as 81 image frames (phase and DC as a function of x, y position) at a

set of different bias values at 10 mV intervals. Maps of the DC current at the

surface, normalised by that in bulk, and AC phase shift at the surface with re-

spect to bulk (subtracted) at -0.3 V and +0.3 V are presented in Figure 2.13c -

f. (A full image sequence is given in a form of video files DC CV Polystyrene and

Phase CV Polystyrene). These images, free from topographical effects, are highly

revealing of the charge distribution across the surface, which is evidently very het-

erogeneous, from both the DC current and phase maps. In particular, it can be seen

that there is an increase in the ion current magnitude, when a higher conductance

state is formed. That is, with a negative tip bias applied to the nanopipette over

negatively charged regions (Figure 2.13c), where the normalised current magnitude

ratio attains values between 1.1 and 1.2; or current diminution with positive tip

bias in negatively charged regions where the normalised current attains values <0.8

(Figure 2.13e).

The corresponding phase behavior (Figures 2.13d and f) shows the interfacial

charge effect with stronger contrast due to the fact that any change in the resistance

is detected as a change in the ratio between the capacitive and resistive behavior

of the nanopipette (and better signal to noise due to measurement with the lockin
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Figure 2.14: a) Experimental phase shift-voltage characteristics of a nanopipette (75
nm radius) in a bulk solution (black dotted line), and positioned over an uncharged
polystyrene film (green solid line) and negatively charged glass (blue solid line). b)
Phase shift-voltage curves near polystyrene and glass with bulk data subtracted.
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amplifier). When the nanopipette experiences a low conductance state, the capaci-

tance provides a larger contribution, which ideally has 90◦ degrees phase shift with

respect to the driving voltage, while at a high conductance state a nanopipette acts

more like as a resistor (0◦ degrees phase shift for resistor circuit component).

The change of the conductance state of the nanopipette is also seen in voltam-

mograms recorded at each pixel during imaging. As follows from the image sequences

(see Figure 2.14 and the video files provided on a CD), the AC phase shift flips from

negative to positive as the bias (4V ) is scanned from negative to positive values

through 0 V. With the bias ca. 0 V, however, the phase signal across both the glass

and polystyrene regions of the sample is close to the set point value because of the

insensitivity of the phase to surface charge when 4V = 0, a key feature of this

technique that we have described.

These data allow the standard deviation of every pixel value of each DC and

phase image in the sequence to be calculated, with results shown in Figures 2.13g

and h. It is clear that around 4V = 0, the images are relatively featureless (small

standard deviation), but increase with a higher magnitude of applied potential,

consistent with the greater contrast between the heterogeneously charged regions

seen at ± 0.3 V. Interestingly, the region where the standard deviation attains a

minimum is relatively broad (-0.2 V - 0.1 V) for the DC signal, highlighting the lower

sensitivity of the DC signal (Figure 2.13g) towards surface charge compared to the

AC phase signal (Figure 2.13h), where the minimum of the standard deviation vs.

potential plot is much sharper.

2.6 Conclusions

This work provides a robust framework for nanoscale mapping of surface charge

variations at substrates through sensing the ionic atmosphere of the diffuse double

layers formed at interfaces with a simple nanopipette approach. We have explored
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the versatility of bias-modulated SICM for independent and accurate characterisa-

tion of the topographical and charge properties of surfaces, using the capability of

BM-SICM for performing experiments in the absence of a mean applied bias. In this

situation, the nanopipette can be carefully positioned over the sample at a desired

distance, using a set point value of the AC phase shift of the ionic current, which is

shown to be a distance-dependent quantity, essentially unaffected by surface charge

that makes it ideal for topographical mapping.

At non-zero bias, however, BM-SICM becomes an extremely sensitive tool for

probing surface charge via surface-induced rectification. Our experimental findings,

supported by finite element simulations, suggest that AC components of the ionic

current, and, in particular, the phase shift are very responsive to the local resistance

and, correspondingly, variations in surface charge. The possibility of imaging het-

erogeneities of surface charge makes this technique indispensable for surface science,

to unravel structure-functional relationships and to provide insights on interfacial

processes and adsorption equilibria that modify the charge. Here, we have been able

to resolve topography, free from surface-charge effects, and obtain semi-quantitative

insights into surface charge. Further quantitative analysis will require extremely

detailed characterisation of tip geometry and charge (which is often not the precise

conical shape assumed in this and other work), and the charge/ICR characteristics

of the nanopipette itself, as well as considerations of changes in ion mobility near sur-

faces. For future studies, transmission electron microscopy of glass nanopipettes66

should allow better understanding of the probe geometry and, in perspective, this

nanopipette approach should offer detailed quantification of surface charges.
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3.1 Abstract

Herein we report the first use of confocal laser scanning microscopy (CLSM) coupled

with scanning electrochemical microscopy (SECM) as a means of time dependent

visualisation and quantification of proton dispersion at surfaces. This technique pro-

vides high spatial and temporal resolution allowing millisecond analysis of proton

induced enamel dissolution and treatment effects on substrates. The study included

generation of protons near treated and untreated enamel surfaces, which were im-

mersed in a fluorescein solution, through the electrochemical oxidation of water,

and subsequently, recording the associated pH changes. The CLSM permitted the

measuring of pH profiles through recording of changes in fluorescent intensity along

the gap between the UME and the substrate, thus, enabling the prediction of pro-

tons absorption by the sample surface. A finite element method (FEM) model was

constructed to analyse and better understand the experimental results.

3.2 Introduction

The capability to unveil surface reaction rates of heterogeneous reactions at solid-

liquid interface is of great importance and have wide applications in a number

of industrial fields such as corrosion,1,2,3 electrochemical sensors, electrochemical

reactors,4 fuel cells4,5 and minerals dissolution.6,7

Reaction processes at a surface often involve a flux of molecules/ions from

bulk or a source dispersing towards the reactive sites where the reaction of interest

takes place. The ability to visualise and analyse this flux of reactants, i.e. diffusion

profiles around the active sites, is crucial for obtaining a deeper insight on the

reaction process. This potentially permits the extraction of reaction rates in an

indirect fashion, and investigates any secondary processes occurring close to the

surface, such as the formation of transitory species.
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Various analytical techniques has been used to probe reaction kinetics at

surfaces, including interferometry,8,9 and channel flow cell (CFC).10−12 Interferom-

etry measures the refractive index gradient of a medium, which relies on the solute

concentration gradient in a solution. It has high spatial resolution wherein con-

centration profiles can be measured with submicron resolution. The drawbacks of

this technique is that, it has low sensitivity, thus relatively high concentrations

should be used (0.1 M), as well as being non-selective as the change in concentra-

tion for any solute would affect the signal.13 The channel flow cell (CFC) method

has proven a powerful technique in studying dissolution through delivering a very

high mass transport. However, the visualisation of diffusion profiles requires further

analysis through coupling CFC with different techniques such as magnetic reso-

nance imaging, which has a low spatial and temporal resolution,14 and UV-visible

spectroscopy, where the absorption spectra can be obtained at steady state. Still,

obtaining dynamic information about diffusion profiles changing with time are more

challenging.15

SECM is extensively used for studying dissolution processes and kinetics16−20

and visualisation of concentration profiles have been probed down to the micron

size. For example previous work on enamel dissolution performed using SECM,

coupled with finite element method modelling, allowed the rate of acid attack at

a steady state condition to be quantified.6,21 However, the temporal resolution of

SECM images is quite low as acquiring an image can take from tens of minutes to

up to hours,22 which makes instantaneous tracking of diffusion fields and activities

challenging.

Attempts to visualise dynamic proton fluxes have been performed using

micro-electrode ion flux estimators (MIFE) where it is possible to simultaneously

measure the flux of several different ion species.23 Nevertheless, it also requires other

ex-situ visualisation techniques such as SEM, interferometry or profilometry24 but

their use is limited due to their relatively low temporal resolution (ca. 5 s).25 This

77



is particularly slow in comparison to techniques such as confocal laser scanning mi-

croscopy (CLSM) which has a temporal resolution in the order of milliseconds.26

Recently, Unwin and co-workers have successfully employed fluorescence confocal

laser scanning microscopy CLSM to monitor the concentration profile at an elec-

trode surface during an electrochemical reaction.27−29

In this chapter, we describe the use of CLSM, coupled with SECM, as a

new approach for visualising and quantifying the proton dispersion at the electrode

surface, as well as their interaction with enamel surfaces to obtain time transient

kinetics for enamel acid dissolution. The effect of a well-known enamel erosion

inhibitor fluoride30−32 have been investigated, through dynamic time dependent

measurements. The effect of the temporary barriers formed due to treatment on the

enamel surface has been assessed. The CLSM-SECM technique was supported by

the theoretical treatment of finite element method modelling (FEM) to reach better

understanding of dissolution under different experimental conditions. As highlighted

herein, coupling CLSM with SECM turns out to be an even more powerful tech-

nique, with higher temporal (milliseconds) and spatial (sub-micron) resolution, thus

extending the range of processes that can be investigated.

3.3 Experimental

3.3.1 Materials and Solutions

All aqueous solutions were prepared using Mili-Q water with typical resistivity >

18.2 MΩ cm at 25◦ C (Millipore Corporation). The CLSM experiments were carried

out in 8 µM disodium fluorescein aqueous solutions in 0.1 M solution of KNO3, 66

µM CaCl2, and 20 µM Na2HPO4. pH of the solution was adjusted to ∼7.8 using

0.1 M NaOH. Treatment solution was 26 mM (1000 ppm) NaF . All chemicals

were purchased from Sigma-Aldrich and used as received.
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3.3.2 Sample Preparation

Glass surface samples were prepared by flame sealing glass capillaries (o.d. 2.0 mm,

i.d. 1.16 mm, Harvard Apparatus), then polishing them back on a polishing wheel

to a roughness of 3.0 µm root mean squared (RMS). Samples were then polished

further down on polishing pads with 50 nm diamond lapping particles (Buehler,

Germany) to 1.5 ± 0.6 nm RMS.

The process of preparing enamel samples were described in previous work.33

Briefly, Bovine enamel blocks (6×6 mm) were cut to manageable size 2×2 mm and

polished on a polishing wheel to a roughness of 3.0 µm (RMS), then they were

polished further down on microcloths (Struers,UK - grade MD-Dura) with 50 nm

diamond lapping particles (Buehler, Germany) to produce a roughness of 1.5 ± 0.6

nm (RMS). Enamel specimens were then rinsed and mounted onto glass capillaries

(o.d. 2.0 mm, i.d. 1.16 mm, Harvard Apparatus) using Araldite (Huntsman Inter-

national LLC, UK). Samples to be treated were placed in treatment solution (1000

ppm, NaF ) for two minutes then rinsed with Mili-Q water.

3.3.3 Experimental Setup

The confocal fluorescence imaging was performed via a Leica TCS SP5X Super-

continuum laser scanning confocal microscope mounted on a Leica DMI6000 CS

inverted microscope using 488 nm excitation wavelength (Ar laser) and detector

window 480-570 nm, and 8000 Hz line scanning frequency with a 10 ×/ 0.3 HC PL

Fluotar dry lens. Figure 3.1a depicts a schematic of the experimental set-up for

proton flux visualisation at the electrode surface. The horizontal Teflon cell with

two facing apertures housing the ultra-micro electrode (UME) and the substrate

holder was fitted to the microscope stage, where a glass window on the bottom of

the cell allowed visualisation of the gap between the electrode surface and the sam-

ple surface. The UME tip was positioned vertically at a fixed distance (20 µm) from
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the substrate surface via XYZ-micropositioner (PI Instrument, XYZ translation)

for optimum displacement. Figure 3.1b is a zoom in on the gap between the UME

and substrate.

Two types of CLSM images were acquired. The xyt images, where a series

of xy frames were recorded with time, each image was 512×512 pixel and took 0.43

s to be recorded (Figure 3.1d). In the xyt mode optical micrographs of the UME

and the sample were recorded in each experiment (Figure 3.1c), and overlaying of

them allowed the accurate positioning of the Pt disc at the center of the image for

qualitative study. However, for quantitative analysis, xt images were acquired by

continuously scanning a single line, 10 µm away from the UME surface for a fixed

period of time. The signal was line averaged over four lines to improve the signal

to noise ratio and normalised at the maximum intensity (temporal resolution ∼ 2

ms), where the resulting image of 1024×2048 pixel would take 4 s to be recorded.

Figure 3.1b outlines the scanned line in the xt images. A two electrode galvanosatic

arrangement with a platinum reference/counter electrode, and a UME as working

electrode (25 µm diameter Pt disc, RG 10, was fabricated as reported previously)34

were used herein. Anodic current was applied at the working electrode to produce

a proton flux via water oxidation

H2O ⇀↽ 2H+ + 1
2O2 + 2e− (3.1)

Well-defined proton flux for high resolution time (sub-millisecond) was achieved

via a home-built galvanostat with a less than 1 ms rise time for 20 nA current (Fig-

ure 3.2). To ensure time correlation between CLSM and electrochemical application,

the galvanostat was triggered by using the CLSM (Leica Trigger Unit connected to

the galvanostat using a DAQpad-6015, National Instruments).
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Figure 3.1: A schematic (not to scale) of the CLSM-SECM set-up where (a) the
Teflon cell with the UME and sample inserted in and immersed in fluorescein so-
lution, (b) schematic of the gap between the UME and the sample detailing the xt
scan line, (c) Typical optical image of the Pt UME and a glass sample depicting the
20 µm gap in between, (d) An xy confocal image (fluorescence intensity) of the gap
between the Pt UME and a glass surface (note that the Pt wire inside the UME is
not visible in the fluorescence image, instead the optical image has been overlapped
with the confocal image for illustration purposes).

The Galvanostat

Production of protons via water oxidation was achieved using a home-built galvano-

stat. The galavanostat consisted of a control unit and a locally positioned head unit
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to minimise noise interference. Bipolar current range was controlled via range selec-

tion and a reference voltage from the control unit. The principal active element of

the galvanostat circuit employed an ultralow input bias current operational amplifier

AD549L (Analogue Devices Inc, Norwood, MA, USA) where the reference electrode

is held at a virtual ground and the desired current is delivered from the working

electrode. The control unit incorporated a precision voltage reference REF102BP

(Texas Instruments Inc, Dallas, TX, USA), precision analogue switch MAX325CPA

(Maxim Integrated Products, Sunnyvale, CA, USA) with external trigger, external

reference input and saturation monitor circuitry. A triangular wave/pulse generator

was employed (Colburn Electronics, Coventry, UK) as an external potential source

to set the applied current. A range of currents were applied to the probe tip, from 10

to 40 nA to obtain different proton fluxes. This galvanostat was tested and showed

a rise time of ca. 1 ms for current of 20 nA (Figure 3.2). To ensure time correlation

between CLSM and the electrochemical application, the galvanostat was triggered

by the CLSM (Leica Trigger Unit connected with galvanostat past DAQpad-6015,

National Instruments).

3.3.4 FEM Simulation

A two-dimensional axisymmetric finite element method (FEM) model has been built

to mimic the experimental setup of the proton diffusion profile generated at the UME

in bulk, as well as in proximity of the sample surface. Simulations were constructed

in Comsol Multiphysics (version 5.0), using the transport of diluted species and

chemical reaction engineering modules. All simulations were run using a workstation

(Dell Precision T3610 CTO Base, 64 GB RAM, Intel R© Xeon R© Processor E5-1620

v2, operating system windows 8).
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Figure 3.2: Illustration of anodic current vs. time (top), and UME potential vs.
time (bottom). Note different time scale on each graph.

FEM Model Details

The geometry of the model mimicked the experimental setup, employing an ultra-

microelectrode UME of radius r0 = 12.5 µm with a glass shield of radius r1 = 125

µm (RG = 10). For simulations of bulk experiments (Figure 3.3a) the height and

width of the simulated bulk domain were h = 150 mm and w = 75 mm respectively,

and no sample was present in those simulations. For simulations where an enamel

sample was present, the geometry is represented in Figure 3.3b and the domain

height is h = 75 mm, boundary B3 represent the enamel sample with a radius r2 =

3 mm which is situated at d = 20 µm away from the UME surface. All the boundary

conditions are listed in Table 3.1.

The solution in all simulations contained fluorescein, phosphate buffer, cal-

cium ions, potassium nitrate as back ground electrolyte and carbonic acid resulting

from the dissolved atmospheric CO2. All equilibrium and dissociation constants

were corrected for activity coefficient and all species initial concentrations were cal-
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Figure 3.3: Schematic not to scale of the finite element method model geometry
illustrating all boundaries and axis of symmetry for a) bulk experiment simulations,
b) acid attack on enamel sample simulations.

Table 3.1: Boundary Conditions applied in the FEM model.

Boundary
Bulk simulation Sample simulation

condition/Fig 3.3a condition/Fig 3.3b

B1 J
H+ = i0/(nFπr2

0 ) J
H+ = i0/(nFπr2

0 )

B2 Ji = 0 Ji = 0

B3 ci = c0,i

J
H+ = −k0 [H+]

J
HP O2−

4
= 6

8 k0 [H+]

J
Ca2+ = 10

8 k0 [H+]

B4-B5 ci = c0,i ci = c0,i

culated using MINEQL+ Chemical Equilibrium Modeling System (v4.6). Instanta-

neous concentrations were governed by the equilibria listed in Table 3.2.
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Table 3.2: List of all the equilibrium reactions governing the various species in the
FEM model.6,27,35

Eq Reaction pKeq/pKa

R3.1 CO2(g) +H2O(l) ⇀↽ H2CO3(aq) 1.466

R3.2 H2CO3(aq) ⇀↽ H+
(aq) +HCO−3(aq) 6.351

R3.3 HCO−3(aq)
⇀↽ H+

(aq) + CO2−
3(aq) 10.330

R3.4 CaCO3(aq) ⇀↽ Ca2+
(aq) + CO2−

3(aq) 10.330

R3.5 H2O(l) ⇀↽ H+
(aq) +OH−(aq) 13.997

R3.6 H3PO4(aq) ⇀↽ H+
(aq) +H2PO

−
4(aq) 2.16

R3.7 H2PO
−
4(aq)

⇀↽ H+
(aq) +HPO2−

4(aq) 7.21

R3.8 HPO2−
4(aq)

⇀↽ H+
(aq) + PO3−

4(aq) 12.32

R3.9 H2Fl(aq) ⇀↽ H+
(aq) +HFl−(aq) 4.3

R3.10 HFl−(aq)
⇀↽ H+

(aq) + Fl2−(aq) 6.4

3.4 Results and Discussions

3.4.1 Theory and Simulation

The enamel acid induced dissolution has received extensive attention due to its wide

implication in oral science which would aid the development of new dental restorative

materials.6,36 Confocal spectroscopy has previously been applied to many aspects

of oral health including dental erosion,37,38 monitoring the differences between fluo-

ridated and non-fluoridated permanent and deciduous enamel,39 visualising enamel
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rods40 and monitoring fluid flow through dentine tubules and substances which sub-

sequently block the tubules,41 although the application were only at steady state

conditions.

Enamel is mainly composed of calcium hydroxyapatite, Ca10(PO4)6(OH)2,

(HAP) while the remaining being organic material and water. An acidic medium

can dissolve hydroxyapatite crystals as per equation 3.2, which is usually defined as

surface demineralisation.42

Ca10(PO4)6(OH)2(s) + 8H+
(aq)

⇀↽ 10Ca2+ + 6HPO2−
4 + 2H2O (3.2)

An interesting property of HAP is the ability to exchange its hydroxyl groups

with anions such as fluoride ions, forming fluorapatite or calcium di-fluoride at the

surface and decrease the rates of apatite mineral dissolution in acid media.43,44

The FEM model described herein was built to better understand the first-

order heterogeneous attack of protons (produced at the electrode surface) on the

enamel surface. The enamel surface was considered to be flat throughout the ex-

periment due to the short time it is exposed to the proton flux (4 s).

Briefly, the finite element model produces a concentration map within the

domain of all the relevant species as a function of time, wherein dissolution rate

constants describe the first-order heterogeneous attack of protons (produced at the

UME) on the enamel surface. The flat surface of the enamel sample consumes the

protons generated at the electrode following the overall reaction equation 3.2. The

dissolution leads to a flux of soluble species at the surface, with the shape of the

surface considered to stay flat over time of the experiment (4 s) as the dissolution

occurs. Ions are considered as point charges, Ionic transport was considered to be

merely controlled through diffusion, as high background electrolyte eliminates the

effect of ion migration under the electric field. Fick’s second law equation was solved
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for all species in the simulated domains to generate a concentration map over time:

(∂ci
∂t

) = Di 52 ci +Ri (3.3)

where ci andDi represent the concentration and diffusion coefficient of species

i respectively. Ri is the net generation from equilibration reactions in solution, 5

is the gradient operator in axisymmetric cylindrical co-ordinates. A list of diffusion

coefficients used are reported in Table 3.3. All species in solution were under equilib-

rium conditions arising from water, carbonic acid and phosphoric acid dissociation

equilibria governed by the equations illustrated in Table 3.2 .

Table 3.3: List of diffusion coefficients of various species in the FEM model.45

Species Ca2+ H+ OH− K+ Cl− H2CO3

Diffusion coefficient
(10−9 m2 s−1)

0.792 7.8 5.273 1.957 2.032 1.185

Species HCO−3 CO2−
3 H3PO4 H2PO

−
4 HPO2−

4 PO3−
4

Diffusion coefficient
(10−9 m2 s−1)

1.185 0.932 0.882 0.959 0.759 0.759

3.4.2 Fluorescence Intensity / pH Calibration Curve

Fluorescein (pKa = 6.43)46 is used herein as a visual pH indicator, its pH sensitivity

lies between 5 and 7, with no fluorescence under pH 5 and no increase in fluores-

cence at pH above 7 as illustrated in Figure 3.4. The calibration curve for intensity

vs. pH was obtained by measuring the intensity of fluorescence for a fluorescein

solution (8 µm Fluorescein, 0.1 M KCl) at different pH values. The curve demon-

strates a sigmoidal relationship47 which is in agreement with previous work.27−29

In order to obtain the fitting parameters for the curve, a background xt image of

the full fluorescence solution was taken before applying the anodic current in each
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experiment. A zero fluorescence image was captured after each experiment at a pH

value between 1 and 2. Fluorescein is found to be most sensitive at 50% fluorescence

intensity which corresponds to pH 6.1 as illustrated in Figure 3.4. To measure the

pH changes induced by the water oxidation at the UME surface, a pH 6.1 front was

tracked over time in means of radial distance from the UME center. This enables

the plotting of radial distance increase over time to facilitate the visualisation of the

proton diffusion profile.

Figure 3.4: Illustration of experimental pH vs. intensity of fluorescence (black line)
after fluorescein excitation at 488 nm and detection at 530 nm. And sigmoidal
Boltzmann fit (red line).29

3.4.3 CLSM visualising of enamel dissolution

CLSM enables the tracking of pH changes as a function of change in fluorescence in-

tensity of a pH sensitive fluorophore . Herein, Fluorescein is used (pka 6.43)46 where

no fluorescence was observed below pH 5 and no increase in fluorescence intensity

occurred above pH 7. The background image was subtracted from the experimental

image to cancel any shadowing effect casted by the relatively big enamel sample
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(2×2 mm).

Figure 3.5 (a1-a5) illustrates how protons gradually spread along the glass

surface, which forms a largely impermeable barrier, filling the gap between the

UME and the glass substrate before diffusing into bulk solution. The second series

of images, Figure 3.5 (b1-b5), shows the same current applied to the tip of the UME,

with an enamel substrate. In the case of enamel, the overall spread of protons was

confined due to the uptake of protons during the dissolution of the sample. A large

spread of protons is indicative of an inert surface, whereas a small spread of protons

represents significant proton flux towards the substrate due to a dissolution process

as per equation 3.2.

The schematics in Figure 3.5 (c and d), highpoint the impact upon the shape

of the pH profile next to glass and enamel surfaces, which indicates that the flux of

protons produced was consumed by the enamel surface. This visualisation highlights

clearly how CLSM can be used to distinguish between essentially inert and reactive

interfaces. The lateral spread of protons, taken at 50% fluorescence intensity equiv-

alent to pH = 6.1 (Figure 3.4), is tracked and plotted as a radial distance from the

center of the electrode against time for analysis and for FEM theoretical fitting.

In spite of the apparent difference in proton profile spreading between the

two samples, this imaging mode suffers from low temporal resolution with ∼ 0.43 s

required to record one image. For higher time resolved experiments a transient xt

scan of the fluorescence intensity between the tip of the UME and the enamel surface

was recorded by scanning a single line at 10 µm distance from the electrode over

time as illustrated schematically in Figure 3.1b (temporal resolution ∼ 2 ms).

3.4.4 Bulk Experiments and Model Validation

The FEM model was validated by experimentally generating a pH profile dispersion

map in the absence of any sample for a range of anodic currents. Bulk solution ex-

periments were performed where the UME was positioned in the Teflon cell without
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Figure 3.5: A series of xy confocal frames for an inert glass surface showing the
wide spreading of the dynamic proton diffusion profile, for times a1) 0 s, a2) 0.86 s,
a3) 1.72 s, a4) 2.58 s, a5) 3.44 s. And another series for an active enamel substrate
depicting the intake of protons at the substrate surface, thus decreasing the lateral
diffusion of the proton profile, also at times b1) 0 s, b2) 0.86 s, b3) 1.72 s, b4) 2.58
s, b5) 3.44 s. c) An illustration highlighting the effect of an inert sample that causes
a wide proton dispersion next to the surface. d) Another illustration of the active
sample that consumes protons, causing the proton dispersion profile to shrink.

a sample. The cell was filled with the fluorescein solution and a series of anodic

currents 10, 20 and 30 nA were applied while acquiring the xt images (Figure 3.6a -

c). A numerical FEM model mimicking an electrochemical water oxidation reaction

at a UME surface in bulk solution was constructed. All species concentrations along

with activity corrected equilibrium and dissociation constants for the fluorescence

solution composition were obtained using MINEQL+ Chemical Equilibrium Model-

ing System software (v 4.6). Subsequently, the experimental results were fitted with

the theoretical model analysis for bulk measurements. Figure 3.6d illustrates the

experimental radial distance of the pH 6.1 front over time for three anodic currents
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Figure 3.6: Confocal xt images illustrating the change in fluorescence intensity at a
single scanned line over time, when a UME is situated in bulk solution without a
substrate, for an anodic current of a) 10 nA. b) 20 nA. and c) 30 nA. d) Experimental
profiles of the radial distance vs. time dependence at 50% intensity (pH = 6.1) in
bulk solution under an anodic current of 10 nA (black line), 20 nA (red line) and
30 nA (blue line). And theoretical radial distance vs. time under an anodic current
of 10 nA (pink line), 20 nA (green line) and 30 nA (brown line).

(see caption for color code), an increase in the value of the applied current results

in a larger radial distance of the pH 6.1 front, corresponding to wider dispersion

of the proton profile as expected. After four seconds the radial distance of the pH

6.1 reaches 135 ± 3, 162 ± 3 and 186 ± 3 µm for 10, 20 and 30 nA respectively.
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The theoretical fitting produced through the FEM model predicts similar values for

the pH front radial distance after four seconds, however for the first 1.5 seconds

the model predicts higher values for the radial distance, this could be due to many

factors, such as processes occurring on the platinum surface that are not accounted

for in the model, or natural convection in the otherwise macroscopically still so-

lution as suggested by Amatore et al.48 Nevertheless, the predicted values of the

proton profile dispersion by the FEM model are still in good agreement with the

experimental data.

3.4.5 Enamel Dissolution

Shown in Figure 3.7a-3.7d are xt fluorescence images of untreated enamel surface for

a 10, 20, 30 and 40 nA anodic currents. The high proton intake of the enamel surface

results in a long delay of the proton profile dispersion, where for 10 nA the pH 6.1

front do not reach the scanned line even after 4 seconds (fluorescence intensity of xt

image at 10 nA is higher than 50%, Figure 3.7a). However, for subsequent currents

the radial distance increases with increasing current value, due to the higher proton

fluxes generated at the electrode surface.

Figure 3.7: Confocal xt images illustrating the fluorescence intensity at the scan line
over time, for an untreated enamel substrate, and an anodic current of a) 10 nA. b)
20 nA. c) 30 nA. and d) 40 nA.

The fluoride-treated enamel presents a lower proton intake, where the proton
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dispersion extends to larger radial distance than the untreated enamel ones, as

depicted in Figure 3.8a-3.8d. For a 10 nA current the pH 6.1 front reaches the

scanned line after less than half a second, showing the inherent differences between

an untreated surface, and a fluoride-treated surface.

Figure 3.8: Confocal xt images illustrating the fluorescence intensity at a single
scanned line with time, for fluoride-treated enamel substrate, under an anodic cur-
rent of a) 10 nA. b) 20 nA. c) 30 nA. and d) 40 nA.

Figure 3.9a-3.9c illustrates the advances of the pH 6.1 front over time for

fluoride-treated (red line) and untreated (black line) samples at 20, 30 and 40 nA.

The fluoride-treated enamel demonstrates not just a larger radial distance of the

proton profile dispersion but also a shorter delay in pH 6.1 front reaching the scanned

line. The proton profile diffusion expansion is attributed to lower proton intake

by the fluoride-treated samples compared to the pristine enamel. Values of radial

distance of the pH 6.1 front for both untreated and fluoride-treated enamel are

listed in Table 3.4. This highlights the distinct inhibitory impact that fluoride has

upon the size and shape of the proton profiles produced. Fluoride-treated enamel

provides more resistance to acid attack than untreated enamel alone. For 20 nA

generation current, untreated enamel pH profile spreads to 23 ± 5 µm compared

to the fluoride-treated profile which spreads to 61 ± 5 µm, giving a rise of ca. 38

µm due to lower intake of protons which last for the whole 4 second experiment.

Interestingly, For 30 nA the difference in radial distance between fluoride-treated
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and untreated sample drops to ca. 19 µm, and for 40 nA it drops further down to

10 µm. Hence, by decreasing the anodic current, thus the proton flux, the fluoride

barrier lasts longer as displayed in Figure 3.9.

Table 3.4: Experimental radial distance of pH 6.1 front for untreated and fluoride-
treated enamel at 20, 30 and 40 nA anodic current.

Anodic current
Untreated enamel Treated enamel

i (nA) radial distance µm radial distance µm

20 23 ± 5 61 ± 5

30 62 ± 5 81 ± 5

40 80 ± 5 90 ± 5

Another note, is the extended delay for the pH 6.1 front to reach the scanned

line at untreated enamel samples, which varies from 3.31 ± 0.3 s at 20 nA to 1.61

± 0.3 s at 30 nA and 1.19 ± 0.3 s at 40 nA, compared to the much shorter delays

for fluoride-treated enamel, 0.50 ± 0.1 s at 20 nA and 0.26 ± 0.1 s at 30 and 0.19

± 0.1 s at 40 nA (see Figure 3.9, and Table 3.5). The amount of protons generated

inside the small gap between the UME and the enamel during the delay time could

be calculated easily using the following equation:

[H+]∗ = i

F
t
delay

(3.4)

where i is the applied anodic current, F is the Faraday constant and t
delay

is

the delay time for the pH 6.1 front to reach the scanned line. Values of the delay

times along calculated equivalent protons are listed in Table 3.5 vide infra. Higher

proton consumption is evident for the untreated-enamel, ca. 5 times higher, than

those for fluoride-treated samples.
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Table 3.5: List of time delays and consumed protons values for fluoride-treated and
untreated enamel samples corresponding to different anodic currents.

Anodic current
Surface Time delay Protons equivalent

i (nA) Treatment (s) (mol)

20 Untreated 3.31 ± 0.3 6.7 ± 1.2 ×10−13

30 Untreated 1.61 ± 0.3 5.0 ± 1.2 ×10−13

40 Untreated 1.19 ± 0.3 4.9 ± 1.2 ×10−13

20 Fluoride 0.50 ± 0.1 1.0 ± 0.4 ×10−13

30 Fluoride 0.26 ± 0.1 0.8 ± 0.4 ×10−13

40 Fluoride 0.19 ± 0.1 0.8 ± 0.4 ×10−13

3.4.6 Insights from Simulations

The finite element model produces pH profile maps as a function of time, corre-

sponding to different dissolution rate constants (k0) for enamel samples. Snapshots

of the produced pH maps for a 20 nA current and k0 = 0.03 cm s−1 at 1, 50, 100

and 1000 ms time intervals are illustrated in Figure 3.10 as an example. These the-

oretical data were used to plot radial distance of the pH 6.1 front from the electrode

center against time, a set of curves are shown for a 30 nA current and a range of k0

values in Figure 3.11. The displacement of theoretical 50% intensity profiles expand

with time, as expected for a proton induced dissolution process, plus a shorter ra-

dial distance with increasing k0 is reported. This is because a greater rate constant

leads to higher consumption of protons at the substrate surface. Figure 3.9 shows

the experimental displacements of 50% intensity profiles (pH 6.1) at untreated and

fluoride-treated enamel for a current of 20, 30 and 40 nA, which are compared to the

theoretical fitted profiles described earlier. Therefore, in case of treated samples, the

presence of the fluoride inhibitor significantly retards the rate of enamel dissolution.
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The fluoride treatment protects the enamel surface by forming fluorapatite which

increases the proton spread on the surface and considerably slows the dissolution

rate. The experimental and the simulated 50% intensity profiles for enamel samples

are different, where the initial rise curves are more pronounced and much sharper

compared to the experimental ones. Radial distance curves are still being analysed

through the simulations at the time of writing this thesis.

As mentioned previously, all experiments were carried out at three currents,

20 nA, 30 nA and 40 nA. For all the applied currents, the generated radial distance

curves suffers from a time delay of the proton profile advances as mentioned in

the previous section. Those delays are significantly longer at an untreated than at

fluoride-treated enamel. This could be attributed to the buffering effect resulting

from the dissolution of enamel at pH = 7.8. The definite composition of the gap

solution is not yet defined, but previous studies on bones dissolution reveals that

HAP (the main mineral in both enamel and bone composition) would dissolve at

neutral pH values (pH = 7). The concentration of calcium ions were found to be

210±80 µM at 1 mm distance from the bone sample. However, in our experiment

the gap of interest is very small (20 µm), this would give rise to accumulation of

phosphate buffer in the solution in between, that is generated from the sample

surface due to enamel dissolution, which would explain the delay.

96



Figure 3.9: Radial distance vs. time experimental profiles dependence at 50% in-
tensity (pH = 6.1) for untreated enamel (black lines) and fluoride-treated enamel
(red lines) under an anodic current of a) 20 nA, b) 30 nA and c) 40 nA.
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Figure 3.10: Snapshots of the theoretical pH profile maps produced through the
FEM model for k0 value of 0.03 and 20 nA at a) 1 ms, b) 50 ms, c) 100 ms and d)
1 s time intervals.

Figure 3.11: Radial distance vs. time theoretical profiles dependence at 50% inten-
sity (pH = 6.1) for k0 value of 0.001 (pink line), 0.003 (blue line), 0.008 (green line)
and 0.010 cm s−1 (black line) under 30 nA anodic current.
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3.5 Conclusions

SECM -CLSM was successfully employed to image proton diffusion in a thin layer

of solution at the surface of enamel. This new technique provides an analytical

method with high spatial and temporal resolution permitting millisecond analysis of

treatment effects on enamel substrates. It permits direct visualisation of the surface

reaction and presents itself as a new technique for assessing the proton dispersion

on surfaces and indeed for assessing the effectiveness of inhibitors on substrates.

A method has been developed which uses microelectrode generated pH challenges

combined with CLSM to image proton diffusion and dissolution at the surface of

enamel. Localised dissolution of dental enamel has been achieved by the application

of a proton flux to the enamel surface from a UME positioned in close proximity

to the enamel surface. It has been shown that fluoride change the morphology of

the fluorescent profile that forms compared to untreated enamel due to its barrier

effect. A time delay was detected in all enamel experiments for the pH 6.1 front

advances towards the scanning line (10 µm away from the tip). This delay is thought

to be related to a surface phenomenon where a change in the composition of the

gap solution is induced by the sample surface, as mechanical polishing of the enamel

may change the chemical composition at the surface.

Modelling of the data using the finite element method model has indicated

that acid erosion does occur at both untreated and treated enamel surfaces, but the

dissolution rate was slower in case of the treated sample. A range of the dissolution

rate constants were varied for simulations at three different currents of 20, 30 and 40

nA in a bet to fit the pH profile transient. However, the time delay was not predicted

by the theoretical model due to the lack of information of solution composition inside

the tip-substrate gap at the moment. Plans are made to investigate the composition

using other techniques to extract further informations that could be used in the

simulation.
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These experiments broaden the potential applications of CLSM-SECM in

assessing the proton dispersion on surfaces and indeed for assessing the effective-

ness of inhibitors on substrates. Further work will seek to apply the technique to

investigate lateral proton diffusion near different substrates.
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4.1 Abstract

Herein, we report the fabrication and use of a dual channel probe, combining the

topographical mapping and localised delivery capabilities of a scanning ion conduc-

tance microscopy (SICM) probe with an ion selective microelectrode (ISME) for

simultaneous topography and ion concentration profiling of surfaces and interfaces.

These probes were fabricated from a laser pulled sharp-ended glass theta pipette,

where one of the barrels of the pipette was filled with electrolyte solution and a

QRCE was inserted in it to produce the SICM part. The other barrel was silanised

prior to being filled with calcium ionophore, then an electrical contact was estab-

lished to form the ISME tip. Two types of electrical contact were constructed for the

later barrel; a liquid-based contact through a QRCE inserted in back filled CaCl2

solution, and a solid-contact through a poly 4,3-ethylenedioxythiophene (PEDOT)

coated carbon microfiber that was inserted directly in the membrane. The solid-

contact gave a higher stability with time, thus was used for the imaging of samples.

The capabilities of the SICM-ISMEs were demonstrated by employing them to in-

vestigate the dissolution of calcite microcrystals under different environments. This

enabled the extraction of kinetics information related to the dissolution fluxes at dif-

ferent pH values through coupling probe measurements with finite element method

(FEM) modelling. The obtained values were in good agreement with literature

reported ones.

4.2 Introduction

The detecting of ion concentration in aqueous media and across surface-liquid inter-

faces using ion selective electrodes (ISEs) is of great importance in a wide range

of fields, such as clinical analysis, environmental sciences, agriculture and toxi-

city detection.1−5 Thus, global interest in understanding and further improving
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the functionality of ISEs has produced a massive volume of work over the last

few decades.6−8 Conventional potentiometric microelectrodes are fabricated from

silanised laser pulled sharp-ended glass capillaries filled with ionophore membrane

and an inner solution that contains a certain concentration of the ion of interest.

A QRCEs is then inserted in the aqueous based solution to form the electrical

contact.9 Innovations in this field involved introducing new ionophore membrane

and inner filling solution compositions to provide higher selectivity and lower de-

tection limits.1 A major development step was introducing the solid-contact which

involved inserting an electrode directly into the membrane.10 To obtain high sta-

bility measurements, the electrode is coated with a conductive polymer such as

poly(3,4-ethylenedioxythiophene) (PEDOT),11 polypyrrole,12 polythiophene,13 and

polyaniline.14 Miniaturising of ISEs is receiving more interest, as detecting traces

of ions in smaller volumes is becoming increasingly important. Ion selective micro-

electrodes (ISMEs) have been explored for decades due to their low cost, ease of

fabrication, high sensitivity and compact size.15,16 However, potentiometric probe

miniaturisation is limited by the stability of measurements according to the size of

the tip due to high interfacial resistance.17

Scanning ion conductance microscopy (SICM), is an imaging technique which

utilises a glass micro- or nanopipette filled with electrolyte solution and a QRCE

inserted within the filling solution. A current runs between the QRCE in the pipette

and that in bulk solution with a value corresponding to the resistance of both the

solution and the end of the probe.18 The direct current value can be used as a

feedback signal to maintain a set distance between the surface and the probe, thus

tracking the topography of the substrate.19 Furthermore, modulating the probe

z-position generates an alternating current component (iAC ) that when used as a

feedback signal provides a robust distance control with high resolution.20 Another

application of the SICM technique includes localised delivery, where the reagent of

interest is added to the probe inner filling solution and delivered locally and directly
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to the studied surface.21

Herein, we couple the ISME and SICM capabilities to make a dual function

probe, that measures the concentration of ions and tracks the topography simulta-

neously. The size of the fabricated probes ranged from 1.5 to 3 µm in diameter.

The fabrication of such probes at the micron scale has been reported previously,

however, no data have been reported due to the complexity of their fabrication.16

In this work, the ISME-SICM probe was used successfully for imaging calcite mi-

crocrystals during the dissolution process at neutral pH 6.8, and under acid induced

dissolution conditions. Kinetic information were extracted with the use of finite

element method simulations, allowing the calculation of surface dissolution fluxes.

Values extracted from the model were in good agreement with those reported in

literature.

4.3 Experimental

4.3.1 Materials

Potassium chloride (KCl), calcium chloride dihydrate (CaCl2.2H2O), sodium bi-

carbonate (NaHCO3), ethanol (C2H5OH), 4,3-ethylenedioxythiophene (EDOT ),

dichlorodimethylsilane ((CH3)2SiCl2), calcium ionophore I (cocktail A- ETH1001),

N-(Trimethylsilyl)dimethylamine (TMSDMA), and 1-butyl-3-methyl-imidazolium-

hexafluorophosphate (BMIM+PF−6 ) were obtained from Sigma-Aldrich. Hydrochl-

oric acid (HCl), sodium hydroxide (NaOH) and sulfuric acid (H2SO4) were pur-

chased from Fischer Chemistry. All chemicals used were reagent grade. All solutions

were freshly prepared using Milli-Q water (Millipore Corp.) with resistivity of ca.

18.2 MΩ cm at 25◦C.
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4.3.2 Preparation of ISME-SICM Probes

The ISME-SICM probes were fabricated using borosilicate theta capillaries (30-0114,

Harvard Apparatus). Prior to fabrication, the capillaries were cleaned by soaking

them in a 1 M H2SO4 solution for 24 hours followed by a thorough washing with

water and ethanol to completely remove traces of acid. The capillaries were then

dried in an oven, for 4 hours at 180◦ C and were stored in air tight containers

until used. The cleaned capillaries were pulled into sharp pointed pipettes (typical

diameter 1.5 - 3 µm) by a laser puller (P-2000, Sutter Instruments) using a custom-

developed program (Line 1: Heat 450, Fil 3 Vel 23, Del 150, Pul 30, Line 2: Heat

415, Fil 2 Vel 18, Del 150, Pul 50, Line 3: Heat 430, Fil 2 Vel 18, Del 135, Pul 40).

To fabricate the probe, one of the barrels of the pulled pipette was silanised

by holding the end of the probe at 200◦ C and passing TMSDMA vapor through the

barrel for 5 minutes, while maintaining a constant flow of argon (4 bar) through the

other barrel. The probes were then baked at 120◦ C in an oven for 1 hour to complete

the silanisation process. The unsilanised barrel, filled with electrolyte and inserted

with an Ag|AgCl QRCE, formed part of the ion conductance cell for SICM feedback

control. The silanised barrel filled with calcium ion selective membrane formed the

potentiometric electrode for calcium concentration measurements. Two different

electric contact configurations were employed herein to achieve electrical connection

to the ion selective membrane, namely the liquid-contact (Figure 4.1b and c) and

solid-contact (Figure 4.1d and e). In the case of the liquid-contact, the barrel

containing the ion selective membrane was back filled with 100 mM CaCl2 solution

(inner filling solution)1 and an Ag|AgCl QRCE was inserted into the solution to

complete the contact (Figure 4.1b). In the second configuration, a solid-contact

was prepared from a carbon microfiber (6 µm of diameter, glued to a thin copper

wire using silver epoxy) by electro polymerisation of EDOT. The electropolymerised

end was then inserted to about 50 -100 µm depth into the ion selective membrane
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(Figure 4.1e).

Figure 4.1: a) Schematic representation of an ISME-SICM experiment setup. b)
Schematic of an ISME-SICM probe employing liquid-based contact. The barrel
containing the ion selective membrane (right barrel) was back filled with 100 mM
CaCl2 solution (inner filling solution) and an Ag|AgCl QRCE was inserted into
the solution to complete the contact. c) Optical micrograph of a typical ISME-
SICM probe employing liquid-based contact. d) Schematic of an ISME-SICM probe
employing solid-contact. The barrel containing the ion selective membrane (right
barrel) was inserted with a carbon microfiber coated with PEDOT to complete
the contact. e) Optical micrograph of a typical ISME-SICM probe employing solid
contact.

Preparation of PEDOT solid-contact

The PEDOT solid-contacts were prepared by following a method described previously.22

Briefly, a 100 mM 3,4-ethylenedioxythiophene (EDOT) was dissolved in 1-Butyl-3-

methylimidazolium hexafluorophosphate (BMIM+PF−6 ) ionic liquid solvent, and

nitrogen gas was purged through the solution for 10 minutes to remove any traces

of oxygen. The carbon fiber, working electrode, was dipped into the solution along

with a Ag|AgCl QRCE and a platinum wire as a reference and a counter electrodes

respectively. Electropolymerisation of EDOT at the carbon microfiber was achieved
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through cyclic voltammetry, wherein the potential of the carbon fiber was swept

from -0.9 to 1.3 V at a scan rate of 50 mV s−1. The electropolymerised EDOT (PE-

DOT) was further doped by sweeping the potential from -0.9 to 0.8 V at a scan rate

of 50 mV s−1. Figure 4.2a and 4.2b display a typical cyclic voltammogram recorded

during the electropolymerisation of EDOT and the doping of PEDOT respectively.

The doped PEDOT was then tested by recording cyclic voltammograms in 100 mM

KCl from -0.4 to 0.5 V (vs. Ag|AgCl) at a scan rate of 50 mV s−1 (Figure 4.2c).

An optical micrograph of a typical PEDOT solid-contact after doping is shown in

Figure 4.2d.

Figure 4.2: Solid-contact preparation by electropolymerisation of EDOT in carbon
microfiber using 100 mM EDOT in BMIM+PF−6 , scan rate 50 mV s−1. a) Cyclic
voltammograms recorded during the electropolymerisation of EDOT at the carbon
microfiber. b) Cyclic voltammograms recorded during the doping of PEDOT at the
carbon microfiber in BMIM+PF−6 ionic liquid, scan rate 50 mV s−1. c) Cyclic
voltammogram of the doped PEDOT in 100 mM KCl solution, scan rate 50 mV
s−1. d) Optical micrograph of typical PEDOT coated carbon microfiber.
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4.3.3 Preparation of Calcite Microcrystals

The calcite microcrystal samples were prepared by a precipitation process described

previously.23 Briefly, equal volumes of solutions of 10 mM calcium chloride and 10

mM sodium bicarbonate (pH 10.5) were mixed in a petri dish and left closed in a

clean environment for 4 hours. The microcrystals formed at the base of the dish,

with typical dimensions ca. 25 µm × 25 µm surface area and 15 - 20 µm height,

were washed thoroughly with Milli-Q water and dried with a stream of nitrogen and

left undisturbed for a week prior to use.23

4.3.4 Instrumentation

The probe was mounted on a piezoelectric positioner (P-611, 3S Nanocube), which in

turn was mounted on an inverted optical microscope (Axiovert 40 CFL, Zeiss). The

current in the SICM barrel was measured using a home-build current-to-voltage

converter. A lock-in amplifier (SR830, Stanford Research Systems) was used to

generate the driving signal for the oscillation of the probe position and to determine

the magnitude and phase of the AC ion current. Data recording as well as the

probe position and voltage output control, were carried out using a self-written

LabVIEW (2013, National Instruments) program through an FPGA card (7852R,

National Instruments). The output impedance of ion selective electrodes is very

high, typically ranging from 107 to 109 Ω. Any current drawn from the electrode to

make a voltage measurement leads to an error generated by the voltage drop due to

the electrode impedance. To minimise such errors, the effective input impedance of

the measuring amplifier must be very much higher than the output impedance of the

ion selective electrode so that current draw is minimised. A custom-built voltage

follower was employed incorporating a unity gain buffer stage using a LMP7721

operational amplifier (Texas Instruments Inc) which offers input bias current ca. 3

fA and effective input impedance of 8 × 1014 Ω. The amplifier was in the SOIC-8
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package and mounted on a PTFE based printed circuit board with input guard ring

traces to preserve the low current performance of the device.

4.3.5 ISME-SICM Measurement Protocol

All electrical measurements were performed inside a Faraday cage. For the ISME-

SICM experiments, the SICM barrel was filled with either 100 mM KCl (pH 6.8)

solution for dissolution at neutral pH, or with a 100 mM KCl solution containing

0.1 mM HCl (pH 3.8) for the acid induced dissolution experiments. The probe-

substrate distance was controlled using an AC amplitude feedback control scheme

that is described previously.18 Briefly, a bias of 0.1 V was applied to the Ag|AgCl

QRCEs inside the SICM barrel versus the QRCE in the bulk solution, to induce an

ion DC current. The probe z-position was oscillated (200 nm peak-peak amplitude,

69.23 Hz) to generate an alternating current (iAC ) component on the ion current

(iDC ) when the probe is positioned close to the sample. This iAC was measured

via a lock-in amplifier (SR830, Stanford Research Systems), and the magnitude of

iAC was used as a feedback signal to detect and to control the separation between

the probe and the sample surface. The probe was approached to the surface until

the AC ion current magnitude increased to the set-point employed (equivalent to

a probe-surface separation of 300 nm), afterwards the probe was scanned over the

calcite surface in hopping mode to record the topography and the change in calcium

ion concentration during calcite microcrystal dissolution. The AC ion current and

x, y and z positions were recorded throughout the scan and the values at the closest

approach to the surface were used to construct simultaneous 3D maps of topography

and calcium ion concentration around the calcite microcrystal. All the probes used

herein were calibrated before and after each scan, in a 100 mM KCl solution (pH

6.8) containing calcium chloride of concentrations varying between 0.1 µM and 10

mM.
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4.4 Theory and Simulations

A three dimensional finite element method (FEM) model was constructed to mimic

the calcite microcrystal dissolution under the experimental conditions implemented

herein. Microcrystals geometry parameters (x-y) were obtained through light mi-

crograph of the sample, while height measurements were extracted from SICM ap-

proaches. Information regarding micropipette geometry were acquired through SEM

micrographs. Simulations were generated in Comsol Multiphysics package (v4.4).

All simulations were run using a workstation (Dell Precision T3610 CTO Base, 64

GB RAM, Intel R© Xeon R© Processor E5-1620 v2, operating system windows 8).

4.4.1 Finite element method FEM model details

The dissolution of calcite is strongly pH dependent. The following three reactions

occur simultaneously on the calcite surface as proposed by Plummer et al.24

CaCO3(s) +H+
(aq)

⇀↽ Ca2+
(aq) +HCO−3(aq) (4.1)

CaCO3(s) +H2CO3(aq) ⇀↽ Ca2+
(aq) + 2HCO−3(aq) (4.2)

CaCO3(s) +H2O(l) ⇀↽ Ca2+
(aq) +HCO−3(aq) +OH−(aq) (4.3)

Solution composition for the experimental setup were calculated using MINEQL+

(chemical equilibrium modelling software, version 4.6), along with the activity cor-

rected dissociation and equilibrium constants. The following equilibria in Table

4.1, describing the calcite dissolution in calcium carbonate aqueous solutions, while

being open to the atmosphere, were implemented in the model. Simulations were

constructed in Comsol Multiphysics package (version 4.4).
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Table 4.1: Equilibria data for the calcite-H2O system open to the atmosphere.25

Eq Reaction pKeq/pKa

R4.1 CO2(g) + H2O(l) ⇀↽ H2CO3(aq) 1.466

R4.2 H2CO3(aq) ⇀↽ H+
(aq) + HCO−

3(aq) 6.351

R4.3 HCO−
3(aq)

⇀↽ H+
(aq) + CO2−

3(aq) 10.330

R4.4 CaCO−
3(aq)

⇀↽ Ca2+
(aq) + CO2−

3(aq) 10.330

R4.5 H2O(l) ⇀↽ H+
(aq) + OH−

(aq) 13.997

Calcite dissolution at neutral pH

A 3D FEM model that mimicked the calcite microcrystal geometry in an aqueous

solution was designed (Figure 4.3), implementing the equilibria in Table 4.1. The

transport of diluted species and the chemical reaction engineering modules were

used to construct the numerical model. Under the conditions of this experiment

(neutral pH), the dissolution process described by Equation 4.3 dominates. The

ISME-SICM probe effect on the dissolution were considered to be negligible, thus it

were not included in the model.

Boundaries 1-5 presented the bulk solution, while boundary 6 represent the

unreactive glass surface. Boundaries 7-11 are the calcite microcrystal dissolving

faces which are in contact with the solution (100 mM KCl, pH = 6.8). Boundary

conditions are listed in Table 4.2. Ionic transport was considered to be governed

solely by diffusion following Fick’s first law. The diffusive flux of species i is given

by the following equation:

Ji = −Di 5 ci (4.4)

where Di, and ci are the diffusion coefficient and concentration of species i respec-

115



Figure 4.3: Schematic not to scale for the FEM model geometry, representing a
calcite microcrystal in the bulk domain, numbers on the different faces represent
the boundary numbers in the model. See Table 4.2 for boundary conditions.

tively.

Table 4.2: Boundary conditions applied in the model of calcite dissolution at neutral
pH.

Boundary condition/Fig 4.3b

B1-B5 ci = c0,i

B6 Ji = 0

B7-B11

n(D
Ca2+ 5 c

Ca2+ ) = J
surf

n(D
HCO−

3
5 c

HCO−
3

) = J
surf

n(D
OH− 5 c

OH− ) = J
surf

Calcite acid induced dissolution

A 3D FEM model was constructed to mimic the geometry of a calcite microcrystal

top surface, with the addition of the end of a 750 nm radius, 2.3◦ half-cone angle

theta pipette in solution as shown in Figure 4.4. The bulk solution was at pH = 6.8

(100 mM KCl), and solution inside the SICM barrel at pH = 3.8 (100 mM KCl +
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0.1 mM HCl); while the ISME was considered non-reactive as the membrane has no

effect on the calcite dissolution or the calcium ions concentration. Simulations were

constructed using the transport of diluted species, chemical reaction engineering and

electric current modules. At low pH values the dissolution of calcite is dominated

by the process in Equation 4.1.

Figure 4.4: Schematic not to scale for the FEM model geometry, representing a
calcite microcrystal and a ISME-SICM probe in the bulk domain. Numbers on the
different faces represent the boundary numbers in the model, and the shaded half
of the probe represents the ISME barrel which is not considered in the model. See
Table 4.3 for boundary conditions.

Boundaries 1-5 represent the bulk solution, boundary 6 denote the non-

reactive glass surface, boundary 7 is the active top surface of the calcite microcrystal,

while boundaries 8 and 9 are the SICM barrel and ISME barrel tip ends respectively;

boundary 10 denote the top end of the simulated SICM barrel. The study herein

consisted of two stationary steps; the first one was run with boundary conditions

listed in the second column of Table 4.3, to generate the dissolution diffusion profile

around the microcrystal surface in bulk solution (pH 6.8). For the second step, a
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steady state solution was obtained for acid induced dissolution with the probe at

300 nm distance from the surface, boundary conditions are listed in Table 4.3, third

column.

Table 4.3: Boundary conditions applied in the model of acid induced calcite disso-
lution.

Boundary condition for step1 condition for step2

B1-B5
ci = c0,i ci = c0,i

V = 0 V V = 0 V

B6, B9 Ji = 0 Ji = 0

B7

n(D
Ca2+ 5 c

Ca2+ ) = J
surf

JCa2+ = k!0 [H+] + J
surf

n(D
HCO−

3
5 c

HCO−
3

) = J
surf

J
HCO−

3
= k0 [H+] + J

surf

n(D
OH− 5 c

OH− ) = J
surf

JH+ = −k0 [H+]

JOH− = +J
surf

B8 Ji 6= 0 Ji 6= 0

B10
ci = c0,i ci = c0,i

V = 0.1 V V = 0.1 V

The ionic transport in this model was governed by both diffusion and migra-

tion, where the flux Ji was given through the following equation:

Ji = −Di 5 ci −
ziF

RT
Dici 5 φ (4.5)

where Di, zi and ci are the diffusion coefficient, charge and concentration of species

i respectively. F , R and T are Faraday constant, gas constant and temperature.

Diffusion coefficients used in both previous models are listed in Table 4.4.
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Table 4.4: : List of diffusion coefficients of various species in the FEM model.25

Species Ca2+ H+ OH− K+

Diffusion coefficient
(10−9 m2 s−1)

0.792 7.8 5.273 1.957

Species Cl− H2CO3 HCO−
3 CO2−

3

Diffusion coefficient
(10−9 m2 s−1)

1.185 0.932 2.032 1.185

4.5 Results and Discussion

4.5.1 Fabrication and Characterisation of ISME-SICM Probes

For the fabrication of the ISME-SICM probe, the inner wall of one of the barrels

of the pulled pipette was silanised to keep the hydrophobic ionophore membrane

attached to the glass wall. Prior to silanisation, the capillaries were subjected to

an acid treatment for 24 hours. This restores the hydroxyl groups on the glass

which enhances the attachment of the silane to the surface.26 The silanisation pro-

cess presented the most challenging aspect of the probe fabrication especially for

small probes. Firstly, ((CH3)2SiCl2) was used in an attempt to silanise the glass

wall of the ISME barrel, but this compound usually reacts with water forming

a silicone layer. Thus, the thickness of the produced film was not reproducible

enough and the ISME barrel usually suffered a blockage due to this polymerisation

process.27 Alternatively, TMSDMA, which has a relatively high vapor pressure, and

does not form a polymer with water nor produce a corrosive by-product, was em-

ployed successfully.27 Furthermore, heating the capillaries up to 200◦ C during the

application of TMSDMA vapor also ensures the absence of water vapor allowing

a reproducible silanisation without blocking issues. To avoid any contact between

the silane vapor and the SICM barrel, a flow of argon gas was applied into the
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SICM barrel, minimising any issues arising later during the filling of the barrels

with electrolyte solution. However, getting a potentiometric response from smaller

ISME probes (< 1 µm diameter) was not achieved due to the high resistivity of the

ionophore membrane in the small end of the tip.12 This has prevented the minia-

turisation of these probes into the nanoscale dimensions.

Employing a sensor with a liquid-based contact, calibration curves were

recorded to verify the ISME response, using a range of CaCl2 solutions (pCa 2

to 7 in a 100 mM KCl solution, pH = 6.8). A Nernstian ISME response was ob-

tained correlating the open circuit potential (mV) and pCa, with a change of 31

mV for each 1 pCa unit change as depicted in Figure 4.5a. The probe was kept in

a 50 mM CaCl2 solution in a vertical position while not in use, and it exhibited

a stable response for at least three days after fabrication, where neither calibra-

tion curves nor slope values show any significant change in potentiometric response

(Figure 4.5a).

The ISME probe limit of detection was also investigated in relation to the

thickness of the ionophore membrane. While the membrane thickness has no direct

effect on the selectivity and response time of an ISME, thinner membranes increase

the transmembrane ion fluxes and degrade detection limits.28 Thus, a typical filling

height of ca. 200 µm was always employed to provide a limit of detection around 0.3

µM in 100 mM KCl solution at pH 6.8.29 The drift of potentiometric measurements

employing liquid-based contact tip was investigated using a 0.1 mM CaCl2 solution

(pCa = 4). A drift of ca. 0.09 mV min−1 can be observed in Figure 4.5b, which could

be attributed to the evaporation of the inner filling solution of the ISME barrel, and

the occurrence of osmotic pressure differences across the ionophore membrane.28,30

The influence of the SICM bias, between the QRCE in bulk solution and

the one in the SICM channel, on the potentiometric response of the ISME was

investigated. Figure 4.5c shows the calibration plots of a typical ISME probe at

different SICM bias values. A shift of 0.1 V in the magnitude of the open circuit
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Figure 4.5: a) Calibration curves recorded for a liquid-based contact ISME with
non-acid SICM tip on three consecutive days. b) Potentiometric long-term stability
of the liquid-based contact sensor employing 0.1 mM CaCl2 (pCa = 4) in 100 mM
KCl solution at pH 6.8. c) Calibration plots of a typical ISME-SICM probe at
different SICM bias values. Tip diameter: 1.5 µm

potential was observed for each 0.1 V increase in the SICM bias. However, the slope

of the calibration curve remained stable (30 mV dec−1) indicating that the ISME

probe performance was not affected by the change in the SICM bias. A +0.1 V

SICM bias was chosen to perform all experiments.
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As a higher stability is required when performing imaging experiments for a

longer time, a solid-contact probe was introduced. The probe exhibited a Nernstian

response, with a slope of 39 mV per 1 pCa unit change, see Figure 4.6. The drift

in potentiometric measurements of a PEDOT solid-contact probe was ca. 0.04 mV

min−1, see insert in Figure 4.6. The low drift in the solid-contact probe could be

due to infusing the PEDOT coated electrode directly into the ionophore membrane

which increases the surface contact area. Consequently, a relatively large interfacial

capacitance arises, that reduces the possibility of polarisation of this interface.12,28

Figure 4.6: Typical calibration curve using PEDOT solid-contact sensor in CaCl2
solutions between 0.1 µM and 10 mM (pCa 7 and 2, respectively) in 100 mM KCl so-
lution at pH 6.8. Insert: potentiometric long-term stability of the sensor employing
0.01 mM CaCl2 in 100 mM KCl solution at pH 6.8. Tip diameter: 3 µm.

4.5.2 Response Time of The ISME Probe

The SICM-ISME probe response time was tested using a probe with non-acid filled

SICM barrel, where approach curves towards a calcite microcrystal were carried out

with various approach velocities ranging from 0.1 to 8 µm s−1. Figure 4.7a illustrates

that the DC ion current recorded at the SICM barrel has no significant variation

correlated with different approach speeds, although the noise level decreases with

slowest approaches. In contrast, the potentiometric measurements shown in Figure

4.7b, which are translated into Ca2+ concentrations through the probe calibration

curve, varies with the high velocities of the approach (> 2.0 µm s−1), and no sig-
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nificant change is recorded for slower approach speeds (< 1.0 µm s−1). Thus, an

approach velocity of less than 1 µm s−1 was employed for all experimental measure-

ments.

Figure 4.7: a) SICM response and b) ISME response for approach curves to the
calcite microcrystal surface using the ISME-SICM probe at 0.2, 0.8, 1.0, 2.0, 4.0,
8.0 µm s−1 velocities in 100 mM KCl solution at pH 6.8. Tip diameter: 1.5 µm.

Acid vs. non-acid ISME-SICM probe

The capability of the fabricated ISME-SICM probes for spatially resolved concentra-

tion profiling of interfaces were demonstrated by employing them to determine the

Ca2+ concentration gradient associated with the pH dependent calcite microcrystal

dissolution. For this, a 0.1 V bias was applied between the QRCE electrodes in the

SICM barrel and in the bulk solution. Figure 4.8 shows typical ISME response for

approach curves using a non-acid tip (black line) and an acid filled tip (blue line),

to an inert glass substrate far away from any calcite microcrystals. This firstly con-
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firms the stability of the ISME probe during the approach towards a sample, and

secondly, illustrates that adding acid to the SICM barrel do not affect the ISME

performance. A back ground calcium ion concentration of < 0.3 µM for an acid tip,

and < 0.2 µM for non-acid tip filled with KCl solution (pH = 6.8) is recorded due

to the presence of calcite microcrystals in the sample.

Figure 4.8: ISME response of approach curves towards glass substrate using acid
filled SICM tip (blue line), and non-acid tip (black line).

Figure 4.9a illustrates two typical calibration curves obtained for the ISME

barrel, with an acid filled SICM tip containing 100 mM KCl + 0.1 mM HCl at

pH = 3.9 (red line and red y axis), and a SICM barrel filled with 100 mM KCl

solution at pH = 6.8 (black line and black y axis). A shift in the potentiometric

measurement between the two calibration curves is observed, and a small change

occurred for the Nernstian slope (31 mV non-acid tips, and 40 mV acid tips).

The ISME potentiometric response translated into calcium ion concentration

for two typical approach curves towards a calcite microcrystal are depicted in Figure

4.9b. The black line represents an approach that is carried out using a non-acid

SICM barrel, while the red line denote the approach with an acid SICM barrel

representing the acid induced dissolution. Both approaches start at 20 µm away

from the microcrystal top surface, a sharper increase in the calcium ion concentration

along the approach is observed with the acid tip, compared to the non-acid probe.
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Figure 4.9: a) Calibration plots for the ISME-SICM probe using the non-acid tip
containing 100 mM KCl solution at pH 6.8 (black line), and the acid tip containing
100 mM KCl + 0.1 mM HCl solution at pH 3.9 (red line) in the SICM channel,
Note that the axes in (a) are colored on the graph in accordance with the graph
line colors. b) ISME response for approach curves (υ = 0.6 µm s−1) to the calcite
microcrystal surface by using non-acid tip (black) and acid tip (red). Tip diameter:
1.5 µm.

This is attributable to the ejection of protons out of the SICM barrel towards the

microcrystal surface; hence the acid induces the calcite dissolution as per equation

4.1 and thus gives rise to the concentration of calcium ions. Furthermore, the

concentration of calcium ions near the microcrystal surface, ca. 300 nm distance,

for the acid tip probe nearly doubles to that for the non-acid tip probe. For the first

instance, this increase seems small compared to the pH difference between the two

SICM barrels used in the experiment, pH 6.8 to 3.9. However, as the bulk solution

in both cases is at pH 6.8, the proton concentration in the SICM tip that is filled

with acid suffers a high drop due to the diffusion field created at the end of the tip.

In fact, the drop in [H+] extends as high as 50 µm inside the SICM barrel (drop

of 5% at 50 µm, and 92% at the end of the tip), which translates into an increase
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in the pH value at the end of the SICM tip to reach 5.0 and further more at the

microcrystal surface to be 5.1 as predicted by the FEM numerical model vide infra.

4.5.3 Insight from Simulation

The calcite dissolution with non-acid tip

As the calcite microcrystal dissolves to reach a steady state in the bulk solution at pH

= 6.8 (as per equation 4.3), the pH near the surface increases due to the production

of hydroxide ions. The diffusion profile for the calcium ions and the pH are predicted

through a steady state numerical simulation (FEM model), through the application

of different surface flux values to the calcite dissolving surface. Typical 2D (x-z)

maps of the diffusion profile around the calcite microcrystal are depicted in Figure

4.10b (calcium concentration) and 4.10c (pH) which were obtained through the

theoretical FEM model. A working curve was established by plotting the simulated

calcium ion average concentration, at 300 nm away from the microcrystal surface

corresponding to the SICM setpoint used herein, against the applied surface flux

value (Figure 4.10a). According to this curve, the experimental calcium surface

concentration 33.0 ± 0.2 µm (Figure 4.9b black line, pCa = 4.48) gives an interfacial

flux of 2.82(± 0.02) × 10−10 mol cm−2 s−1, that is in good agreement with the values

reported in literature.31

The calcite dissolution with acid tip

The interfacial calcite dissolution flux at pH = 6.8, obtained from the previous

model, was used to reach a steady state diffusion profile around the calcite mi-

crocrystal prior to applying the acid induced dissolution study. Subsequently, a

working curve shown in Figure 4.10d was generated through the acid induced disso-

lution at steady state, where a the average calcium concentration at 300 nm away

from the crystal surface is plotted against the dissolution rate k0 . Figure 4.10e and

f illustrates 2D maps of calcium ion concentration (e) and pH profile (f) that were
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Figure 4.10: a) Plot of theoretical average interfacial calcium ion concentration at
300 nm away from the calcite microcrystal surface vs. J

surf
calculated by the FEM

simulation for a non-acid tip. Theoretical 2D maps of steady state b) calcium ion
concentration and c) pH diffusion profiles around a calcite microcrystal dissolving
in 100 mM KCl bulk solution at pH 6.8. d) Relationship between the average inter-
facial calcium concentration at 300 nm away from the calcite microcrystal surface
and the k0 calculated by the FEM simulation for an acid induced dissolution. The-
oretical 2D maps of steady state e) calcium ion concentration and f) pH diffusion
profiles around a calcite microcrystal and inside the SICM tip in the case of acid
induced dissolution. Tip diameter: 1.5 µm.

generated near the calcite surface and inside the SICM barrel. The protons in the

SICM barrel diffuse away to bulk solution, where a drop in proton concentration at

the tip of the surface reaches 92% of the original 0.1 mM HCl. Subsequently, the

pH at the end of the tip increases from 3.9 to 5.0, and reaches 5.1 at the microcrystal

surface. The average calcium concentration at 300 nm away from the microcrystal

surface, corresponding to the setpoint used herein, is plotted against dissolution rate

constant k0 , (Figure 4.10d). The interfacial flux is given as follows:

J
Ca2+ = k0[H+] (4.6)
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This enabled the extraction of surface kinetics by comparing the experimental inter-

facial calcium concentration 66.0 ± 0.2 µM (pCa = 4.18) against the working curve.

A rate constant of 0.4 ± 0.1 cm s−1 was extracted, which is in good agreement with

literature values reported previously.31

Calcite microcrystals imaging

Dissolution of calcite microcrystals under acidic environment changes the topog-

raphy of the microcrystal as well as the calcium concentration around the crystal

and hence is an appropriate system for demonstrating the dual functionality of the

ISME-SICM probes. This can reveal the capability of these probes in recording the

topography using the SICM feedback mechanism, while simultaneously delivering

the acid to induce the dissolution. As well as recording changes in ion concentration

through the measurement of the ISME probe response. An ISME-SICM probe with

solid-contact was used herein for imaging due to its higher stability compared to the

liquid-contact ones. A hopping mode reported previously16,32,33 was employed for

mapping of an entire calcite microcrystal during dissolution. Briefly, the scanning

probe was oscillated (200 nm peak-peak) to generate an alternating SICM current

component iAC , which then could be used as a set point for the feedback mechanism.

The SICM-ISME probe approached the sample at 0.6 µm s−1 velocity, until the iAC

setpoint is reached, then the probe was retracted 10 µm in the z direction. Subse-

quently, the probe was moved 5 µm latterly, at a 4 µm s−1 scan rate, to start a new

approach to the surface, until an image of 50 µm × 50 µm area is recorded. An opti-

cal micrograph of a typical calcite microcrystal in 100 mM KCl solution at pH 6.8 is

shown in Figure 4.11a, and the corresponding topography map and calcium concen-

tration profile are shown in Figure 4.11b and 4.11c, respectively. The topography

generated using the SICM response matches the optical micrograph quite well, but

with an advantage of providing height information as well as lateral dimensions. In

this case, the calcite microcrystal average height was around 14 µm. The calcium
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concentration map under acid induced dissolution conditions shows a significant in-

crease in the calcium concentration from 10 µM at (10 µm away from the surface)

up to 80 µM at the calcite microcrystal surface (300 nm working distance).

Figure 4.11: a) Optical micrograph, b) topographic and c) calcium concentration
map of a calcite microcrystal with acid induced dissolution conditions. Distance
modulation SICM feedback using hopping mode with 5 µm step. Tip diameter: 3
µm.
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4.6 Conclusions

In this work, we have presented the fabrication and characterisation of a dual func-

tion ISME-SICM probe and its application for simultaneously tracking topography,

delivering molecules/ions to the substrate surface and recording ions concentration.

The capability of these probes was tested on the well-known calcite microcrystal

dissolution problem under two distinct conditions, dissolution in neutral electrolyte

solution, and an acid induced dissolution environments. The resulting values of the

calcite dissolution flux extracted using finite element method simulations of the ex-

periments, 2.82(± 0.02) × 10−10 mol cm−2 s−1 at pH 6.8 and the dissolution rate

constant 0.4(± 0.1) cm s−1 at pH 5.1 were in good agreement with values reported

previously in the literature.31 Although attempts to fabricate such probes have been

reported previously, no data has been reported for its usage due to the complexity

of probe fabrication and instrumentation.16 The ISME solid-contact offered higher

levels of stability compared to the conventional liquid-based contact, promoting the

ability to use it for sample imaging over a long period of time. Thus, herein we

present, for the first time, simultaneous mapping of topography and concentration

distribution. The size of the probes reported in this work ranged between 1.5 and

3 µm (diameter), as no stable potentiometric response could be acquired for double

barrel probes of size smaller than 1 µm in diameter. Another advantage of the probe

is its ability to deliver reagents to the substrate using the SICM barrel, as well as

the amenability of ISME barrel for detection of multitude of ions by changing the

ionophore membrane. Thus the ISME-SICM probe could find applications in prob-

ing a wide range of samples such as cells in vivo and other materials like enamel

and dentine.
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Chapter 5

Application of Finite Element Method

FEM Simulation for the Charac-

terisation of Dual Function Nanoscale

pH-Scanning Ion Conductance Mi-

croscopy (SICM) Probes for High

Resolution pH Mapping

Paulose Nadappuram B.; McKelvey K.; Al Botros R.; Colburn A. W.; and

Unwin P. R.

Anal. Chem., 2013, 85(17), 8070 - 8074.
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5.1 Abstract

The easy fabrication and use of nanoscale dual function pH-scanning ion conduc-

tance microscopy (SICM) probes is reported. These probes incorporate an irid-

ium oxide coated carbon electrode for pH measurement and an SICM barrel for

distance control, enabling simultaneous pH and topography mapping. These pH-

SICM probes were fabricated rapidly from laser pulled theta quartz pipettes, with

the pH electrode prepared by in situ carbon filling of one of the barrels by the

pyrolytic decomposition of butane, followed by electrodeposition of a thin layer of

hydrous iridium oxide. The other barrel was filled with an electrolyte solution and

Ag|AgCl electrode as part of a conductance cell for SICM. The fabricated probes,

with pH and SICM sensing elements typically on the 100 nm scale, were charac-

terised by scanning electron microscopy, energy-dispersive X-ray spectroscopy, and

various electrochemical measurements. They showed a linear super-Nernstian pH

response over a pH range of 2 to 10. The capability of the pH-SICM probe was

demonstrated by detecting both pH and topographical changes during the disso-

lution of a calcite microcrystal in aqueous solution. This system illustrates the

quantitative nature of pH-SICM imaging, because the dissolution process changes

the crystal height (which provides dissolution rate information), as well as a change

in interfacial pH (compared to bulk), which in turn when coupled with finite ele-

ment method FEM modelling offer a vital method for calculating the dissolution

rate. Both measurements reveal similar dissolution rates, which are in agreement

with previously reported literature values measured by classical bulk methods.

5.2 Introduction

The measurement of local pH is hugely valuable in explaining complex interfacial

reactions, such as corrosion,1−2 metal deposition3−4 and acid-base dissolution,5−6 all
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of which produce or consume protons and alter the pH near an interface. Addition-

ally, many biological processes result in either intracellular7−8 or extracellular9 pH

changes, and the quantitative measurement of these pH changes with high spatial

resolution would aid in understanding the mechanisms involved.

While local pH can be visualised using optical techniques such as wide field

fluorescence microscopy9 and laser scanning confocal microscopy,10 pH is commonly

measured with electrodes. When deployed as the tip in scanning electrochemical

microscopy (SECM), these electrodes have enabled the measurement of pH with

high spatial resolution at interfaces.11−14 The scale on which pH electrodes can be

made has advanced in recent years to the micro15−16 and nano scale.17−18

SECM pH probes employing a variety of metal/metal oxides have been re-

ported previously.15,19−21 Iridium oxide-based pH ultramicroelectrodes have proven

particularly popular for spatially resolved pH measurements in SECM, owing to

their fast response time, good stability over a wide range of pHs, temperatures

and pressures, all-solid format and capability for miniaturisation.22−23 Iridium ox-

ide pH electrodes have been prepared by either electrochemical oxidation,22 thermal

decomposition24 and sputter deposition25 of iridium metal, or by the electrodeposi-

tion of iridium oxide from alkaline solutions of iridium salts.23,26 Wipf et al. used a

microscopic pH electrode produced by the deposition of iridium oxide onto carbon

fibre microelectrode (7 µm diameter) to map pH changes near a platinum electrode

during hydrogen evolution, and for monitoring the pH change associated with the

oxidation of glucose by glucose oxidase immobilised onto a carbon microelectrode.15

Hitherto, pH probes used in SECM have typically been on the several microns

scale or larger and, consequently, constant height (conventional) SECM scanning

protocols have been used (i.e. without positional feedback). For high resolution

pH mapping, nanoscale probes are mandatory, and these need to be placed close

to the interface of interest.27 This demands the use of positional feedback SECM,

particularly for samples with large topographical features.
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SICM has proven particularly powerful for topographical imaging of intricate

surface geometries, including living cells.27,28 SICM uses a nanopipette filled with an

electrolyte, containing a quasi-reference counter electrode, QRCE (e.g. Ag/AgCl),

as the scanning probe. A potential is applied between this electrode and an exter-

nal QRCE, placed in the bulk solution, and the resulting ionic conductance current

provides a (feedback) signal for distance control. Various SICM based positioning

strategies have been developed over the years, to expand the range of substrates

open to study. Moreover, the technique has been combined with complementary

techniques including SECM29−31 and near field scanning optical microscopy to en-

hance the information content.32

Herein, we present an extremely quick and simple method to fabricate a hy-

brid pH-SICM probe, with an iridium oxide-coated electrode for pH sensing and an

SICM barrel for distance control. This report advances combined SECM-SICM29

from amperometry/voltammetry to potentiometric imaging. pH-SICM probes were

fabricated by the pyrolytic deposition of carbon into one of the barrels of a laser-

pulled, sharp-point quartz theta pipette, followed by electrodeposition of hydrous

iridium oxide to make it pH sensitive, with the open barrel forming part of the con-

ductance cell for SICM measurement. The electrode size could be tuned by altering

the pipette pulling parameters, but pH electrodes employed herein were typically on

the 100 nm scale. The pH-SICM probes were employed for simultaneous mapping

of pH and topography of a calcite microcrystal during dissolution to demonstrate

their suitability for quantitative high spatial resolution measurements at surfaces

and interfaces. This is an interesting system because the crystal size changes during

dissolution which can be traced by the topographical response, while also determin-

ing the local interfacial pH. This provides two routes to determine the dissolution

kinetics, which we show are consistent. Furthermore, measurements of an entire mi-

crocrystal is topographically demanding and hence for this study, we implemented

pH-SICM in both a hopping mode,30,33 and a constant separation mode,31 to demon-
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strate the versatility of the technique.

Finite element method FEM simulations were employed in this work to mimic

the dissolution of a calcite microcrystal and track the interfacial proton diffusion

profile in proximity of the crystal. Thus, extracting the dissolution rate value of

calcite under the experimental conditions implemented herein.

5.3 Theory and Simulation

A three dimensional finite element method (FEM) model, relevant to the calcite mi-

crocrystal and dissolution conditions used in the study, was developed to estimate

the surface pH and dissolution rate. This mass transport model prescribed the

calcite microcrystal geometry in an aqueous solution under dissolution conditions

(undersaturated solution). FEM modelling was performed using Comsol Multi-

physics 4.3a (Comsol AB, Sweden) with transport of diluted species and chemical

reaction engineering models implemented. All simulations were carried out using a

PC equipped with an Intel core i7-3770, and 32 GB of RAM, and running 64 bit

Windows 7. The basic geometry for the model is shown in Figure 5.1. Simulations

were carried out with > 1,000,000 tetrahedral mesh elements. The mesh resolution

was defined to be finest near the surface of the crystal, which are boundaries 7-11.

Simulations of varying mesh density were also performed (not reported) to ensure a

fine enough mesh was used for the model.

The dissolution of calcite is strongly pH dependent and this process increases

the local pH, at the calcite water interface. Plummer et al34 proposed that the

following three reactions occur simultaneously on the calcite surface.35,36 Under the

conditions of our experiment (pH ∼ 7), the dissolution process described by eq 5.3

dominates.

CaCO3(s) +H+ ⇀↽ Ca2+
(aq) +HCO−3(aq) (5.1)
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CaCO3(s) +H2CO3(aq) ⇀↽ Ca2+
(aq) + 2HCO−3(aq) (5.2)

CaCO3(s) +H2O(l) ⇀↽ Ca2+
(aq) +HCO−3(aq) +OH−(aq) (5.3)

Figure 5.1: A schematic of the FEM model showing the calcite crystal (left).The
crystal dimensions are length of the crystal l, width of the crystal w, height of
the crystal h. The bulk solution consists of a cube with a dimension of 30l. The
boundaries are numbered according to the constraints listed in text.

The calcium carbonate aqueous solutions, which are open to the atmosphere,

in the presence of a calcite crystal can be described by the equilibria in Table 5.1.37

A mass transport model was designed to mimic the calcite microcrystal geometry

in an aqueous solution, implementing these equilibria.

As all the experiments of calcite imaging with the pH-SICM probe were

carried out after equilibrating the sample for 30 mins, mass transport was considered

to be predominantly governed by diffusion, for which Fick’s first law equation was

solved under steady state conditions:

Dj 5 cj +Rj = 0 (5.4)

where Dj is the diffusion coefficient and cj is the concentration of species j,
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Table 5.1: Equilibria data for the calcite-H2O system open to the atmosphere.37

Eq Reaction pKeq/pKa

R5.1 CO2 + H2O(l) ⇀↽ H2CO3(aq) 1.466

R5.2 H2CO3(aq) ⇀↽ H+
(aq) + HCO−

3(aq) 6.351

R5.3 HCO−
3(aq)

⇀↽ H+
(aq) + CO2−

3(aq) 10.330

R5.4 CaHCO+
3(aq)

⇀↽ Ca2+
(aq) + HCO−

3(aq) 1.015

R5.5 CaCO3(aq) ⇀↽ Ca2+
(aq) + CO2−

3(aq) 3.2

R5.6 H2O(l) ⇀↽ H+
(aq) + OH−

(aq) 13.997

Rj is a kinetic term representing the loss or formation of species j defined by the equi-

libration reactions, as described by activity corrected mass action rate equations.38

The equilibrium constant values used herein are illustrated in Table 5.1 (before activ-

ity correction). The diffusion coefficients of the individual species can be considered

to be constant over the spatial domain investigated; these values are presented in

Table 5.2.

Table 5.2: Diffusion coefficient values of various species used in the FEM model.39

Species Ca2+ H+ OH− K+

Diffusion coefficient
(10−9 m2 s−1)

0.792 7.80 5.273 1.957

Species Cl− H2CO3 HCO−
3 CO2−

3

Diffusion coefficient
(10−9 m2 s−1)

1.185 0.932 2.032 1.185

The equilibrium concentrations in bulk solution were calculated using CO2
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partial pressure PCO2 = 0.039% atm,35 and the solution pH = 6.85, which was

measured experimentally. The boundary conditions applied to the model, as illus-

trated in Figure 5.1, are listed in Table 5.3. Boundaries 1-5 are at a considerable

distance away from the crystal (30× the largest dimension of the crystal), so they

can reasonably be considered as bulk solution. Thus, they are constrained by a

bulk concentration condition. Boundary 6 is constrained by a no-flux condition, to

represent the unreactive surface of the glass substrate. Boundaries labelled 7- 11

represent the dissolving crystal faces on which a flux of produced hydroxyl, calcium

and bicarbonate ions were imposed; to satisfy the dissolution equation 5.3 on these

boundaries. A plot of average surface pH obtained from FEM simulations using a

range of J
surf

values (Figure 5.2), was used to calculate the dissolution rate associ-

ated with the average surface pH recorded experimentally on the calcite microcrystal

during dissolution.

Table 5.3: Summarised boundary conditions for the FEM model.

Boundary condition

B1-B5 ci = c0,i

B6 Ji = 0

B7-B11

n(D
Ca2+ 5 c

Ca2+ ) = J
surf

n(D
HCO−

3
5 c

HCO−
3

) = J
surf

n(D
OH− 5 c

OH− ) = J
surf

5.4 Results and Discussion

5.4.1 pH Mapping of Calcite Dissolution

The dissolution of calcite is strongly pH-dependent and this process increases the

local pH at the calcite-water interface.34,35,40 The pH-SICM probe was used to map
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the interfacial pH and changes in crystal size that occurred during calcite micro-

crystal dissolution. This served to illustrate the dual capability of these probes:

topography mapping combined with simultaneous local pH measurements.

For mapping of an entire calcite microcrystal during dissolution, we imple-

mented a hopping mode similar to that reported previously for SICM.30,32 Thus, a

series of approach curves that stopped upon reaching a specific AC -set point, sig-

nifying a particular (close) distance from the surface was used to create an image.

Briefly, the probe was approached to the calcite microcrystal at a speed of 0.2 µm

s−1 while the ac component of ionic current, iAC , was monitored during the ap-

proach. The pH was recorded simultaneously as a function of z-position (normal

to the substrate). As soon as the value of iAC exceeded the set point, the probe

was quickly withdrawn to 25 µm, moved to a new x-y pixel (in the plane of the

substrate) to start a new measurement cycle.

An optical micrograph of a typical calcite microcrystal, in 0.01 M KCl, ob-

tained directly on the experimental set up, is shown in Figure 5.2A and the corre-

sponding 3-D topography map recorded by the pH-SICM probe is shown in Figure

5.2B. This SICM image is seen to match very with the optical image, with the

advantage that the SICM image provides information of the crystal height as well

as the lateral dimensions. The pH map corresponding to the distance of closest

approach from the surface (estimated as 100 nm, from the magnitude of iAC
41) is

shown in Figure 5.2C. As expected under dissolution conditions, a dramatic increase

in pH was observed near to the microcrystal, with the pH taking values of ca. 7.9

± 0.1 close to the microcrystal surface compared to a bulk value of ca. 6.85 in this

particular case.

A three-dimensional FEM model, describing calcite microcrystal dissolution,

was used to predict the pH on the crystal surface for different dissolution fluxes (see

Figure 5.3). The pH image over the calcite microcrystal and surrounding surface

shown in Figure 5.2D corresponds to dissolution with an interfacial flux of 1.6 ×
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Figure 5.2: Topography and pH mapping of a calcite microcrystal. (A) Optical
micrograph of the calcite microcrystal. (B) SICM topography image of calcite mi-
crocrystal. (C) pH map close to (100 nm from) the calcite microcrystal and glass
surface recorded simultaneously with topography (bulk pH 6.85). (D) FEM model of
the pH distribution close to (100 nm from) the calcite microcrystal and supporting
glass substrate for a dissolution flux of 1.6 × 10−9 mol cm−2 s−1.

10−9 mol cm−2 s−1 at the calcite/solution interface; yielding a pH 7.94, in good

agreement with the surface pH recorded during the scan.

High resolution images in constant distance mode were recorded as a series of

line scans over a scan area of 20 µm by 20 µm with a line scan every 1 µm. The scan

rate employed was 1 µm s−1 and the tip/crystal distance for the probe size used, was

ca. 100 nm, corresponding to the set-point employed.41 Surface features resembling

the edge of a calcite hillock42,43 are observed in the topographical map demonstrating

the feasibility of high resolution topography imaging, using these pH-SICM probes.

To quantify the dissolution rate, two successive scans were performed on the calcite
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Figure 5.3: Relationship between the average interfacial pH (100 nm from the calcite
microcrystal surface) and log(J

surf
) calculated by the FEM simulation.

microcrystal surface and the change in crystal height between each (Figure 5.4

(panels A and B)) was determined. The two scans were performed in the same area

with each of the lines in the second scan carried out 1200 s after those in the first

scan. Between the two consecutive scans, an average height difference of 1.1 ± 0.1

µm was observed (for the scanning conditions employed, the effect of thermal drift

on topography measurement43 was < 0.1 µm, determined by repetitively imaging a

glass surface) for an area of 400 µm2 of the crystal surface, suggesting a dissolution

rate of 2.6 (±0.2) × 10−9 mol cm−2 s−1 at pH 6.85.

Figure 5.4 (panels C and D) shows the respective, simultaneous pH map

recorded on the surface of the calcite microcrystal. As expected, the average surface

pH on the calcite microcrystal surface was higher than in the bulk electrolyte, and

found to be 8.05 ± 0.06. This yields a dissolution flux of 1.9 (± 0.2) × 10−9 mol

cm−2 s−1 (see Figure 5.3 for the working curve of pH to flux), which is in good
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Figure 5.4: Simultaneous topography (A and B) and pH (C and D) images of calcite
crystal surface recorded during two constant height electrochemical scans (bulk pH
6.85). Images (B) and (D) were recorded 20 minutes after (A) and (C).

agreement with the value found above from the direct measurement of the crystal

plane. Moreover, these values are in good agreement with those expected and on

earlier bulk measurements.44,45

5.5 Conclusions

A fast and inexpensive method to fabricate nanoscale iridium oxide-based pH-SICM

probes has been presented. These probes incorporate SICM-based distance feedback

control and are suitable for simultaneous topography and pH imaging. The capabil-

ity of these probes for generating spatially-resolved pH maps of surfaces and inter-

faces has been demonstrated through studies of topographically challenging calcite

microcrystals and analysing data through coupling with FEM modelling. Both the
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pH distribution and height change yields rates which are consistent with expected

values based on known dissolution kinetics, highlighting the promise of these probes

for high resolution quantitative pH mapping in the future, and the capability of

validating probes measurements and response time through numerical simulation.
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6.1 Abstract

A combination of scanning electrochemical cell microscopy (SECCM) and AFM

have been used to quantitatively study the acid-induced dissolution of enamel. A

micron-scale liquid meniscus formed at the end of a dual barrelled pipette, which

constitutes the SECCM probe, is brought into contact with the enamel surface

for a defined period. Dissolution occurs at the interface of the meniscus and the

enamel surface, under conditions of well-defined mass transport, creating etch pits

that are then analysed via AFM. This technique is applied to bovine enamel, and

the effect of various treatments of the enamel surface on acid dissolution (1 mM

HNO3) is studied. The treatments investigated are zinc ions, fluoride ions and

the two combined. A finite element method (FEM) simulation, combined with

the AFM data, allows the intrinsic rate constant for acid-induced dissolution to be

quantitatively determined due to the well-defined mass transport within the SECCM

probe. The dissolution of enamel, in terms of Ca2+ flux (JCa2+), is first order with

respect to the interfacial proton concentration and given by the following rate law;

JCa2+ = k0[H+], with k0 = 0.099 ± 0.008 cm s−1. Treating the enamel with either

fluoride or zinc slowed the dissolution rate, although the protective barrier only

extends 20 nm into the enamel surface which meant that dissolution of modified

surfaces tended towards that of native enamel after a short period of a few seconds.

A combination of both treatments exhibited the greatest protection to the enamel

surface, but the effect was again transient.

6.2 Introduction

The dissolution of solid materials is an area of significant interest1 across many fields,

including the earth sciences,2,3 corrosion science,4 and the life sciences,5 as well as

chemistry.6−12 Studies of the mechanism and kinetics of dissolution processes are
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important for both further understanding and developing technical applications.

This requires methodologies that can probe dissolution under conditions of high

and well-defined mass transport,13 so that surface kinetics can be extracted free

from convolution from mass transport limitations.13,14 This means that dissolution

experiments must deliver sufficiently high and well-defined mass transport rates such

that surface kinetics are manifest in the measurement.

This chapter introduces a powerful combinatorial approach for dissolution

studies, in which a large number of micron scale measurements are made rapidly on

a small area of a single sample surface, for which different portions have been treated

in different ways. The focus is on the acid-induced dissolution of dental enamel as

an exemplar system, and which is also of significant interest. Enamel is the hardest

mineral found in the human body,15 forming the outer protective layer of teeth.

Its main component is calcium hydroxyapatite (HAP, Ca10(PO4)6(OH)2) which

makes up more than 95% of enamel by weight,16 with the remainder comprised of

a matrix of organic molecules, macromolecules and water.17 Dental enamel is con-

structed from rods also known as prisms, each containing a tightly packed mass of

HAP nanocrystallites in a highly orientated and organised structure.18 Once formed,

enamel has no vascular or nerve system, and can only regenerate through reminer-

alisation processes in the oral cavity.19 Conversely, the enamel layer can be affected

adversely through acid-induced dissolution processes associated with dental caries

or erosion from the modern diet.20−22

Acid attack of HAP is reasonably described by the following reaction:23

Ca10(PO4)6(OH)2)(S) + 8H+
(aq)

⇀↽ 10Ca2+
(aq) + 6HPO2−

4(aq) + 2H2O(l) (6.1)

This is the primary process of tooth demineralisation: protons react with

HAP which releases Ca2+ and HPO2−
4 ions into the solution,15,24,25 coupled with

further solution processes (vide infra).
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As highlighted above, to understand the relative contribution of surface pro-

cesses and mass transport to demineralisation rates, experiments need to be carried

out under controlled, calculable, and sufficiently high mass transport conditions.13,14,23,26

The main approach with well-defined mass transport that has been used in studies

of enamel and HAP dissolution is the rotating disk (RD) method.27−32 However,

while the RD method delivers well-defined mass transport rates,33 analysis is often

restricted to bulk solution measurements which places severe limitations on the time

and spatial resolution of the technique.13 This is particularly critical for the investi-

gation of surface treatments that have a transient effect, which require methods with

high time resolution in order to elucidate effects that the surface treatments have

on enamel. In terms of spatial resolution, a number of studies have used high res-

olution microscopy to attempt to study enamel dissolution at the nanoscale20,34−41

However, with the exception of scanning electrochemical microscopy (SECM),40 the

approaches often have rather low mass transport rates and all require the sample

to be exposed to solution for long periods, making it difficult to monitor transient

effects on dissolution, such as the effect of surface treatments.

Several treatments have successfully been used to protect enamel from acid

dissolution.42,43 It is well documented that treatment of enamel with fluoride results

in a surface layer of fluoridated hydroxyapatite and fluorapatite44−47 which resists

acid attack better than natural enamel,48,49 thus inhibiting demineralisation.48,50

The effect of Zn2+ treatment on enamel decreases the loss of Ca2+ and PO3−
4

ions from the surface. Different mechanisms have recently been studied, where

the binding of Zn2+ leading to the precipitation of an apatite-like phase, and the

formation of a zinc complex at the surface of enamel has been suggested.47,51−54

The work presented here employs a new approach for the study of dissolution

processes, coupling localised measurements with high and controlled mass transport

through the use of SECCM.55−59 The aim is to demonstrate the methodology and

to gain a better understanding of the acid induced dissolution process on enamel
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surfaces as well as the effect of treating the enamel surface with zinc and fluoride.

Localised dissolution is achieved by confining the experiment to the meniscus of a

pipette with a diameter ca.1 µm. This setup allows the rest of the surface to be kept

in air giving each local dissolution event a high time resolution. Due to the high

migration of ions across the meniscus, to the surface, and within the probe geometry

fast surface kinetics can be investigated.56 SECCM is used as a tool to allow very fine

control of the delivery of acid to the enamel surfaces resulting in localised etch pits.

These dissolution etch pits are then analysed using AFM and, using a finite element

method (FEM) simulation, the intrinsic rate for proton induced dissolution (Ca2+

release) is extracted. We have presented preliminary data using this method as part

of a multi technique approach to elucidate a new treatment for enamel erosion.60

Here, we apply the technique in much more detail to common treatments of dental

enamel, highlighting the spatial resolution of the techniques and developing a full

theoretical model to perform the quantitative analysis of data.

6.3 Experimental details

6.3.1 Solutions

All solutions were prepared using 18.2 MΩ cm (25◦C) water (Purite). Etching so-

lutions (50 mM KNO3 and 1 mM HNO3 (Sigma-Aldrich)) were prepared daily

(pH 3.3, Denver Instruments UB-10 pH meter). Zinc salt solutions used for enamel

pretreatment were made using 1000 ppm of Zn2+ from ZnCl2 (Sigma-Aldrich). Flu-

oride solutions for enamel pretreatment were 1000 ppm of F− using NaF (Sigma-

Aldrich).

6.3.2 Sample preparation

Bovine enamel samples were received from Unilever as 36 mm2 area blocks polished

to a 3 µm root mean squared (RMS) roughness, as measured by AFM (Bruker).
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The samples were then further polished using diamond lapping particles on a silk

polishing pad, starting with 3 µm sized particles and slowly working down to 50

nm (Buehler). The polishing was carried out until a mirror finish was achieved

with an RMS of 1.5 ± 0.6 nm measured by AFM. Three different treatments were

applied to each enamel block, one treatment per section, with rinsing of the sample

in Purite water between treatments. To selectively treat a particular section, a

low tack polyester tape (3M) was used to protect all but the area of interest, before

submerging the sample in the treatment solution for 2 minutes (see Figure 6.1). The

treatments used were 1000 ppm F−, 1000 ppm Zn2+, and a sector of the enamel

was also subjected to a combined treatment with F− and Zn2+, applied sequentially

as depicted in Figure 6.1.

Figure 6.1: Representation of the localised treatments applied to an enamel block:
a) Enamel block polished before any treatment applied; b) Half the sample masked
off with polyester tape; c) Zn2+ treatment applied to sample; d) Polyester mask
removed; e) Mask reapplied at 90◦ rotation; f) Zn2+ treatment applied to sample;
g) Mask removed; h) process could be repeated to increase treatment numbers and
SECCM experiments carried out.
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6.3.3 SECCM method

The SECCM tips used were fabricated from 1.5 mm diameter borosilicate theta

barrel capillaries (Harvard Apparatus) that were pulled to a sharp point using a

P-2000 laser puller (Sutter Instruments Co.). The tip of the pipette was oval and

approximately 800 nm across the main axis after being pulled. A representative tip

is pictured in Figure 6.2(a). Each pipette was filled with the etching solution and a

quasi-reference counter electrode (QRCE) comprising an AgCl-coated Ag wire was

inserted into each barrel.

The SECCM technique was set up as recently described.59 The pipette was

positioned close to the enamel surface using a manual micrometer system (M-461 se-

ries, Newport) aided by a digital camera (Pixelink). Fine positioning of the pipette

was achieved using a piezoelectric positioner system with a range of 38 µm normal

to the substrate, in the z-axis (P-753.3CD positioner, Physik Instrumente) and 300

µm parallel to the substrate in the x- and y-axes (Nano-Bio300, Mad City Labs).

A potential of 0.25 V was applied between the QRCEs in the barrels of the theta

pipette using a home-built instrument controlled via LabVIEW 2011 and a field pro-

grammable gate array card (PCI-783R, National Instruments). An oscillation of 80

nm amplitude was applied to the z-position of the tip, with a frequency of 233.5 Hz,

using an external lock-in amplifier (SR830DSP, Stanford Research Systems), and

the resulting alternating current (AC) magnitude at the driving frequency was mea-

sured and used to inform on the meniscus condition. An approach-hold-withdraw

method, as illustrated in Figure 6.2(b), was used to carry out local dissolution at

the enamel surface with different solution contact times. First, as shown in Figure

6.2(b)(i), the z-piezo was used to move the pipette towards the surface and the

approach was stopped when the meniscus made contact with the surface (without

the pipette itself making contact) as evidenced by a sudden change in the AC value.

Typically, a threshold value of one order of magnitude higher than the background
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Figure 6.2: (a) SEM image of pipette tip. (b) Representation of the experimental
setup used. The approach-hold-withdraw cycle and probe path used in SECCM
experiments. (i) Probe approaches enamel surface. (ii) Meniscus makes contact
with surface and is held for a set time. (ii) The probe is withdrawn and meniscus
removed from the surface. (c) The path the probe takes during the whole array
used. Red line represents tip path. Each spot is held in contact 1 second longer
than the previous spot.

AC measured when the tip was in air. This change in current is due to the meniscus

spreading out onto the surface.61 The meniscus was held in contact with the surface

for a precise period of time (Figure 6.2(b)(ii)), after which it was rapidly translated

away from the surface (20 µm s−1), breaking meniscus contact (Figure 6.2(b)(iii)).

The pipette was then moved laterally to the next approach location at a velocity

of 1 µm s−1 (taking 5 seconds), in this time the solution in the meniscus retuned

to its initial conditions (equilibrium reached in << 1 sec).59 This procedure was
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used to prepare an array of local etch features, following the pattern described in

Figure 6.2(c), which also shows the path of the pipette. The array created in this

experiment started with a 1 s meniscus hold time on the surface, and this was in-

creased by 1 s for each subsequent position, up to a total of 16 s. Six arrays were

created in each treatment section of an enamel surface and a total of four bovine

enamel samples were studied, meaning that 24 separate arrays were created for the

four different surfaces. Optical images showing an experiment in progress and an

example of the resultant pit arrays are provided in Figure 6.3.

Figure 6.3: Optical images of: a) an experiment in progress; b) close up image of
arrays of dissolution pits formed on a surface.

6.3.4 Atomic Force Microscopy

The SECCM etch pits were characterised using a Bruker Nano Enviroscope AFM

with a Nanoscope IV controller in tapping mode. Tips used were 0.01-0.025 Ω cm

Sb doped Si cantilevers (Bruker). The resultant images were analysed using SPIP

6.0.10 software.
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6.4 Theory and Simulations

A 3D finite element method (FEM) model has been used to extract the acid induced

dissolution rate of enamel. The theta pipette presents a symmetry plane perpendic-

ular to the pipette septum such that it was possible to model only half a pipette,

for computational efficiency, as illustrated in Figure 6.4. Values for the parameters

used to describe the theta pipette geometry were typical values obtained through

SEM images of the pipette: the major pipette radius perpendicular to the septum

(mpr = 440 nm); the minor pipette tip radius parallel to the septum (mptr = 260

nm); septum width (tw = 74 nm), pipette semi-angle (semi-ang = 2.4◦).

For simplicity the simulation assumed a planar enamel surface due to the

relatively shallow pits formed after etching, especially at the short times. However,

the meniscus contact width (mw) that is shown in Figure 6.4(a) was adjusted for

each experimental time simulated, as informed from AFM data. The meniscus height

(mh = 300 nm), and the fraction of the potential that falls across the simulation

boundaries (Ef ) were determined by matching the ionic conductance current in the

simulation (with an inert substrate surface) to the experimental barrel current of an

approach to an inert silicon oxide wafer substrate.56 Whereas, the pipette height (ph

= 100 µm), which is the height of the tip domain that was simulated, was chosen to

be sufficiently large so not to influence the results of the simulation.59 All simulations

were carried out using the FEM simulation software Comsol Multiphysics (v4.3,

Comsol AB) with LiveLink for Matlab (R2011a, Mathworks). The Nernst-Planck

equation (equation 6.2) coupled with the electroneutrality condition (equation 6.3)

was solved to determine ionic concentration distributions in the pipette and meniscus

domains:

5 .(−Di 5 ci − ziuiFci 5 V ) = Ri (6.2)

Σizici = 0 (6.3)
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Figure 6.4: The pipette geometry used (a) 2D representation of the 3D simula-
tions. (b) 2D representation of the end of the pipette. (c) The simulation geometry
used zoomed into the region of the meniscus. (d) 3D representation of pipette also
showing the meshing points used in experiments.

where ci is concentration, Di is diffusion coefficient (the values used are

given in Table 6.1.),56 zi is charge, ui is ionic mobility (calculated based on Einstein

equation) of species i, F is Faraday constant, and V is the potential (between the 2

QRCEs). Ri indicates reactions leading to the formation or loss of species i within

the field. Species in the solution were always kept at equilibrium, described by the
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following equations.

H3PO4 ⇀↽ H+ +H2PO
−
4 k∗a1 = [H2PO

−
4 ][H+]

[H3PO4] (6.4)

H2PO
−
4 ⇀↽ H+ +HPO2−

4 k∗a2 = [HPO2−
4 ][H+]

[H2PO
−
4 ]

(6.5)

where k∗a1 and k∗a2 are acid dissociation constants for H3PO4 and H2PO
−
4 respec-

tively, that are corrected for the ion activity coefficients using MINEQL+ (Chemical

Equilibrium Modelling System v4.6). In this simulation, convection from the elec-

troosmotic flow was reasonably assumed to be negligible and so was not included

because diffusion and migration play a much larger role under the experimental

conditions.58 As the experimental contact times (1-16 s) were much longer than

the time needed to reach steady-state in the pipette, it was reasonable to assume

steady-state dissolution for the simulation.56 The initial concentrations for Ca2+,

HPO2−
4 , H2PO

−
4 , and H3PO4 were assigned to zero in the simulated domain. The

bulk concentrations were maintained at the boundaries 2 and 3 (Figure 6.4(a)) with

the following equation:

ci = c0,i (6.6)

where ci is instantaneous concentration at the boundary and c0,i is initial concentra-

tion of species i. To simulate the bias, 0 V was applied to surface 3 (one barrel), and

Ef is applied to surface 2 (the other barrel). At the interface between the meniscus

and the enamel surface, represented in 2D (Figure 6.4(a)) with surface 1 as enamel

(yellow), a flux of H+, Ca2+ and HPO2−
4 was applied. The flux of these species

was directly related to the flux of protons at the enamel surface using the following

equations:

− nN
Ca2+ = 10

8 k0[H+] (6.7)

− nN
H2P O2−

4
= 6

8 k0[H+] (6.8)
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− nN
H+ = −k0[H+] (6.9)

where n is the inward unit vector and Ni is flux vector of species i, the intrinsic

rate constant for the dissolution is k0. The fractions (10/8) and (6/8) represents

the stoichiometry coefficients of the acid dissolution reaction (equation 6.1); where

protons are removed from the system, while, HPO2−
4 and Ca2+ are produced. All

other boundaries, pipette walls and meniscus sides, were considered to be electrically

insulating and have no flux.

Table 6.1: Diffusion coefficients of key solution species.62

Species Ca2+ H+ OH− K+

Diffusion coefficient
(10−9 m2 s−1)

0.792 7.80 5.273 1.957

Species NO−
3 H3P O4 H2P O−

4 HP O2−
4

Diffusion coefficient
(10−9 m2 s−1)

1.902 0.882 0.959 0.759

6.5 Results and Discussion

6.5.1 Etch Pit analysis

Six arrays (each comprising 16 etch pits) were generated on each of the four enamel

samples for each treatment. This resulted in 384 etch pits for each of the four

treatment conditions, all of which were analysed using AFM. A representative AFM

image of an array is shown in Figure 6.5. There is a noticeable trend towards deeper

and wider dissolution pits with increased time.

The volume of the pits for each hold time was averaged across all the arrays

and samples to produce Figure 6.6(a), which shows pit volume against meniscus

contact time for untreated enamel, F− treated enamel, Zn2+ treated enamel and
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Figure 6.5: Typical array of etch pits formed using SECCM. Black line marks point
of the profile at the bottom of the AFM image. The first point only makes momen-
tary contact (mc) used for orientation of the sample.

the combined treatment. These data highlight that the etch pit volume increases

with time for all surface types, but the extent of dissolution is greatest for untreated

enamel. Treatment of the surfaces inhibits the extent of dissolution, although the

difference from the untreated is most noticeable at short times. This is also evident

in the plot of pit depth vs. time (Figure 6.6(b)).
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Figure 6.6: Graphs of contact time versus (a) Average etch pit volume. (b) Average
pit depth. (c) Average pit diameter. (d) Average Ca2+ flux. Error bars show
standard error of the mean, n=24. Curves through the points are to guide the eye.
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In order to elucidate quantitative dissolution rates, it was necessary to know

the pit diameter (Figure 6.6(c)), which relates to the area of meniscus contact. The

change in diameter, and thus the area of contact between the meniscus and the

surface, was taken into account and inputted into the simulations used to analyse

the data i.e. a time dependant meniscus area was considered to ensure that surface

fluxes were determined with high accuracy (vide infra, e.g. Figure 6.8). Another

note is the possibility of leaving an aqueous droplet on the surface once the probe is

retracted, this effect is considered to be minimal as the depth of the pits is found to

be highly dependant on the etching time, which suggests that no or small volume

drop is left behind and this is not affecting the pits morphology.59

Overall, the treatments appear to show fluoride providing more protection of

the enamel surface to acid attack than zinc, with the combined treatment providing

the greatest protection. However, at longer times, the treatments are less effective,

based on the data in Figure 6.6. This is because the treatments only affect the surface

layer of the enamel. The effect of the treatment does not penetrate substantially

into the sample and protect the subsurface; this indicates these surface treatments

would be suitable as a treatment that is applied regularly, such as toothpaste as in

the mouth. In this situation treatments would be retained for longer periods of time

and any newly exposed enamel would be further subjected to treatment.

The flux of Ca2+ (mol cm−1 s−2) was determined using the time-dependant

pit volume and area (calculated using SPIP 6.0.10 software) to calculate the molar

amount of enamel removed (density of enamel is 3.16 g cm−3, molar mass is 502

g mol−1).15−19 The average flux for each contact time is shown in Figure 6.6(d).

6.5.2 Simulation

The model described earlier was implemented to calculate Ca2+ interactions and

fluxes as a function of k0 which was varied in the simulations between 1×10−3 cm s−1

and 7×10−5 cm s−1. The ratio of the diameter of contact area (obtained from AFM
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images of pit, as described) to the diameter of the pipette was varied between 0.5

and 3. Fig 6.7 shows example concentration profiles for the key species involved

in the acid attack and dissolution process for a rate constant, k0 = 0.08 cm s−1,

which is at the upper end of those measured experimentally (vide infra). It can

be seen that protons are significantly consumed at the enamel surface (interfacial

concentration ca. 0.1 mM) but that, even with this rate constant, there is some

contribution from surface treatments, which can be determined. The profiles also

show that there is some asymmetry in the diffusion of ions to and from the surface

due to the electric field between the 2 QRCEs in the Pipette.56

Figure 6.7: The concentration profiles of simulated species and electric potential at
the end of the tip using an intrinsic rate constant of 0.08 cm s−1.

6.5.3 Determination of dissolution kinetics

A 3-D working plot showing the interfacial calcium flux from the enamel surface as

a function of the dissolution (acid attack) rate constant and ratio of meniscus radius
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to pipette radius ratio is shown in Figure 6.8. The experimental data yield jca2+ , as

described above, along with the area of meniscus contact, leaving the kinetic term,

k
Hsurf

, which can then easily be determined. This calibration surface was used

to derive the rate constant using the experimental results for all four treatment

conditions and over all times. The average rate constant for each treatment is

shown in Table 6.5.3. The result for the untreated enamel substrate is comparable

to that of our previous work, 0.08 ± 0.04 cm s−1 using a different technique giving

great confidence in the untreated enamel result.30 The variation between the rates

constants for different treatments was proven to have statistical significance by using

one-way analysis of variance (ANOVA) (p = 2.9 × 10−9, 99%).

Figure 6.8: Simulated results showing Ca2+ flux (mol cm−2 s−1) textitvs. intrinsic
rate constant of dissolution (m s−1) vs. meniscus to tip ratio.
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Table 6.2: Calculated intrinsic rate constants for the different enamel substrates.
Error is standard error of the mean (n=16).

Sample
Intrinsic rate constant Intrinsic rate constant

for H+ attack (cm s−1) for Ca2+ release (cm s−1)

Enamel 0.079 ± 0.007 0.099 ± 0.008a

Zinc treated 0.047 ± 0.006 0.058 ± 0.007b

Fluoride treated 0.027 ± 0.006 0.033 ± 0.008c

Combined treated 0.019 ± 0.004 0.025 ± 0.005d

* Values with different letters are statistically different (p < 0.01): letters denote statistical
comparison for different treatments by ANOVA and Tukey-Kramer analysis.

6.6 Conclusions

This study has presented a new method of combinatorial localised dissolution anal-

ysis highlighting the ability of SECCM to make multiple, rapid, localised, and inde-

pendent measurements on a single surface, under conditions of highly defined and

fast mass transport. Combined with AFM analysis of the resulting etched features,

this provides a powerful platform to investigate surface processes. In the present

study, by following the dissolution reaction with time, it has been possible to eluci-

date the efficacy of surface treatments on enamel dissolution, and how this changes

during etching. With the additional information provided by FEM modelling,this

method has proven to be particularly powerful for the investigation of dental enamel

surfaces. Herein, the presented technique provides cheep and fast procedure to test

multiple treatment simultaneously, as a single sample can be subjected to multiple

treatments and their relative efficacy could be assessed under the same conditions.

A particularly powerful aspect of the technique is that dissolution can be monitored

for very short times, which is very beneficial as surface treatments often provide

only a thin, transient coating. We expect that this approach could have myriad
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applications in the future for examining surface coatings and treatments. Although

not exploited in this study, it should also be pointed out that dissolution can be

monitored via the ion-conductance current during meniscus contact59 which further

enhances the capabilities of this technique.

For the systems studied it has been found that both zinc and fluoride act

initially to protect enamel from acid-induced dissolution, with fluoride having the

greatest effect, whilst a combination of both treatments provided the optimum pro-

tection. This study demonstrates that the method outlined can be used to test

treatments in a high throughput, automated approach to test single and multiple

(combination) treatments of a surface very quickly and effectively.
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Chapter 7

Conclusions and Remarks

BM-SICM, presented in Chapter 2, allows the simultaneous tracking of topography

and mapping of charge density for a surface by hopping mode, which cannot be

easily obtained using other techniques. The novelty of this approach was coupled

with developing a numerical model introducing the potential perturbation signal,

to establish an understanding of the physical phenomena associated with it. This

enabled the design and analysis of the experiments, to provide information about

the topography of the surface without interference from the surface charge density.

This is accomplished through minimising the ion rectification which is induced by

the surface charge by eliminating the bias offset during the tip approach. Cyclic

voltammograms are then acquired at the end of each approach (close to the surface)

which supplies vital additional information through the AC component amplitude

and phase, that can be used along the theoretical model to analyse the probe re-

sponse and resolve the surface charge. This method represents a major advance

in surface science as charge mapping have proved to be challenging to probe and

visualise.

CLSM-SECM, presented in Chapter 3, is a new approach into the visuali-

sation of proton lateral diffusion profiles in bulk and near a surface. The proton
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profile is generated through water oxidation at the UME, and the fluorescence con-

focal laser scanning microscopy tracked the pH changes near the surface through

fluorescence intensity changes of the pH sensitive fluorophore fluorescein. This new

coupled technique could find applications in a wide range of fields, especially for

studying biological samples.

As presented in Chapters 4 and 5, new dual function probes, which were

quick and easy to fabricate, were developed. A key aspect of this work was the

development of numerical models, which enabled the rational design and analysis of

optimal experiments.

Finally, in Chapter 6, the theta-barrelled droplet technique, SECCM, was ex-

tended to understand acid-induced dissolution of enamel, and investigate the effect

of surface treatments on the dissolution kinetics. Once again, the numerical simula-

tion enabled quantitative analysis of dissolution rates for the untreated enamel and

various treatments effects.

In summary, this thesis has described major advances in the development

of EC-SPM techniques, that have been used to investigate surface charge (Chapter

2), pH tracking (Chapters 3 and 5), calcium activity measurements (Chapter 4),

and enamel acid-induced dissolution (Chapters 3 and 6). Finite element method

numerical simulations have proven to be a powerful analysis tool to maximise the

extraction of critical quantitative information, without which the experiments would

only have been qualitative.

This thesis provides a platform of new techniques and quantitative models

that will enable future development of applications of EC-SPMs in a wide range of

areas, from cell biology to materials fabrication, and fundamental surface chemistry

studies.
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