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Abstract  

Conventional communication networks route data packets in a store-and-forward 

mode. A router buffers received packets and forwards them intact towards their 

intended destination. Network Coding (NC), however, generalises this method by 

allowing the router to perform algebraic operations on the packets before forwarding 

them. The purpose of NC is to improve the network performance to achieve its 

maximum capacity also known as max-flow min-cut bound. NC has become very 

well established in the field of information theory, however, practical 

implementations in real-world networks is yet to be explored. In this thesis, new 

implementations of NC are brought forward. The effect of NC on flow error control 

protocols and queuing over computer networks is investigated by establishing and 

designing a mathematical and simulation framework. One goal of such investigation 

is to understand how NC technique can reduce the number of packets required to 

acknowledge the reception of those sent over the network while error-control 

schemes are employed. Another goal is to control the network queuing stability by 

reducing the number of packets required to convey a set of information. A custom-

built simulator based on SimEvents
®
 has been developed in order to model several 

scenarios within this approach. The work in this thesis is divided into two key parts. 

 

The objective of the first part is to study the performance of communication 

networks employing error control protocols when NC is adopted. In particular, two 

main Automatic Repeat reQuest (ARQ) schemes are invoked, namely the Stop-and-

Wait (SW) and Selective Repeat (SR) ARQ. Results show that in unicast point-to-

point communication, the proposed NC scheme offers an increase in the throughput 

over traditional SW ARQ between 2.5% and 50.5% at each link, with negligible 

decoding delay. Additionally, in a Butterfly network, SR ARQ employing NC 

achieves a throughput gain between 22% and 44% over traditional SR ARQ when 

the number of incoming links to the intermediate node varies between 2 and 5. 

Moreover, in an extended Butterfly network, NC offered a throughput increase of up 

to 48% under an error-free scenario and 50% in the presence of errors.  

Despite the extensive research on synchronous NC performance in various fields, 

little has been said about its queuing behaviour. One assumption is that packets are 

served following a Poisson distribution. The packets from different streams are 

coded prior to being served and then exit through only one stream. This study 

determines the arrival distribution that coded packets follow at the serving node. In 

general this leads to study general queuing systems of type G/M/1. Hence, the 

objective of the second part of this study is twofold. The study aims to determine the 

distribution of the coded packets and estimate the waiting time faced by coded 

packets before their complete serving process. Results show that NC brings a new 

solution for queuing stability as evidenced by the small waiting time the coded 

packets spend in the intermediate node queue before serving. This work is further 

enhanced by studying the server utilization in traditional routing and NC scenarios. 

NC-based M/M/1 with finite capacity K is also analysed to investigate packet loss 

probability for both scenarios. 

Based on the results achieved, the utilization of NC in error-prone and long 

propagation delay networks is recommended. Additionally, since the work provides 

an insightful prediction of particular networks queuing behaviour, employing 
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synchronous NC can bring a solution for systems’ stability with packet-controlled 

sources and limited input buffers. 
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Chapter 1  

Introduction 

Since the advent of data communication systems, conventional communication 

networks have been operating in a store-and-forward mode; a router accepts 

incoming packets, stores, and forwards them intact towards their ultimate 

destination. In 2000 [1], a new concept, network coding, fundamentally changed the 

‘received wisdom’ which states that information transmission in a point-to-point 

network is equivalent to mail delivery in a postal system. 

Network coding (NC) generalizes classical routing by assuming that routers are 

allowed to modify incoming packets prior to forwarding them. The reason for this 

assumption is that - when there is more than one destination node - it is not sufficient 

to replicate information at certain intermediate nodes, as illustrated in the following 

example. 

Consider a communication system with two wireless nodes S1 and S2 that generate 

packets a and b, respectively. The packets are to be exchanged through a relay node, 

W, assuming that the wireless nodes cannot either transmit and receive 

simultaneously, or receive a transmission from more than one neighbouring node at a 

time, as shown in Figure 1.1. 

  

(a) (b) 

Figure 1.1: (a) Traditional store-and-forward network and (b) Network coding based network. 

b 

a a 
S1 W S2 

b b 

a⨁b 
S1 W S2 

a 

a⨁b 
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S1 and S2 send packets a and b to W, respectively. Without NC, node W simply 

relays packet a from S1 to S2 and vice-versa for packet b; as a result, this scheme will 

take a total of four time units to complete. On the other hand, adopting NC allows 

the intermediate node W to generate a new packet based on the packets it receives 

from S1 and S2. For example, applying modulo 2 addition or performing an Xor 

operation on packets a and b results in the transmission of a new packet a⨁b to S1 

and S2. Since S1 and S2 already have packets a and b respectively, S1 can recover 

packet b by applying a⨁(a⨁b), and S2 can recover packet a by performing 

b⨁(a⨁b). Clearly, using NC, only three transmissions are required for S1 and S2 to 

exchange their packets. 

Network coding can be performed in both a synchronous and an asynchronous 

fashion. In synchronous NC, a coding node matches incoming packets from different 

streams by holding previously arrived packets until all required packets are present. 

However, with random packet arrival, packet delay will occur, because packets are 

required to wait for the other packets to undergo NC. Hence, packets arriving at 

finite buffers will be lost or dropped if synchronous NC is adopted, since packets 

that wait to be network-coded can exceed the buffer capacity. On the other hand, 

coding functions can also be bounded by time; a coding node may transmit packets 

without coding, if all streams are yet to have their packets ready within a predefined 

time. This is referred to as asynchronous NC, which was first implemented in 

wireless networks as described in [2, 3]. 

Improving the network performance using NC depends on the number of incoming 

packets to be combined, the way in which they are combined, and the information 

which the coding node requires about the other coding nodes and the network 
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topology. NC has shown its greatest impact in the fields of mathematics, information 

theory and computer and communication networks. 

Aims and Motivations  

Reduced to its basic form, a computer or communication network consists of nodes 

and communication channels. Therefore, one of the most important issues in 

communication networks is ensuring that messages at the sender nodes are 

ultimately delivered to the destination correctly, and without duplication. 

Additionally, packets flowing from node-to-node should not form undesirable 

queues when the demand for a service is larger than the capacity for the service 

available at the node. Hence, in computer networks, flow error control protocols are 

adopted to regulate data flow and compensate for transmission node errors [4]. In 

common error control techniques, the receiver performs error detection and returns a 

positive acknowledgment (ACK) for error-free transmission, or a negative 

acknowledgment (NAK) when an error is detected. Additionally, the source 

retransmits any packet that has not been acknowledged within a predetermined 

amount of time. This procedure is referred to as Automatic Repeat ReQuest (ARQ) 

[4, 5]. 

The general principle of ARQ protocols is to request the transmitter to repeat the 

sending of erroneously-received packets; this is done after checking the validity of 

each packet using an error-detection technique. ARQ mainly operates according to 

three protocols, listed in the order of an increasing complexity: Stop-and-Wait (SW), 

Go-Back-N (GBN), and Selective Repeat (SR). 

Within the same context, in computer networks, a queuing delay may occur at an 

intermediate node if packets of k incoming links with arrival rates λk address one 

output port of the node - that is, the server must serve packets with an arrival rate 
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equal to 𝜆 = ∑ 𝜆𝑖
𝑘
𝑖=1 , which could exceed the service rate, μ. Hence, flow control and 

queuing analysis play an important role in computer and communication design, and 

their study gives the flexibility to adjust various parameters in the early stages of 

network planning rather than in the operational phase.  

The advantages of NC, such as combining several packets into one, will allow the 

communication systems to send only one acknowledgment signal for several 

combined packets [6], and to reduce congestion at the intermediate node queues [7, 

8]. This reduction will significantly improve the communication system throughput, 

transmission delay and energy consumption. 

Motivated by the aforementioned NC characteristics, and the potential system 

performance improvements, the work in this thesis aims to provide SimEvents
®
-

based models of six network scenarios that show the merit of using NC, which are 

presented in two parts: The first investigates the benefits of NC when employed with 

unicast SW and SR ARQ, multicast SR ARQ, and extended multicast SR ARQ 

networks. The second presents a network model of two types of queuing models, 

M/M/1 and M/D/1, residing at an intermediate node and employing synchronous NC 

defined in the following chapter. 

SimEvents
®
 is an event-driven software tool which simulates system behaviour 

using a hierarchical modelling strategy, working upward from the basic subsystems 

to represent and compile the complete network [9]. SimEvents, which is a library 

element in MATLAB
®

 Simulink with a user-friendly Graphical User Interface 

(GUI), has the ability to utilize relevant library elements for realistic network 

modelling. It consists of predefined blocks, such as queues, servers and switches to 

enable the representation of communication systems and aggregation of statistics 
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such as delay, throughput, packet loss, average queue length, and other metrics. 

Paths can be established by connecting gate and switching blocks on which packets 

can travel in response to events and according to selective switching criteria and 

imposed delays. This allows the modelling of simple and complex networks of 

queues and servers. Therefore, SimEvents is suitable for the particular scenarios 

analysed in this thesis. Despite its features, there have been as yet few academic 

papers based on the use of SimEvents [10-12]. Most studies on computer and 

communication networks have been extensively utilizing the well-known network 

simulators NS-2 and OPNET [13-15].  

The work will in general focus purely on the use of NC from the error-control 

schemes and the queuing system perspective. To the best of the author’s knowledge, 

NC with these settings has not been applied in this way with this focus and it will be 

shown that its use will bring benefits to the research area. It should also be stated that 

the method and results presented here are not mutually exclusive, and this work is 

not shown to be a solution, but part of the solution. 

It is hoped that the benefits of this work are taken further by others researchers, 

particularly the network optimisers who may be able to find the conditions for which 

the network have high throughput, and potentially fulfilling the system design 

requirements. It is also hoped that this thesis will as well act as a guideline on the 

usage of SimEvents as a tool for analytical validation.  

The list of contributions drives the entire thesis 

The following contributions have been produced as a result of the work contained 

within this thesis. 
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1. The work starts by constructing a control unit to be used for the first time in 

SimEvents
®
, enabling the simulation of traditional SW ARQ. This control unit 

solves the problem where, in SW ARQ, the sender cannot transmit a new packet 

until it receives an acknowledgment from the previous packet. Since there is no 

acknowledgment received prior to the first packet, a mechanism to solve this 

problem is proposed.   

2. The work then exploits the control unit to model a communication system 

employing traditional SW protocol as an error-control scheme.  

3. The modelling of the traditional SW protocol is then integrated to investigate the 

throughput benefits of NC when employed along with the SW ARQ protocol. 

4. The promising results obtained by employing NC with SW ARQ extend the 

work to encompass the investigation of the throughput benefits of NC, when 

employed along with the SR ARQ protocol in both unicast and multicast 

butterfly networks. 

5. The investigation of the throughput benefits of NC, when employed along with 

SR ARQ protocol in a simple butterfly network, allows the expansion of the 

work to investigate NC when employed in an extended butterfly network with 

two intermediate coding nodes and three sinks. 

6. The introduction of synchronous NC, when studying its benefits in the extended 

butterfly network, highlights the need to study the effects of synchronous NC on 

an intermediate node queuing system. This is manifested by analysing the 

performance of an NC-based queuing model with exponential inter-arrival and an 

exponential service, M/M/1. A theoretical construction of the coded packets 

distribution behaviour under this arrangement is provided and validated via 
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simulation; this is in addition to the investigation of the mean waiting time and 

server utilization of the system. 

7. Under the same arrangement of the M/M/1 system, the performance analysis of a 

NC-based queuing model with exponential arrival and deterministic service, 

M/D/1, is carried out by exploiting the theoretical results of the coded packets 

behaviour previously obtained. This is further validated via simulation under the 

new arrangement where the mean waiting time and the server utilization are also 

provided.  

Thesis Outline 

The thesis is organised into 9 chapters, of which Chapters 3, 4, 5 and 6 constitute the 

first part, and Chapters 7 and 8 represent the second.  

Chapter 2 discusses the theory and practice of the NC technique, and the literature 

relevant to the study. Specifically, it explores the fundamental concepts of NC, and 

also the various sub-types of NC such as Linear NC (LNC), random and 

deterministic NC. Synchronous and asynchronous NC and their applications in both 

error control schemes and queuing theory are also explained. 

Chapter 3 elaborates the three main types of ARQ scheme. The main focus will be 

on SW and SR ARQ. Within this chapter, a simulation-based analysis of the 

traditional SW ARQ protocol performance is provided. A transmitter control unit is 

proposed to tackle the issue of sending the first packet without a previous 

acknowledgment (ACK) signal being required from the receiver; this enables the 

implementation of NC in the SW ARQ scheme proposed in the following chapter. 

Chapter 4 illustrates the usefulness of adopting a modified NC scheme in a SW 

ARQ based point-to-point communication system employed at an intermediate link 
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in a multicast network. A Vandermonde coding matrix is utilised so that the receiver 

will be able to send one ACK signal for several linearly-coded packets. For various 

packet error rates and propagations times, it is shown that the link throughput can be 

greatly improved, depending on the number of incoming links to which the 

intermediate nodes are connected.  

Chapter 5 investigates the throughput gain that NC can offer to both unicast and 

multicast scenarios, adopting SR ARQ as an error-control scheme. In both unicast 

and multicast scenarios, k of n-dimensional packets are firstly coded into only one 

packet of size n, and then advanced into the channel, which makes it less prone to 

errors and consume less transmission time. The throughput performance of SR and 

SR NC-based systems is compared under various packet error rates and propagation 

delays.  

Chapter 6 extends the work carried out in Chapter 5 by utilizing NC in an extended 

butterfly scenario, where a network has two encoding nodes and three sinks. The 

introduction of a synchronization scheme - where a destination node holds the 

decoding operation until all required coding packets from all flows arrive - highlights 

the importance of studying the queuing behaviour of a coding node, since its input 

buffers become intractable when the required packets in one flow take a long time to 

arrive, which is the topic discussed in both Chapter 7 and Chapter 8. 

Chapter 7 explores the consequences of applying synchronous NC on an 

intermediate queuing system. It starts with providing a mathematical derivation and 

simulation of the behaviour of coded packets in a Poisson arrival and exponential 

service queuing model, M/M/1. Theoretical and simulation results show that the 

Poisson-distributed packets coming from different streams follow a general random 
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distribution after coding. Additionally, NC is shown to achieve significant queuing 

stability in terms of waiting time and packet loss probability, compared to the case of 

traditional routing. Server utilization of both traditional routing and NC is also 

provided. Furthermore, a study of packet loss probability is investigated for an 

M/M/1 queuing model with limited capacity K.  

Chapter 8 exploits the results obtained from Chapter 7, and studies the behaviour 

of coded packets in a Poisson-arrival and deterministic service, M/D/1 queuing 

model. The coded packets distribution expression is again stated and verified via 

simulation. Simulation-based results of performance measures including the 

comparison of the FIFO queue mean waiting time and server utilization for merged 

and coded packets are also presented. 

Chapter 9 concludes the research presented throughout the thesis, and summarizes 

the major results achieved from the previous chapters. This is followed by 

suggestions for further research that may be considered given the results presented 

here. 
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Chapter 2  

Network Coding 

2.1 Introduction 

Chapter 1 has provided a brief introduction to the concept of network coding (NC). 

The goal of this chapter is to detail the theory pertaining NC and its application in 

the subject areas of error control protocols and queuing theory. Introduced in [1], NC 

can achieve the multicast capacity between the sending node and each receiving 

node. Unlike conventional store-and-forward routing [16], NC allows the 

intermediate nodes to perform mathematical operations on data received at their 

incoming links when information is multicast in a network. The concept of NC is 

best illustrated by the butterfly network presented in Figure 2.1, which is considered 

as the starting point of NC. 

The butterfly model is a directed graph G = (V, E), where V is the set of nodes that 

encompasses hosts and routers, and E is the set of edges that connects these routers 

together. The source node 𝑆 ⊂ 𝑉 generates information bits A and B at a rate of two 

per time unit, and wishes to convey these bits to both sinks R1 and R2 ⊂ 𝑉. Each link 

in the network has the capacity to transmit one single bit at a time. Nodes W1 and W2 

are the intermediate nodes, which act as typical switching or relay stations. A key 

feature of this network is that it contains a bottleneck link (W1, W2). 
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When the network is operated based on a traditional routing (TR) scheme, node W1 

can only advance one bit downward through the bottleneck link (W1, W2) upon 

receiving A and B, causing a congestion problem. 

 

Figure 2.1: A network that requires coding to achieve multicast 

If A is forwarded through W1, sink R1 will, in a single time slot, receive A twice but 

not B; the same applies for R2 when B is forwarded. Nevertheless, by allowing W1 to 

combine A and B simply using the modulo 2 sum (XOR function), R1 and R2 receive 

pairs (A, A⨁B) and (B, A⨁B), respectively. This allows destination R1 to recover 

B= A⨁(A⨁B), and R2 to recover A= B⨁(A⨁B). Therefore, R1 and R2 can easily 

recover the original packet bits by performing a simple algebraic operation, but at the 

expense of an encoding and decoding operation cost at the intermediate and 

destination nodes, respectively. The transmission procedure is summarised in Table 

2.1 and Table 2.2 for traditional routing and network coding, respectively. 
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Table 2.1: Data transmission in a butterfly network using traditional routing. 

Time slot A B 

0 S→S1 S→S2 

1 S1→ W1,S1→ R1 S2→ W1,S2→ R2 

2 W1→ W2 W1 

3 W2→ R2 W1→ W2 

4 R2 W2→ R1 

Table 2.2: Data transmission in a butterfly network using network coding. 

Time slot A B A⨁B 

0 S→S1 S→S2  

1 S1→ W1,S1→ R1 S2→ W1,S2→ R2  

2 R1 R2 W1→ W2 

3 R1 R2 W2→ R1, W2→ R2 

It can be seen that traditional routing consumes a total of four time-slots to transmit 

data bits A and B; however, NC is capable of conveying A and B in three time-slots, 

which results in 2/3 = 0.667 bits per time-slot compared to 0.5 bits per time-slot in 

TR. NC can therefore help in better-sharing the available network resources, and 
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thus offers numerous advantages over the conventional routing in multicast 

throughput [1, 17, 18].  

It has been proved [19] that in an acyclic coding networks, the number of encoding 

nodes required to achieve the network capacity is bounded by h
3
k

3
,
 
where h is the 

number of packets needed to be delivered to a set of k sinks. It is been also observed 

that the number of encoding nodes is independent of the size of the network and is 

bounded by h
3
k

3
. 

It is important to determine the location and number of nodes which should employ 

NC, however, finding a minimal set of encoding nodes where coding is required is 

NP-hard [19]. Several papers [17, 20-25] have addressed coding and decoding 

options, and have established the theoretical ability of NC to improve network 

throughput. An algebraic framework for NC with an investigation of linear network 

codes for directed graphs with cycles was developed in [23]. This scheme was later 

used by [20] to show that random NC coefficients can be efficiently constructed. An 

efficient construction of deterministic network codes - when the topology is known - 

was proposed in [22]. This is manifested by providing deterministic polynomial time 

algorithms for designing linear codes, given a directed acyclic graph with an  edge, 

of unit capacity, that is tolerant to edge failure.  

The idea of random linear network coding was first implemented by Chou et al. [26]; 

the authors proposed a practical real-world NC scheme by designing a packet format 

that removes the need for any centralized knowledge of the graph topology and the 

encoding or decoding functions. A stream of information is divided into generations, 

and random NC is applied within each generation. Coding coefficients are carried by 

the coded packets before transmission. Practical NC can achieve throughput close to 
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capacity with low delay [26]. Based upon this practical NC scheme, a commercial 

application for file content distribution (named Avalanche) is proposed in [27]. NC 

has diverse applications in wired and wireless networks, such as peer-to-peer 

networks, sensor, ad hoc and cellular networks [28].  

2.2 Network Coding in Wireless Networks 

The use of NC has also demonstrated advantages in increasing the throughput and 

bandwidth efficiency of wireless networks, and in saving wireless resources [3, 21, 

29-31]. As an illustration, consider a communication system shown in Figure 2.2, 

with two wireless nodes A and C, that wish to exchange their bits through an 

intermediate relay node B. It is assumed that the wireless node cannot either receive 

a transmission from more than one neighbouring node, or simultaneously transmit 

and receive data. 

 

Figure 2.2: A transmission scenario in (a) store-and-forward and (b) NC wireless communication 

systems 

Figure 2.2 (a) shows that a traditional routing scheme takes a total of k = 4 time-slots 

to complete the exchange procedure. With the help of NC, the transmission time can 

be reduced to three time-slots, as shown in Figure 2.2 (b). Hence, in comparison with 

the TR scheme, NC can save one time slot, and hence save transmission bandwidth. 
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Furthermore, NC can offer significant benefits by saving transmission energy when 

deployed [32]. The first implementation of NC in a real-world wireless environment 

was presented in [2] using an opportunistic approach to NC called COPE, where 

each node intercepts data on the medium, and detects coding opportunities after 

learning the status of the neighbouring nodes. This is then implemented in real-world 

wired networks in [26, 27]. The scenario presented in Figure 2.2 can also be 

considered as a model of a satellite communication system, where A and C 

correspond to ground stations that communicate with each other through node B, 

which corresponds to the satellite. This concept was first introduced in [33], before it 

was fully developed by [1]; in the latter the term “network coding” was coined.  

2.3 Synchronous and Asynchronous Network Coding 

In the early stages of the development of NC, the maximum network capacity 

achieved by NC implicitly assumed that packets of different flows are well 

synchronised. In synchronous NC, a coding node holds its coding operation until all 

required packets from different flows arrive. However, since real-world networks 

present stochastic packet arrivals and unpredictable delays, the size of the coding 

node buffers may increase to infinity [34]. This led to the proposal of the 

asynchronous NC approach, where the node calculates the probability that the 

packets it is waiting to combine are decoded by the receiver. If the probability is 

greater than a certain threshold, the node sends a packet combination, otherwise the 

packet is sent without coding. Additionally, a coding node may transit un-coded 

packets if no coding opportunities occur within a predefined time or pre-set 

conditions. This concept was fist implemented and evaluated by [2, 3] and attracted 

substantial research efforts. 
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2.4 Linear Network Coding (LNC) 

The encoding functions fe for e ∈ E can be very complicated, and the role of NC is to 

design a function which ensures the reception of coded blocks that are represented by 

a set of equations that have a unique solution at the receivers. 

Li et al. [17] concluded that a linear encoding process is sufficient to achieve the 

max-flow bound in a multicast network, between a source and each receiver; a 

detailed algebraic description of such a function in NC is presented in [23]. The use 

of linear coding makes the coding and decoding processes faster, and easier to 

implement in practice [35].  

Let 𝑏1, 𝑏2, … 𝑏𝑘 ∈ 𝔽𝑞 be the message packets arrive at the intermediate node W1. 

 

Figure 2.3: A intermediate link employing LNC 

The transmission on the link is assumed to be synchronized in such a way that several 

packets are present at W1 at the same time. The transmitted packets  𝑋(𝑒) denote the 

symbol that is being sent on link 𝑒 ∈ 𝐸, and are related to the received packets by the 

linear equation, which is expressed as a combination of the packets that enter at node 

W1: 

𝑋(𝑒) = 𝑓𝑒({𝑋(𝑒́)}𝑒́∈𝐼𝑛𝑝𝑢𝑡(𝑊1)) = 𝐿𝑤 . 𝑋(𝑒́) 

where Lw is the local transfer matrix at W1. Each outgoing packet X(e) is a linear 

combination of the incoming packets at the edge 𝑒́ entering node W1. The 

intermediate node W2 relays the coded blocks 𝑋(𝑒) to its outgoing ports toward the 
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sink nodes 𝑡𝑖 ∈ 𝑇 ⊂ 𝑉, which should be able to retrieve the original packets by 

solving the set of equations 

{𝑓𝑒(𝑏1, 𝑏2, … 𝑏𝑘) = 𝑋(𝑒)}𝑒∈𝑖𝑛𝑝𝑢𝑡 (𝑡𝑖). 

Since only linear operations are performed in the network, every packet transmitted 

along an edge is a linear combination of the source packets, 𝑏1, 𝑏2, … 𝑏𝑘. That is, for 

every node 𝑣 ∈ 𝑉, X(e) can be given by 

𝑋𝑣(𝑒́) = 𝐺𝑣 [
𝑏1
⋮
𝑏𝑘

] 

where Gv is the global transfer matrix at v. In order for a sink node 𝑡 ∈ 𝑉 to recover 

the source packets, it is necessary for 𝐺𝑡 at t to have a rank k [26], since only then 

does 𝐺𝑡 have an inverse 𝐺𝑡
−1 satisfying 𝐺𝑡

−1𝐺𝑡 = 𝐼𝑘, where 𝐼𝑘 is the identity matrix.  

The result of encoding a set of packets that satisfies the coding conditions is called a 

coded block. The encoding function coefficients can be chosen in a deterministic or 

random way, highlighted in the following sections. 

2.4.1 Deterministic linear network coding 

When the data segment blocks are about to transmit, the source S chooses a set of 

coding coefficients C to produce a linear combination of the original data blocks. In 

deterministic NC [22, 36], C is chosen according to a predefined set of coefficients, 

nodes use the same encoding function at each run, and the encoding coefficients are 

known to every node. Hence, a full knowledge of the network topology is required, 

and nodes should be informed about the encoding design; this eliminates the need for 

overheads, and the operational cost of decoding will be low [37]. However, packets in 

practice are subject to link and node losses, and centralised knowledge of the network 
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topology is difficult to obtain. These constraints are overcome by random NC 

addressed in the following section.  

2.4.2 Random linear network coding 

In random NC [20, 38, 39], coding coefficients are not carefully designed, but simply 

chosen at random from a finite field. Hence, no previous knowledge of the network 

topology is required, which makes it suitable for large and dynamic networks. This 

property provides the flexibility to cope with arbitrary network topologies, and the 

ability to be applied in wireless networks [3, 40], P2P networks [27, 41], network 

security [42] and optical networks [43]. However, this randomized method requires a 

certain amount of overhead, such as the calculation of coding coefficients which are 

attached and transmitted in each coded block. Moreover, the higher operational cost 

of such a random coding scheme cannot be avoided, since the receivers have to solve 

a new system of equations for each transmission [37]. It can be concluded that 

random NC is resistant to packet loss, delays, different link capacities and variations 

in network topology [44]. 

2.4.3 Full-rank Vandermonde Matrix 

As already mentioned, coding coefficients can be randomly generated and embedded 

in each coded block header [26]; this makes the approach suitable for large and 

dynamic networks. An alternative approach is for the sender and receiver to agree on 

one deterministic invertible encoding matrix, V. This method requires prior 

knowledge of the network topology, but it reduces the operational cost of the 

decoding process, as the receivers solve the same system of equations for each 

transmission. In Chapter 4, a (k × k) Vandermonde matrix [45] is used, where αi ≠ αj 

for i ≠ j to ensure det(V) ≠0: 
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⋮
𝛼𝑘
𝑘−1)

 
 

 (2.1) 

The row elements of 𝑉 ensure a non-linear relationship between the encoded blocks, 

which allows the receiver to perform a decoding operation once k blocks have been 

received. 

Figure 2.4 gives an illustrative example of a source S, multicasting blocks B1 and B2 

to both receivers R1 and R2. Although both nodes W1 and W2 can serve node R1, 

they may end up transmitting the same block B2 to node R1, since there is no 

connection between W1 and W2. In this case, the bandwidth of W1 is wasted. 

Similarly, W1 may transmit block B1 to node R2, which has already received B1 

through S1. 

 

Figure 2.4: An example of the distribution of two blocks B1 and B2 with NC [44] 

With NC, however, W1 can transmit a coded block Y=c1B1+c2B2, with randomly 

chosen coefficients c1 and c2, to both R1 and R2. In this case R1 can retrieve the 

original blocks B1 and B2 by solving the following set of simultaneous equations: 
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[
B1
B2
] = [

0 1
c1 c2

]
−1

. [
B2
𝑌
] 

(2.2) 

The computational complexity of NC escalates with an increasing number of blocks; 

to reduce the effect of this, blocks in a file can be divided into multiple generations, 

with NC only being applied within the same generation [26].  

2.5 Network Coding in Computer Networks 

2.5.1 Network coding based error control techniques  

The use of NC has been explored extensively in order to exploit its usefulness in 

improving multicast capacity. However, NC is still emerging from the fields of 

mathematics and information theory, therefore its practical application in real-world 

data communications systems has not been fully explored in existing research work. 

Usually, the performance of communication systems employing NC is investigated 

under the assumption that packets travel in error-free networks [1, 17]. Since 

transmission errors are unavoidable, communication networks adopt error control 

techniques to ensure reliable packet delivery. Packets which are received incorrectly 

must be retransmitted according to one of the most commonly used Automatic 

Repeat reQuest (ARQ) protocols: Stop-and-Wait (SW), Go BACK N (GBN) and 

Selective Repeat (SR). These protocols are based on the same mechanisms: the 

sender starts a countdown timer whenever it transmits a packet; the receiver 

transmits an acknowledgment for every correct reception; and the sender assumes 

that a packet has been lost when its acknowledgment does not arrive before the timer 

expires [46, 47].  

The benefits of NC, as described in Chapters 4, 5 and 6, can be combined with ARQ 

schemes to improve network performance. Employing NC in a network allows the 
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next-hop destination to send one feedback message (ACK signal) for either k linearly 

coded packets of size kn, or one combination of size n, depending on the coding 

scheme utilised, as depicted in Figure 2.5. This yields better network performance in 

terms of throughput, transmission bandwidth and energy consumption.  

 

Figure 2.5: NC-based scenario where one ACK signal is sufficient for (a) coded 

packets of size nk, (b) coded packets of size n 

Network coding with feedback was first attempted by Fragouli et al. [6]; the authors 

present a number of simple observations that indicate the possible benefits of using 

feedback in the context of NC. In [48], the authors analyse the reliability gain of NC 

for reliable multicasting in wireless networks; they show that NC significantly 

reduces the number of retransmissions in error-prone networks compared with an 

end-to-end ARQ scheme.  

As a natural extension of ARQ schemes, [49] proposes a new coding and queuing 

management algorithm for communication networks, which employs linear NC. This 

scheme combines the benefits of NC and ARQ, enabling the sender to control its 

queued packets upon receiving acknowledgments based on the receivers’ states of 

knowledge. In a single-hop wireless network [50], a hybrid ARQ-random NC 

framework for real-time media broadcast is proposed, which aims to minimise the 

packet erasure rate in order to enhance the media quality at receivers. Within the 
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same context [51], some NC schemes have been proposed to reduce the number of 

broadcast transmissions from the sender to multiple receivers, compared to ARQ 

schemes. This is carried out by maintaining and then XORing a list of N lost packets 

at the sender, before transmitting them to all receivers. A receiver is able to recover 

its lost packet by XORing the successfully-received combined packet with an 

appropriate set of previous correctly received packets. By integrating NC and ARQ 

schemes in [52], the end-to-end delay performance of reliable communications over 

a lossy wireless network was studied, based on the model presented in [48].  

The steady-state throughput of general NC nodes is studied in [53]. In this study, a 

NC node with H incoming links perform coding, and transmit the coded packets via 

one outgoing port, through Stop-and-Wait ARQ protected links. The authors assume 

that the system operates in a synchronous manner, and that the incoming node links 

are provided with a FIFO queue to store packets, which are assumed to be ready to 

send. The authors conclude that the throughput of a NC node decreases as the 

number of incoming links increases and hence an increasing buffer size of the 

involved links is suggested. In the context of the three types of ARQ schemes, the 

authors in [54] investigated the maximum achievable throughput of the Butterfly 

networks. Figure 2.6 shows that in an error-free environment, the system attains the 

maximum possible throughput that the ARQ scheme can achieve. The work 

presented in this thesis, however, compares the performance of the three types of 

ARQ with and without employing NC. This makes the effect of NC improvement to 

be more evident.  
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Figure 2.6: Maximum throughput versus PER of the butterfly network [54]  

The authors in [55] present an NC-based cooperative ARQ scheme, which improves 

the network’s bandwidth by minimizing the number of total transmissions, while 

significantly reducing the average time to transmit data packets. Among ARQ 

schemes, the Stop-and-Wait protocol is the most suitable one that can be used in 

half-duplex underwater networks [56]. However, the low bandwidth, long 

propagation delays and high error probability makes other ARQ techniques 

unsuitable for such environments [57]. The authors in [57] propose an error recovery 

scheme that carefully couples NC and multiple paths in underwater sensor networks. 

A number of downstream neighbour nodes are utilized to improve the efficiency of 

NC through adjusting the routing paths and the amount of redundancy on each node. 

2.5.2 Network coding based queuing theory  

The use of NC can achieve a significant capacity gain when the incoming data are 

properly synchronised. Hence, it is important to investigate the impact of employing 

synchronised NC on the behaviour of an encoding node. If synchronized NC is 

adopted over an intermediate encoding node with K incoming links, coding will not 

be performed unless at least one packet on each link is present. This means that 
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buffers attached to incoming links with high data rates will suffer from queuing 

problems, which leads to their buffer size approaching infinity [34]. Although the 

performance of communication systems employing asynchronous NC has been the 

subject of substantial interest in recent years, very little work exists that considers the 

queuing behaviour when synchronous NC is adopted. Figure 2.7 shows a general 

queuing system with two incoming links and input buffers. 

In Chapters 7 and 8, an intermediate node with K input links is considered, as 

depicted in Figure 2.7.  

 

Figure 2.7: A typical queuing system with K incoming links 

Each link is connected to a source that generates packets independently according to 

a Poisson process with rate λK. In the case of traditional routing, the total incoming 

traffic rate with two sources at the intermediate node queue is λ= λ1 + λ2. The 

employment of a synchronous NC scheme forces packets to wait for the arrival of 

other packets with which they will be combined, incurring a potential 

synchronization delay. In order to tackle this problem, several strategies have been 

proposed based on the concept of sending un-coded packets should packets of other 

sources not arrive within a predefined time. This may cause transmission 

inefficiency, since un-coded packet streams can only communicate one packet at a 

time, whereas coded packet streams can communicate two or more packets during 

the same duration of transmission. Therefore, introducing asynchronous NC may 

offer an advantage in terms of increasing coding opportunities, as a coding node may 
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wait some time for a packet to be received from the other node. However, system 

performance may degrade if this waiting time is prolonged.  

In the literature, various approaches have been taken to tackle the problem of 

synchronization, and to quantify the benefits of NC from the queuing perspective. 

The opportunistic NC (ONC) method has been proposed where the coding decision 

depends on certain conditions [2, 3]. Within the context of queuing analysis, an 

opportunistic NC approach has been proposed by [58] where the decision of coding 

depends on the buffer’s state at a given node. In the developed queuing model, the 

decision to transmit un-coded packets depends on the number of packets in the 

buffers. The impact of this decision on the energy-delay trade-offs is analysed in 

[59]. The authors introduced energy-efficient transmission strategies based on the 

instantaneous queue contents for stable operation, and highlight the cross-layer 

optimization trade-offs between different measures of throughput and energy 

efficiency. ONC is also employed in [60] to solve the problem of synchronization 

where a use of a dynamic buffer allocation at the relay station is proposed. The 

authors proposed a discrete-time Markov queuing model for a wireless lossy 

butterfly network, where opportunistic NC scheduling protocol [2, 7, 58] is 

employed at the relay node. In [61], the authors model an energy-delay trade-off 

problem as a continuous Markov chain with exponential arrival rates. The method 

proposes a threshold for the buffer used to accommodate waiting packets – when this 

is exceeded, packets are transmitted un-coded. This work has been extended in [62], 

a study which captures the different functionality of NC, including packet 

classification, route processing, coding and transmission. It is assumed that the 

relay’s buffers have unlimited capacity; therefore, loss of packets due to buffer 

overflow cannot occur. An NC aware queue management scheme [63] is employed 
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at intermediate nodes, to fully exploit the coding opportunities. The authors in [64] 

analysed the behaviour of a system employing ONC for the case of general arrival 

rates. The analysis studies the trade-off between the delay due to waiting for coding 

opportunities and the increased efficiency of spectrum access due to NC.  

Through solving queuing systems for the buffer behaviour at a relay node, [65] 

derives closed-form expressions for the throughput and packet delay of NC in the 

slotted ALOHA protocol. In [66], the authors present a queuing model for RLC for 

time-division-duplex (TDD) channels in a bulk-service queuing system; numerical 

results for the mean number of packets in the queue are presented, and an optimal 

choice for the bulk-size that minimizes the mean number of packets in the queue is 

shown. 

Presented in Figure 2.8, the model proposed by [34], concludes that Poisson 

distributed incoming packets results in coded packets asymptotically follow a 

Poisson distribution as shown in Figure 2.9. It also concludes that due to 

synchronization, the queue size of the encoding node will approach infinity, as 

shown in Figure 2.10. This observation has led to the proposal of an opportunistic 

scheduling strategy, Combined Opportunistic Scheduling and Encoding (COSE), in 

which a clearing stage is associated with an encoding stage to transmit unmatched 

packets to clear non-empty queues. This scheme has come to be regarded as an 

asynchronous NC approach, since some packets are transmitted without coding. 
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Figure 2.8: Queuing model of the encoding node with two inputs and one output [34] 

 

Figure 2.9: Histogram of the interval time in f3 [34] 

 

Figure 2.10: Queue length variation via time in f1 and f2 [34] 

In [67], the additional delay at the intermediate nodes caused by synchronous and 

asynchronous partial coding is evaluated. In a wireless Butterfly network [7], the 

authors compare the classical routing with NC in delay-sensitive applications. Two 

queues in tandem were considered to observe the equilibrium queue-length build-up 
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of the second queue in the presence of stochastic arrivals and limited service rates. In 

the wireless broadcast medium, RLC is also studied in [8]. The authors present a 

queuing model for RLC and explore the delay performance of RLC that adapts to the 

stochastic arrivals of traffic at source node, which is analysed as a discrete-time 

bulk-service queue.  

In further research, the authors in [68] built a generic queuing model under 

asynchronous NC, based on the Internet core scenario. They studied the stability of 

the system, and the maximum achievable coding gain in a stable system. In addition, 

a quantitative relation between different metrics such as packet delay, traffic arrival 

rate and service rate under general traffic arrival is described. 

In contrast to previous work, Chapter 7 extends the results obtained by [34] and 

introduces a new analytical model for an M/M/1 system, with two and three source 

nodes addressing one intermediate node, but without input buffers. The source nodes 

are assumed to hold their packets until all packets from other sources have their 

packets ready for coding simultaneously.  The study aims to investigate the coded 

packet distribution prior to their entry to the intermediate node queue, and also their 

waiting times before they are served. The results show that the resulting coded 

packets follow a random general distribution. The M/M/1 queue has a Poisson 

distribution for arrivals and departures and has infinite buffer size with one server. If 

the queue has a finite buffer of K then it will be referred to as M/M/1/K. Later in 

Chapters 7 and 8, the terminologies of newly formed queues will be identified and 

defined accordingly. 

Based on the analytical results obtained in Chapter 7, Chapter 8 studies the 

behaviour of an M/D/1 queuing system under a synchronous NC-based scenario. The 
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study shows that the M/D/1 queuing system, in a NC-based system with two inputs, 

leads to a general input queuing system, which consequently leads to a G/D/1 

queuing system. The M/D/1 queue is a single-server system with Poisson-distributed 

arrivals, with a mean value λ, and is a special case of the M/G/1 queue with a 

constant service time distribution μ. An example of the application of this model is a 

situation where two packets from different streams arrive at a router; here they are 

formed into a single packet with a fixed length - hence the service time is always the 

same. The characteristics of this queue are originated from the Pollaczek-Khintchin 

formula [69]. Since the service time of the studied system is constant, the variance is 

zero, i.e. σ2 = 0. The statistical measures are thereby developed and listed below: 

 𝐿𝑞 = 𝜌
2/[2(1 − 𝜌)] (2.3) 

 𝑊𝑞 =
𝐿𝑞

𝜆
=

1

2(𝜇 − 𝜆)
−
1

2𝜇
 (2.4) 

where ρ is the utilization ratio, and is equal to λ/𝜇, and Lq and Wq are the queue 

length and the mean waiting time in the queue, respectively.  

There have been several studies that investigate the G/D/1 system but out of the 

scope of NC. For example, the relationship between the probability generating 

function (pgf) of the buffer content, and the pgf of the packet delay, in a discrete-

time G/D/1, is derived in [70]. The G/D/1 can be used to model heavy traffic 

networks using α-stable self-similar processes [71]. Based on an embedded Markov 

chain, simple recursive formulae of the queue length and waiting time for the case of 

discrete autoregressive arrivals can be derived [72]. Wireless nodes are modelled as 

a G/D/1 queue for capacity planning using a Cross-Layer approach [73]. In cell-

based telecommunication systems, with a constant cell transmission time, such as 

ATM, G/D/1 has potential applications since it allows arbitrary inter-arrival time 
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distributions, whilst maintaining a constant cell service time [74]. The authors in 

[75] propose methods to estimate the parameters of arrival processes of a G/D/1 

queuing system, based only on observed departures from the system. The proposed 

estimation algorithm can be further utilized in a network of an arbitrary number of 

G/D/1 queues in sequence.  

2.6 Conclusions 

In this chapter, an overview of NC is provided as background knowledge for aiding 

the understanding of the following chapters. The NC technique proposes that an 

intermediate node can forward any function of incoming packets, not only limited to 

making copies of these packets. Some examples of the general concept of NC are 

stated in order to elaborate the advantages of NC over the TR scheme in both wired 

and wireless environments. Additionally, related work concerning the employment 

of NC along with error control schemes and queuing theory is also presented. The 

following chapter introduces three flow error control mechanisms, namely Stop-and-

Wait (SW), Go-back-N (GBN) and Selective Repeat (SR); a simulation-based study 

of SW ARQ is also described. 
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Chapter 3  

Computer Network Flow Control 

3.1 Introduction 

In the previous chapter, a brief introduction to the concept of network coding (NC) 

was provided. In this chapter, three flow error control mechanisms, namely Stop-

and-Wait (SW), Go-back-N (GBN) and Selective Repeat (SR) are introduced. 

Communication and computer networks adopt a flow control mechanism to maintain 

the packet transmission reliability between the sender and receiver; in addition this 

ensures that the receiver is not overwhelmed by the sender and that the network does 

not suffer from the effect of bottlenecks.  

Most previous studies on the benefits of NC have been carried out under the 

assumption that the packets travel over error free channels [17, 23, 26, 76]; however, 

errors may be introduced during transmission from a source to a receiver since 

communication channels are subject to channel noise [4, 77]. The transmitter and 

receiver must adopt a set of rules to ensure the reliable transfer of messages. To 

accomplish this reliable transfer, the receiver performs an error detection procedure 

and informs the source that an error has been detected, and hence that another copy 

of the corrupted packet should to be retransmitted. The process of error detection and 

packet retransmission is called Automatic Repeat reQuest (ARQ). ARQ protocols 

are one of the flow control mechanisms used to ensure high-reliability 

communication in noisy channels [4]. An ARQ protocol builds an algorithm to allow 

the sender to have a full knowledge about the transmitted packets at the receiver. 
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This chapter seeks to give an overview of the different types of ARQ protocol, and 

examines the overall throughput performance of a Stop-and-Wait (SW) ARQ scheme 

experiencing different Packet Error Rates (PERs), using both simulation and 

numerical approaches. Furthermore, it provides a brief introduction to the Selective 

Repeat (SR) ARQ protocol and its requirements, and this is to be utilised in Chapters 

5 and 6 when examining the benefits of Network Coding (NC) schemes employing 

this protocol.  

3.2 Data Link Flow Error Control 

In computer networks, the data link layer regulates the amount of data that the sender 

entity can transmit before overwhelming the receiver entity, using a given flow 

control technique [78-80]. The receiving entity has limited processing speed and 

queue capacity; therefore - in the absence of flow control - the receiver’s queue may 

gradually build up and overflow while processing the old data. Additionally, a 

typical flow control method also involves a process for informing the sender of any 

packet loss or damage during transmission, thereby managing to perform a 

retransmission, or a data correction at the receiver. In the following sections, a brief 

overview of three ARQ transmission schemes is first considered, and then a range of 

performance results related to the SW ARQ protocol is shown. 

3.2.1 Stop-and-Wait ARQ 

The Stop-and-Wait (SW) ARQ data transfer protocol is the simplest type of ARQ 

scheme [81]. Fundamentally, packets are sent sequentially, each containing different 

data, and each packet has to be received correctly before the system initiates 

transmission of the next packet. In a communication network employing SW ARQ, 

the transmitter stops after sending one packet, and waits for its delivery status. If the 
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packet reaches the receiver correctly, this sends an Acknowledgment (ACK) signal; 

otherwise, a negative acknowledgment (NAK) is sent back to the transmitter upon 

detecting an error using an error-detection technique. The transmitter commences 

transmission of the next packet upon receiving an ACK signal, but it fetches and 

resends the same packet from the forward queue when a NAK signal is received. The 

transmitter usually implements a timer whose expiry, without any response from the 

receiver, triggers a retransmission of the unacknowledged packet. Figure 3.1 shows a 

source, A, transmitting only a single packet to a destination, B, and then waiting for 

its acknowledgment. Each packet takes one propagation time delay (Tp) to reach the 

receiver B, in addition to the time required to emit all packet bits onto the 

transmission link (Tr); this means that the transmitter idle time is equal to 2Tp + Tr. 

Correctly received packets are aggregated by B in the same order in which they were 

sent. 

Figure 3.1 depicts a general SW ARQ packet transmission process with three main 

scenarios. In the first, Packet0 transmitted by A is delivered successfully to B, which 

in turn, sends ACK0 accordingly to A. In the second scenario, Packet1 is sent to B 

but is lost. The sender A employs a countdown timer, which triggers a resend of the 

same packet upon expiry of the time-out interval. In the third scenario, A has to send 

the same packet again to B due to loss of the ACK, even if the sent packet was 

correctly received by B. 
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Figure 3.1: Stop-and-Wait ARQ protocol [82] 

The time between two successive generated packets, Tgen, is called the 

‘intergeneration time’. The propagation time delay governs the throughput 

performance when it is larger than the intergeneration time. This is because the 

sender will not send any outstanding queued packet until it receives an ACK/NAK 

signal from the receiver after a delay of approximately 2Tp. Figure 3.2 shows the 

general packet behaviour when transmission is error-free. 
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Figure 3.2: Stop-and-Wait protocol in error-free transmission 

Figure 3.3 depicts how the SW ARQ method operates when packets are lost in the 

presence of errors. Packet numbers four and six are found to have been lost or 

corrupted during the transmission, which forces the sender to suspend the sending of 

packets number five and seven until it is ascertained that all previous packets have 

been submitted correctly and in sequence. If the frame or ACK/NAK signal is lost, 

the transmitter will time-out, and will re-send the previously sent packet. 

 

Figure 3.3: Stop-and-Wait protocol in an erroneous transmission 

In the previous examples, the packets are assumed to be ready for transmission. 

Therefore, the time between packets in both Figures 3.2 and 3.3 is equal. However, 

later in Figure 3.8, the time between transmitted and retransmitted packets is not 

equal since some packets require some time to be generated and ready for 

transmission. 
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To mathematically analyse the SW ARQ throughput performance, two network 

stations are considered with a propagation delay Tp. For a packet size, PS, including 

headers and data fields, the time needed to transmit the packet into a transmission 

channel, of capacity C bps, is Tr = PS/C. 

If the transmitter begins sending packets at time t = 0, then the last bit enters the 

channel at time Tr; the packet therefore reaches the receiver at Tp+Tr. The 

acknowledgment signal is usually assumed to be of a negligible size and the receiver 

sends it back immediately after receiving the transmitted packet. The ACK signal 

thus reaches the transmitter after a total transmission time of Ttot = 2Tp +Tr. This 

means that the efficiency of the SW ACK protocol will degrade as the ratio of the 

propagation time to transmission time becomes large, and this categorizes the 

maximum utilization performance, 𝑈, of the communication system studied [77]: 

 )12/(1  U  (3.1) 

where α is the ratio Tp/ Tr. In practice, communication links have a non-zero Bit 

Error Rate (BER), hence, in order to transmit a packet successfully, an average Nr 

transmission attempts will be required. The probability that a transmitted packet of 

length n contains an error PER is given by [47]: 

 nBER)-(1-1=PER  (3.2) 

Therefore the probability of uncorrupted reception of a packet will be 1 – PER, 

hence Nr = 1/ (1 - PER). Thus, the utilization can be obtained by: 
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1








PER
U  (3.3) 

In a noise-free channel, the BER is zero, and hence PER=0. Thus, link utilization 

takes the value given by (3.1). The throughput, η, of a SW ARQ scheme is given by 
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η = U*C [46]. 

In an SW ARQ scheme, if the intergeneration time between packets is smaller than 

(2Tp + Tr), it creates a queuing problem at the transmitter queue, which is analysed in 

the subsequent sections. For simplicity, the term ‘packet’ will - from this point 

onwards - be used to denote the resultant transmitted network entities rather than 

frame. 

3.2.1.1 Stop-and-wait protocol architecture in SimEvents 

Simulation analysis is a flexible method for evaluating and observing the behaviour 

of real-world communication networks over time; it allows modification of the 

simulated network attributes, in order to examine network performance under certain 

conditions. SimEvents
®
 [10, 12, 83, 84] is a relatively recent Discrete Event 

Simulation (DES) tool [85, 86], which helps researchers to design models and 

estimate system performance using a powerful Graphical User Interface (GUI) 

console. It offers a platform for designing various computer and communication 

models, and for evaluating different network metrics, including congestion, 

throughput and end-to-end delay, using the supplied statistical aggregation blocks. 

SimEvents appears as a component library [9] for Simulink
®
 in MATLAB, and uses 

items of interest called entities, which can be configured, via their attributes, to 

represent different network data packets and control signals. The library 

encompasses the fundamental elements that constitute basic and complex networks; 

including queues, switches, servers, timers, and sink blocks. It also offers blocks 

which allow the writing of user-defined programs, and collaborates with the main 

MATLAB command window. 
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a) Network deployment and planning in SimEvents 

The SimEvents system incorporates discrete-event system modelling in the time-

based framework of MATLAB Simulink, and is therefore suited to the modelling of 

continuous-time and periodic discrete-time communication systems. It is generally 

possible to construct a discrete-event system using SimEvents, by adding a variety of 

discrete items of interest suitable for producing and processing entities, such as 

generators, queues, and servers, from the SimEvents block library. A Simulink 

model can contain a purely discrete-event system with no time-based components 

when modelling event-based processes. However, using special gateway blocks, 

hybrid systems can be constructed, because one or more discrete-event systems can 

coexist with time-based systems in a Simulink model. Entities can pass through a 

network of queues, servers, gates, and switches during a simulation, and can also 

carry data that can be stored in one or more defined attributes of an entity. The 

values of attributes can be read or changed during the simulation. Therefore, 

SimEvents offers a convenient modelling method to represent a computer network 

using entity generators to generate packets and assign payloads using entity 

attributes.   

b) Block libraries used for SW ARQ simulation 

The necessary blocks in SimEvents for SW ARQ modelling include inter alia: 

1. Time-based Entity Generator: this block is used to generate entities in the 

form of packets. The intergeneration time is chosen in this chapter according 

to a constant and exponential distribution. 

2. Set Attribute: data and sequence number attributes are assigned to entities 

using this block. These attributes can be fetched back using the get attribute 

block. 
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3. Entity Departure Counter: this block is used to compute the number of 

entities which have departed the source; it writes this number to a packet 

attribute field. 

4. FIFO Queue: the transmitter requires a queue of capacity 1 in the scheme 

modelled. However, this block can handle an infinite number of packets in a 

first-in, first-out (FIFO) fashion. The queue retains the entity if the OUT port 

is blocked, and attempts to output an entity if the path is available. This block 

can provide several metrics, such as: an average number of entities in the 

queue over time, a sample mean of the waiting times in the queue for all 

entities that have departed, etc. 

5. Enabled Gate: the system simulated uses this block to control the packet 

flow through its input en. The gate opens when en is positive and closes 

when it is zero or negative. 

6. Replicate: for the sake of simulation, packets are required to follow two or 

more paths and therefore this block is used to output a specified number of 

copies of the arriving entity. 

7. Path Combiner: this block is used when the merging of entity or packet paths 

is necessary, for example in merging the paths of the new and retransmitted 

packets. It accepts packets through any input port and outputs them through a 

single output port. 

8. Switch: based on a specified switching criterion, this block is able to guide 

packets according to certain attributes, which can be specified by the user. 
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9. Server: this block is used to serve one or more entities, or to delay them for a 

defined period of time. 

10. Function-Call Subsystem: function-call signals can conditionally invoke this 

block to execute another user-designed function within the block. 

11.  Data Store Memory: this block is used to reserve a shared data store, which 

is usable by the Data Store Read and Write block which has the same 

specified data store name. 

c) Communication Model 

The simulated model used in this study is depicted in Figure 3.4; it consists of a 

packet generator, transmitter, receiver and the forward and reverse channels. The 

packet generator block is able to send packets at different data rates according to a 

constant, uniform, exponential and user-defined intergeneration time. Unless stated 

otherwise, all time intervals are expressed in arbitrary time units. The forward and 

reverse channels employ a server, which imposes a specified propagation time delay. 

Errors are injected using an attribute block that adds an ACK or NAK field to the 

passing packets. The error probability is chosen to vary according to a Bernoulli 

distribution; the receiver checks this field and accepts or rejects packets upon 

fetching an ACK or NAK accordingly. When an ACK signal reaches the transmitter, 

it triggers an output switch to empty its queue, which stores a copy of the previously 

sent packet, allowing the next packet to be advanced into it. However, if a NAK 

signal is received, the output switch passes the stored packet to be sent again into the 

transmission link. 
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Figure 3.4: SimEvents-based point-to-point communication network 

The transmitter components are shown in Figure 3.5; the key element of the 

operation is a control unit, which oversees the packets flow during transmission. 

 

Figure 3.5: The transmitter main blocks 

The advanced packet from the control unit is replicated into two copies, one of 

which is stored in the forward queue, and the other of which is pushed onto the 

transmission line. The acknowledgment signals generated at the receiver update the 

transmitter regarding the packet delivery status. This means that any packet being 

advanced to the transmission line or suspended is subject to the previously sent 

packet status. 
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Due to the fact that there is no ACK/NAK signal for the first packet, it is necessary 

to construct a control unit to tackle this problem. The control unit subsystem shown 

in Figure 3.6 consists of two paths. The lower path advances only the first packet to 

the transmission line, so that it can generate an ACK/NAK signal at the receiver side, 

which in turn can control the rest of packets. The upper path controls the remaining 

packets by reading the delivery status of the previously transmitted packet; this can 

be done by reserving a shared memory location using the data store memory block, 

which is accessible by the data store read/write block.  

When a packet passes through the enabled gate, it calls a function that nullifies the 

store memory location using a write store memory block, which stops any 

subsequent packet from going through. A successfully transmitted packet writes a 

positive value in the memory location, indicating that a new packet is allowed to 

pass. However, in the case of unsuccessful transmission, the value of the memory 

location is kept at zero until a successful transmission of this packet occurs. 

 

Figure 3.6: The transmitter control unit components 
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As mentioned previously, the packets can be generated according to several 

distributions. In Figure 3.7, packets are produced exponentially in an error-free 

environment, with a mean of one and propagation time Tp=0.015. 

 

Figure 3.7: Exponential packets intergeneration 

Another example is shown in Figure 3.8; this clarifies the behaviour of the packet 

transmission sequence presented in Figure 3.3. Where packets are generated with, for 

example, PER=0.1, Tp=1 and at a constant Tgen=3, it can be seen how erroneously 

received packets are sequentially retransmitted. 

 

Figure 3.8: Constant packet generation with PER=0.1 
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d) Simulation and performance analysis 

A. System Parameters 

Packets are transmitted over a communication link based on the SW ARQ scheme. 

The transmitter and receiver operate with a 1Mbps channel capacity, which means 

that the transmission time needed to emit a 1000-bit packet is 1ms. Packets are 

generated at a constant data rate equal to 50 kbps, therefore the intergeneration time 

Tgen between two successive packets is chosen to be 0.02 seconds. 

The propagation delay was chosen so that it demonstrates the performance of SW 

ARQ and verifies the constructed model. It represents the distance between the East 

and West Coasts of the United States - approximately 15 milliseconds - considering 

the distance and the propagation speed [80]. The model can be utilised in application 

with high propagation time delay such as Molecular and underwater communications 

[87, 88]. The PER in the forward channel was configured to vary according to a 

Bernoulli distribution model with error probability of 0.1. In the next section, the 

throughput performance in a typical point-to-point communication system is 

investigated; the parameters given above are adopted unless otherwise stated. 

B. SW ARQ performance and results analysis 

An SW ARQ system was implemented with a PER=0.6; Figure 3.9 depicts the 

achievable throughput for the system against the elapsed simulation time. Equation 

(3.3) states that the percentage of correctly received packets will be 40% when 

PER=0.6. Consequently, the achieved throughput when PER=0.6 will be equal to 

40% of the maximum throughput of ~32 kbps i.e. 12.8 kbps, as shown in Figure 3.9. 

Implementing the same system parameters for different PER yielded the result 

shown in Figure 3.10. It can therefore be concluded that the throughput performance 

decreases gradually with any increase in the PER. This degradation comes from the 
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need to retransmit more corrupted packets and to prolong the transmitter idle time. In 

addition, the maximum throughput, 50 kbps (1000/ Tgen), has not been achieved since 

Tgen < 2Tp+Tr. 

 

Figure 3.9: SW ARQ throughput when PER is 0.6 

 

Figure 3.10: SW ARQ throughput as a function of PER 

Figures 3.11 and 3.12 show the relationship between both the average queue length 

(which represents the average number of entities in the queue over time), and its 
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corresponding average packet waiting time, as a function of PER. It is clear that, 

with growing PER, packet retransmission increases, which stops new packets being 

advanced into the transmission link. Consequently, the average queue length 

increases with PER, as does packet waiting time. 

 

Figure 3.11: Average queue length as a function of PER 
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Figure 3.12: Average waiting time as a function of PER 

To specify the required queue size within the transmitter at a specific data rate, the 

queue size measurement feature in SimEvents is utilized, which can give an average 

packet number stored in the queue at predefined data rates and propagation delays. 

When the intergeneration time is smaller than the time required between sending a 

packet and receiving its acknowledgment (i.e. Tgen < 2Tp+Tr), the number of 

outstanding packets in the queue will increase as more generated packets will arrive 

through the input queue before releasing new packets from the output. As shown in 

Figure 3.13, at a rate of ~32 kbps, the queue starts building up because at this point 

Tgen becomes smaller than 2Tp+Tr. 
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Figure 3.13: Queue size as a function of packets data rate 

SimEvents has shown efficiency in simulating event-driven processes by 

determining resource requirements and identifying system performance. The benefit 

of using SimEvents for this purpose comes from the fact that it uses the MATLAB 

language, which is widely used among engineers, and in addition it can help in the 

realization of general-purpose models. 

The advantage of SW ARQ is its simplicity and reliability. However, it becomes 

inefficient at high data rates, and in the presence of network propagation delays due 

to the time, during which the transmitter is idle. This necessitates the use of a 

continuous data transmission protocol, which is referred to as the ‘sliding window’ 

protocol, as discussed in the following section. 

3.2.2 Sliding Window Flow Control 

The efficiency of flow error control schemes can be greatly improved by allowing 

multiple packets to be in transit at the same time. The sender is allowed to send W 

packets to the receiver without waiting for any acknowledgment. The operation is 
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referred to as ‘sliding window flow control’, and has two main modes of operation; 

GBN and SR, as detailed in the following sections.  

3.2.2.1 Go-Back-N (GBN) 

SW ARQ is the simplest error control mechanism, but also the least efficient; this is 

because only one outstanding packet is filling the transmission pipeline at any one 

time during transmission. In GBN [82], up to N frames can be sent before receiving a 

request for a new packet from the receiver. Therefore, if i is the most recently 

received request, the transmitter is allowed to send packets within a window of n 

packets, from i to i+n-1; this window slides as higher successive requests are 

received from the receiver. Subsequent error-free packets following one erroneous 

packet are rejected by GBN, since it does not include the possibility of buffering out-

of-order correctly received packets while waiting for the requested packet. It is 

evident that a single packet error can cause the unnecessary retransmission of a large 

number of subsequent correctly received packets, especially when the number of 

frames transited in a round-trip delay time is very large. This leads to some 

performance problems, mainly attributed to throughput efficiency. A buffering 

strategy is adopted in the alternative SR ARQ scheme, discussed in the following 

section. 

3.2.2.2 Selective Repeat (SR) 

When a single error occurs in a received packet, the GBN scheme must retransmit at 

least one round-trip delay worth of packets. The basic idea of SR ARQ is to accept 

out-of-order packets and to request retransmission for only those packets that are not 

correctly received. Since the requested packets are retransmitted within one round-

trip delay period, the receiver must store out-of-order packets in a queue until a 

requested in-sequence packet is received correctly. Chapter 5 presents an 
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implementation of SR ARQ, where the receiver maintains a priority queue as 

required by the adopted sorting algorithm; this is explained in the following sections. 

The SR ARQ protocol overcomes the performance problems of the other types of 

ARQ schemes previously considered [81] - such as SW and GBN - by permitting the 

sender to continuously send packets, and by allowing the receiver to accept correctly 

received packets even if earlier packets were damaged or lost. Furthermore, the SR 

ARQ scheme retransmits only those packets which were lost or corrupted; this 

requires the receiver to individually acknowledge each correctly received packet and 

re-sort out-of-order packets. 

Figure 3.14 portrays a typically reliable data exchange session taking place between 

sending and receiving nodes operating with SR ARQ. Node A sends a batch of 

packets continuously to node B, and node A then receives back either ACK or NAK 

signals after the round-trip time. Consequently, node A carries on sending 

consecutive packets upon receiving an ACK signal, and also continues resending the 

corrupted packets corresponding to the NAK received signal. In Figure 3.14, packets 

2, 3 and 6 are selectively retransmitted. 

 

Figure 3.14: A typical SR ARQ transmission procedure [80] 
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In the SR ARQ scheme, a sliding window of size W is used to limit the number of 

unacknowledged packets sent over the transmission link. Since the receiver window 

size is greater than 1, correctly received packets following a damaged packet are 

always buffered, irrespective of their order. Thus, the received packets will be 

queued waiting for the missing packets to arrive. The receiver will send a batch of 

packets to the upper layer once the packets with lower sequence numbers are 

correctly received. Figure 3.15 shows the actions of the simulated transmitter upon 

receiving a new packet from the upper layer and an ACK signal from the lower 

layer, adapted from [80]. When data sets are ready to be transmitted from the upper 

layer, the sender checks its sequence number (nextseqnum); if the sequence number 

is within the sender’s window, the data are packetized and sent; otherwise they are 

either buffered or returned to the upper layer. When an ACK is received, the sender 

marks it as having been delivered successfully. In addition, if the ACK sequence 

number is equal to the first sequence number in the queue (send-base), the window is 

then moved forward to the next unacknowledged packet, allowing the awaiting upper 

layer packet to be advanced. 

 

Figure 3.15: Sender view of sequence numbers in SR ARQ 

The diagram in Figure 3.16 illustrates the receiver’s view of the status of the packets. 

At the receiver side, correctly received packets are acknowledged and buffered in the 
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receiver queue. If the sequence number of the queued packet is equal to the first 

sequence number in the queue, then all the packets starting from the sequence 

number (rcv_base), up to those consecutive packets which have been already 

acknowledged, are submitted to the upper layer. The receiver window then advances 

a number of places equal to the number of packets delivered to the upper layer. 

 

Figure 3.16: Receiver view of sequence numbers in SR ARQ 

3.2.2.2.1 Sorting Algorithm 

As described in the previous section, the receiver queue may contain out-of-order 

acknowledged packets, which necessitates the use of a sorting algorithm to deliver 

the packets in sequence to the receiver upper layer. The sorting algorithm presented 

in Figure 3.17 is adopted, where rcv_base is used to mark the expected packets. If 

the incoming packet sequence number (Incoming_Seq) is greater than rcv_base, 

Incoming_Seq is stored in the (Incoming_Seq modulo Buffer_size) location, then the 

corresponding packet is placed into the priority queue, which sends the lowest 

sequence number packet to the top; otherwise, the queue advances the packet to the 

upper layer along with those acknowledged packets with a higher sequence number, 

and updates rcv_base accordingly. The receivers use the pseudo code in algorithm 1 

with reference to Figure 3.16. 
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Figure 3.17: Graphical and coded representation of the sorting algorithm 

3.2.2.2.2 Priority queuing 

In order to sort out-of-order correctly received packets, a priority queue is utilized to 

push packets with a low sequence number to the top of the queue, so as to deliver a 

batch of in-order successfully received packets to the upper layer once a low-

sequenced packet has arrived after a successful retransmission. Since each packet is 

attached with a SeqNum as an attribute, the Priority queue can prioritise them 

according to the ascending criterion. 

3.3 Conclusions 

This chapter provides a brief overview of a number of error control schemes, and 

accurately models an error control scheme, SW ARQ, for a real-world 

communication link, using SimEvents. The model includes customized queuing, 

routing, delay processing, and other operations. 
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1: Set [Buffer_size]=0, rcv_base=0 

2: if the incoming_Seq equal to rcv_base then 

3: Send packet to the upper layer  

4: update rcv_base 

5: else 

6: if the incoming_Seq greater than rcv_base then 

7: store packet in the priority queue  

8: update incoming_Seq location 

Algorithm 1. The SR ARQ Sorting Algorithm 
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In the literature reviewed, there exists no known simulation approach for the 

deployment of a control unit to manage packet flow for SW ARQ; by developing a 

novel model that tackles this issue, a contribution is made to the implementation and 

performance analysis of an error control scheme, SW ARQ.  

The following chapter examines the throughput benefits of NC when implemented in 

an intermediate link, along with SW ARQ. 
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Chapter 4  

Network Coding for SW ARQ Based 

Communication 

4.1 Introduction 

Chapters 2 and 3 have provided a brief introduction to the concept of network coding 

(NC) and error control techniques, respectively, with the latter explaining the 

functionality of the three main ARQ techniques, namely stop-and-wait (SW), go-

back-N (GBN) and selective repeat (SR). The SW ARQ protocol is perfectly 

adequate for short links where the propagation delay is smaller than the transmission 

delay. However, for long terrestrial links, the performance of SW ARQ falls off 

significantly as the data rate increases [81]. This chapter specifically studies the 

throughput performance of an SW ARQ-assisted network operating under these 

constraints, employing NC at an intermediate link, and exploiting the control unit 

presented in Chapter 3. 

In traditional SW ARQ, the packet source sends one packet of size n, and must wait 

for an ACK/NAK signal, which indicates whether the packet was correctly received 

or not. However, in the scheme proposed in this chapter, the incoming packets, at the 

intermediate node, are aggregated and stored. Once k packets have been prepared, 

the node establishes a coding process which results in k new linearly coded packets - 

these are then sent to the receiver. At the receiver, a decoding process is performed, 

and only one ACK/NAK signal is sent back as an acknowledgment. There have been 
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several studies concerning the benefits that the use of feedback can offer for network 

coded traffic [6, 49, 53, 54, 89]. The authors in [53, 54, 89] investigated the 

throughput of an intermediate general network coding node employing SW ARQ as 

an error control scheme over all communication links. The study concentrates mainly 

on the throughput of the coding nodes, since they constrain the general throughput 

performance; the use of a coding matrix at the intermediate node and the analysis of 

the throughput as a function of the propagation time distinguish the work presented 

in this chapter.  

The main aim of the work described in this chapter is to improve SW ARQ-based 

point-to-point communication by utilising NC techniques at an intermediate network 

link. The results show that NC offers a throughput advantage of between 2.5% and 

50.5% over traditional SW ARQ, depending on the number of incoming links and 

packet error rates. The network model, its characteristics and presumed assumptions 

are presented in Section 4.2. The simulation model and throughput analysis with the 

results obtained are demonstrated in Sections 4.3 and Section 4.4, respectively. 

Section 4.5 concludes the chapter. 

4.2 The Network Model 

The system considered in this chapter is a typical intermediate link (W1, W2) located 

in a butterfly network as shown in Figure 4.1 [1]. The Butterfly network modelled 

can be described by a finite directed graph G(V, E) where V is the set of nodes and E 

is the set of edges. Packets are generated by a source 𝑆 ∈ 𝑉, and transmitted through 

the network to both nodes {R1, R2}∈ 𝑉, referred to as the sink nodes. It is assumed 

that all edges have the same capacity, C. The link (W1, W2) conveys packets through 

a forward channel, and receives acknowledgment through a feedback channel. The 
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feedback channel is assumed to be perfect and hence ACK/NAK signals arrive back 

safely at the sender. It is also assumed that packets arrive successfully at W1 

regardless of the error control used at its incoming links. 

Figure 4.1: The multicast scenario model studied 

As described in Chapter 3, in a typical SW ARQ system, the transmitter sends a 

single packet and waits for its acknowledgment, which takes a round-trip time RTT, 

equal to the transmission time plus the propagation time spent on the forward and 

feedback channels. A modified NC scheme, NC-SW ARQ, is employed to help in 

reducing the number of ACKs/NAKs in the SW ARQ scheme at each transmission. 

Therefore, the achievable throughput can be significantly improved by reducing the 

propagation time needed for the ACK/NAK signals at each transmission, which 

consequently leads to a reduction in the transmitter idle time. Figure 4.2 (a) 

illustrates how the receiver sends, for example, three ACK signals to acknowledge 

the reception of three packets. However, in Figure 4.2 (b), the sender performs a 

coding operation and sends three correlated blocks b1, b2 and b3, hence the receiver is 
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required only to send one ACK/NAK signal to acknowledge reception upon 

decoding.  

 

Figure 4.2: (a) Typical SW ARQ transmission, (b) NC based SW ARQ transmission 

As described in Chapter 2, an outgoing symbol, b, of a NC node is a combination of 

the incoming message of k symbols [p1, p2, …, pk] at this nodes; the node randomly 

chooses a vector of coding coefficients [c1, c2, …, ck] to produce a linear 

combination, 𝑏, of the original data block of size n. 

 𝑏 =∑𝑐𝑖𝑝𝑖

𝑘

𝑖=1

 (4.1) 

This combinatory method of NC is utilised in Chapters 5 and 6, where the benefits of 

NC are investigated in SR ARQ-based networks. However, in this chapter, packets at 

W1 are linearly encoded with predetermined coefficients of an encoding matrix Cij, 

then advanced into the channel. Using an encoding matrix, the intermediate node 

output will advance a generation of k linearly correlated packets, so that only one 

ACK/NAK signal will be required in order to acknowledge the reception of this 

generation upon decoding; this reduces the total transmission time from k(2Tp + Tr) 

to 2Tp + kTr time units, where Tp and Tr are the propagation and transmission times, 
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respectively. As mentioned in Chapter 2, coding coefficients can be randomly 

generated and embedded into each coded block header [26] in the so-called coding 

vector; this eliminates the need for centralised knowledge of the network topology, 

and makes the approach suitable for large and dynamic networks. Alternatively, the 

sender and receiver can agree on one deterministic invertible encoding matrix, V, 

which is the method adopted in this analysis. This method reduces the operational 

cost of the decoding, as receivers solve the same system of equations for each 

transmission [37]. A (k × k) Vandermonde matrix [45] is used, where αi ≠ αj for i ≠ j 

to ensure det(V) ≠0: 

 𝑉 =

(

 
 

1 1 … 1
𝛼1 𝛼2 … 𝛼𝑘
𝛼1
2

⋮
𝛼1
𝑘−1

𝛼2
2 …
⋮ ⋱

𝛼2
𝑘−1 …

𝛼𝑘
2

⋮
𝛼𝑘
𝑘−1)

 
 

 (4.2) 

The row elements of V ensure a non-linear relationship between the encoded blocks, 

which allows the receiver to successfully decode the blocks once k blocks have been 

received. As shown in Figure 4.3, packets at the transmitter are linearly encoded 

using a (k, k) matrix; this results in k linearly correlated packets, which can be 

advanced as one block, b= [b1, b2, …, bk]. At the receiver side, a progressive 

decoding process [90], using Gauss-Jordan elimination, can be used to extract back 

the original packets for each generation. Immediately after the arrival of k 

independent linearly -coded blocks, which belong to the same generation, the 

receiver is able to recover the original packets in their entirety and sends an ACK to 

the sender. 



58 

 

 

Figure 4.3: Packets are linearly combined to form one block, k=4 

4.3 Simulation Model 

The communication system employed is shown in Figure 4.4, consisting of a packet 

generator, transmitter, receiver, forward channel, and feedback channel. Coding and 

decoding stages are added at both the transmitter and receiver respectively. Packets 

are generated at a rate of λ packets per second, which is chosen according to the 

practical considerations discussed below. Blocks are not generated simultaneously; 

therefore the transmitter must wait for k blocks to arrive before advancing them to 

the coding stage. 

Packets are transmitted over the transmission link, based on the SW ARQ scheme. 

The transmitter and receiver work over a 10 Mbps-capacity channel. The forward 

channel corrupts packets with a given probability according to a Bernoulli 

distribution model; this works on the assumption that the errors are not correlated, 

and forms a good starting point to investigate the utility of NC. Although Internet 

traffic shows significant correlation properties [91], there remain scenarios such as 

Satellite transmission [92], and interfaces for transmission between base stations and 

peer mobile devices [93], where packets are - to a large degree - uncorrelated. The 
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model assumes that the receiver can detect an error via a CRC check but cannot 

correct the error.  

 

Figure 4.4: SW-ARQ based communication system 

The packets produced by an entity generator arrive sequentially at the coding stage, 

which generates a function call to execute a NC program written in MATLAB, as 

depicted in Figure 4.5.  

  

Figure 4.5: NC process model prior to transmission stage 

The NC block is triggered by a function-call indicating the arrival of a new packet. 

The new packet is labelled with a sequence number, SeqNum, and a payload field, 

Payload. After k consecutive packets have arrived, coding is performed and the 

results are stored in the Cod_Payload field of a new packet, with a new unique 
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sequence number assigned to it. These coded packets are then advanced to the 

receiver, through the forward channel. The receiver performs a decoding process, 

and sends an acknowledgment to the sender through the feedback channel. 

4.4 Throughput Analysis 

The transmitter sends packets of size n, at a rate λ, to the receiver, using SW ARQ; 

hence, the intergeneration time between packets is given by ζ=1/λ. The receiver is 

assumed to send back ACKs at a reasonable power, therefore the feedback channel is 

considered to be noise-free, so that the acknowledgment signals will always be 

successfully returned to the transmitter. As shown in Chapter 3, the transmission 

delay Tr is defined as the time consumed in emitting all of the bits comprising the 

block into the transmission channel. Given the Bit Error Rate (BER), the probability 

that a transmitted block of size n contains an error PER, is given by: 

 PER = 1 − (1 − BER)n (4.3) 

An additional time delay, Tcod, is introduced when NC is employed; this delay 

mainly represents the time delay 𝑘 × 𝜁 incurred waiting for the aggregation of k 

packets, since they are not always ready to transmit immediately. The coding 

operation itself, in today’s advanced routers, tends to take a relatively negligible 

length of time. 

The link utilization of SW ARQ is defined by the time when the transmitter is not 

idle, which is given by U = Tr/ RTT , where RTT is the overall round-trip time needed 

to convey one packet [77]. The throughput, η, of a SW ARQ scheme is hence given 

by η = U*C, where C is the channel capacity [46]. In typical SW ARQ, the 

propagation delay Tp plays a significant role in RTT ; that is, when sending k packets 

of data, the total transmission time takes k(2Tp + Tr) while in NC-SW ARQ that is 
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reduced to 2Tp + kTr which saves 2 (k-1) Tp. In the case of SW ARQ, the maximum 

throughput achievable is when the system is operated over error-free channels, and 

the intergeneration time is slightly greater than the round-trip delay RTT. The time 

RTT, in SW ARQ, is given by: 

 𝑅TT = 2𝑇p + 𝑇r 
(4.4) 

Whereas in NC-SW ARQ, 𝑅𝑇𝑇 and 𝑇𝑐𝑜𝑑 become part of the total transmission time 

Rtot  

 𝑅𝑡𝑜𝑡 = 𝑅TT + 𝑇cod (4.5) 

Equation (4.4) indicates that 𝑇p plays a key role in the efficiency of the SW ARQ 

scheme, which can be improved by reducing the time required to convey data. 

Equation (4.5) states that coding delays in NC-SW ARQ could play a significant role 

in addition to 𝑇p. Nevertheless, the coding delay can be reduced to a minimum once 

the intergeneration time is decreased, if possible, as shown in Section 4.4.3.  

The propagation delay, Tp, is adopted from [80], according to the distance between 

the East and West Coast of the United States, which is approximately 15 

milliseconds, based on the distance and the speed-of-light propagation. However, the 

benefit of NC-SW for various values of Tp is explored in Section 4.4.2. The system 

operates at 10 Mbps, so that the time needed to actually transmit a 1000 bit packet, 

Tr, is 100 s. The intergeneration time, ζ, is the time interval between successive 

entities that the block generates and is given a value of 0.02 seconds for both the SW 

and the NC-SW ARQ scenarios. It is initially assumed that the system sends k = 5 

blocks and receives one acknowledgment; later, k is set to vary between two and five 

to examine the throughput benefits this may bring to the traditional SW ARQ. 

Numerically, SW ARQ throughput will take the value η=33.22 kbps as examined in 
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Chapter 3. However, for NC-SW ARQ with k=5, 𝜂 =
1×10×106

2×
0.015

5×10−4
+1

=163.9 kbps. This 

value of throughput shows a significant improvement over the traditional SW ARQ, 

however, it will not exceed the data rate at which the packets are generated. This 

improvement corresponds with the case where packets are transferred over an error-

free channel. However, it will be shown in Section 4.4.2 that network performance 

degrades drastically with a high PER and a relatively large generation, when NC-SW 

is adopted. 

Figure 4.6 depicts the maximum achievable throughput for the SW and NC-SW 

ARQ systems, plotted against the elapsed simulation time, for the same packet 

intergeneration time. It may be observed that NC-SW ARQ achieves a throughput of 

~50 kbps, while only ~33 kbps delivered by the traditional SW ARQ. This is because 

NC-SW saves a time of 2 (k-1) Tp in every k transmissions, whereas 2Tp+Tr is 

required for each packet transmission in SW ARQ.  

 

Figure 4.6: Traditional SW and NC-SW throughput over an error-free channel, k = 5 
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The same scenario is applied with PER=0.1. Figure 4.7 shows that, with increasing 

PER, packet retransmission occurs, adding a delay equal to the time required for 

sending the same number of correct packets. 

 

Figure 4.7: Traditional SW and NC-SW throughput when PER is 0.1, k = 5 

4.4.1 Throughput comparison under varying the number of incoming links 

and packet error probability 

In this section, the number of incoming links, k, is set to vary between two and five 

in the case of NC-SW, whereas it takes the value one in SW ARQ. The average 

throughput for SW and NC-SW with PER is demonstrated in Figure 4.8, where a 

clear benefit from using NC can be seen for most of the cases considered. 
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Figure 4.8: Throughput comparison of SW (k=1) and NC-SW ARQ with various PER and incoming 

links. 

For error-free transmission, and a PER equal to 0.1 and 0.2, NC-SW ARQ offers a 

50.5% and 42% throughput increase over the traditional SW ARQ, respectively. For 

PER = 0.3, NC-SW offers a 27% increase, when k = 2 and 3, and 4.8% and 4% for k 

= 4 and 5, respectively. When k = 2 and 3 and PER = 0.4, NC-SW offers an increase 

over SW ARQ of 19.4% and 2.5%, respectively. However, the performance of NC-

SW starts to degrade for values of k higher than 4, in the presence of PER=0.4. 

In conclusion, NC-SW ARQ offers a significant advantage over traditional SW ARQ 

when PER is less than 0.4, regardless of the value of k. SW ARQ is generally the 

preferred ARQ protocol in underwater acoustic channels, due to their half-duplex 

properties. It may thus be stated here that the NC-SW scheme offers good prospects 

for applications in underwater communication systems [57, 94]. 

4.4.2 Throughput comparison under varying propagation time 

The previous observations can be further enhanced by investigating the throughput 

benefits of NC for various propagation delays. In this scenario, propagation delays 
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are set to take values between 10µs and 15ms, for 10 Mbps channel capacity and 

PER=0.1. From Figure 4.9, it can be seen that NC is favourable in scenarios with 

relatively high Tp; NC-SW ARQ achieved a throughput advantage of between 3% 

and 60% when Tp varied between 0.009 and 0.015 seconds. 

 

Figure 4.9: SW throughput comparison of traditional routing and NC with various propagation times 

4.4.3 Performance optimization 

To achieve the maximum throughput possible, the packets generated should always 

be ready to be sent. In the case of SW ARQ, the packet intergeneration time, ζ, has to 

be equal to, or slightly smaller than, the round-trip delay, i.e. 

 𝜁 ≤ 2𝑇p + 𝑇r (4.6) 

Therefore, the optimum throughput in this case can be achieved when ζ obeys (4.6). 

However, any decrease in 𝜁 will incur a queuing problem, and will not affect the 



66 

 

throughput performance of SW ARQ, due to the previously described propagation 

time domination constraint.  

In the case of NC-SW ARQ, ζ can be calculated by making the time needed for k 

packets to arrive, Tcod = kζ, slightly smaller than the round-trip delay. This allows a 

faster data rate, which can be easily achieved using modern technology, resulting in: 

 𝑘𝜁 ≤ 2𝑇𝑝 + 𝑘𝑇𝑟 (4.7) 

 𝜁 ≤ (2𝑇𝑝 + 𝑘𝑇𝑟)/𝑘 (4.8) 

Implementing equation (4.8) when k=5, in an error free scenario, yielded the results 

shown in Figure 4.10 as calculated in Section 4.4. 

 

Figure 4.10: Optimized NC-SW ARQ  

In contrast to SW ARQ, it may be seen that the value of ζ can greatly improve the 

throughput of an NC-SW ARQ system. This improvement comes from allowing new 

packets to always be ready for coding, rather than waiting for the packets to be 

generated.  
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4.5 Conclusions 

This chapter has investigated the throughput performance of a NC node at an 

intermediate link, where an SW ARQ error control scheme is employed. It shows 

that, in the presence of higher data rates and long round-trip delays, conventional 

SW ARQ becomes inefficient, due to the increased retransmissions and transmitter 

idle time. The proposed NC scheme offers an increase in throughput over traditional 

SW ARQ of between 2.5% and 50.5% in each link, with negligible decoding delay. 

This benefit applies for packet error rates up to 0.4 and the number of coded packets 

k > 4, when SW ARQ throughput starts to degrade due to the retransmission of large 

generations of coded packets. In addition, optimising the NC intergeneration time 

offers much higher throughput, because packets are always waiting to be decoded in 

this optimised situation. 

NC allows a remarkable gain in network throughput; the throughput can be further 

improved by adopting a better error control scheme where propagation delay has less 

effect. This requires a Selective Repeat (SR) ARQ scheme, which is described in the 

next chapter. 
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Chapter 5  

Network Coding for SR ARQ Communication 

5.1 Introduction 

From the performance results shown in Chapter 4, the efficiency of the SW ARQ 

scheme has been improved by employing NC in point-to-point communication at 

intermediate nodes. The principal advantage of SW ARQ is its simplicity; however, 

it is inefficient, since only one packet at a time can be in transit. This chapter 

therefore presents an application of NC in a more sophisticated ARQ scheme, 

Selective Repeat (SR), for both unicast and multicast network models. Chapter 3 has 

shown that the SR ARQ scheme is considered to be the most efficient of the ARQ 

schemes studied; the sender node is allowed to send its packets continuously, and is 

required to retransmit only the corrupted packets, unlike in SW and GBN schemes. 

This chapter is split into two parts; the first part states the overall throughput 

performance of a typical NC-based SR ARQ scheme, termed as NC-SR ARQ, at an 

intermediate link experiencing different Packet Error Rates (PERs), using both 

simulation and numerical approaches; the second part investigates the advantages of 

a NC-based SR ARQ scheme in a multicast butterfly network under different 

communication bandwidths and error pattern scenarios. 

A detailed simulation model for the network topology and elements necessary to 

construct a NC-based network infrastructure with the SR ARQ protocol are 

provided. Although there has been generally some recent previous work on NC for 

general ARQ in wired and wireless networks [6, 49-51, 54, 95, 96], what is 
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presented here is the first illustration of the effect of varying propagation times 

compared to the transmission times in SR ARQ. 

The throughput performance is again studied as a function of the factor α, which 

represents the ratio of the propagation time, Tp, to the packet transmission time, Tr. 

The analysis shows, in both unicast and multicast scenarios, that the throughput 

performance is found to be sensitive to the number of incoming links per node, and 

the available bandwidth at which the channel is operating. 

5.2 The Unicast Scenario 

5.2.1 Performance analysis 

Let 𝑏1, 𝑏2, … 𝑏𝑘 ∈ 𝔽𝑞 be the packets arriving at the intermediate node W1, which is 

considered as the source node in the simulated model, as shown in Figure 5.1. The 

transmission on the link is assumed to be synchronized in such a way that packets 

present at W1 are always ready to send.  

 

Figure 5.1: A NC intermediate link 

Let 𝑋(𝑒) denote the symbol being sent on link 𝑒 ∈ 𝐸, where E is the set of the 

network edges, and 𝑋(𝑒) is expressed as a combination of the packets that enter at 

node W1 as follows: 

𝑋(𝑒) = 𝑓𝑒({𝑋(𝑒́)}𝑒́∈𝐼𝑛𝑝𝑢𝑡(𝑊1)) 

The intermediate node W2 relays the coded blocks 𝑋(𝑒) to its outgoing ports toward 

the sink nodes 𝑡𝑖 ⊂ 𝑇, which should be able to retrieve the original packets by solving 

the set of equations {𝑓𝑒(𝑏1, 𝑏2, … 𝑏𝑘) = 𝑋(𝑒)}𝑒∈𝑖𝑛𝑝𝑢𝑡 (𝑡𝑖). 

𝑋(𝑒) 

𝑋(𝑒) 

𝑋(𝑒) W2 

𝑒 𝑒’ 

b1 

b2 

bk 

𝑋(𝑒) = 𝑓𝑒({𝑋(𝑒́)}𝑒́∈𝐼𝑛𝑝𝑢𝑡(𝑊1)) 

W1 



70 

 

When the data segment blocks are about to transmit, node W1 chooses a set of coding 

coefficients to produce linear combinations, X, of the original data blocks: 

 𝑋 =∑𝑐𝑖𝑏𝑖

𝑘

𝑖=1

 (5.1) 

where k is the number of incoming links at W1.  

The total time required between emitting one packet and receiving its 

acknowledgment is equal to 2Tp+Tr. The link utilization, U, for SR protocol is given 

by [77]; 

 𝑈 =
𝑊𝑇𝑟

2𝑇𝑝 + 𝑇𝑟
=

𝑊

2𝛼 + 1
 (5.2) 

where W is the transmitter window size, as defined in Chapter 3.  

Two cases need to be considered: 

Case 1: 𝑊 ≥  2𝛼 + 1. The ACK/NAK signal of any transmitted packet will be 

returned to the sender before the transmitter queue is exhausted. In this case, the 

transmitter sends packets continuously, without pause; hence the throughput will be 

at its maximum. 

Case 2: 𝑊 <  2𝛼 + 1. The transmitter packet queue starts to become 

accumulatively exhausted. Therefore, additional packets cannot be sent during the 

transmission, until a space becomes available due to the receipt of an ACK/NAK 

signal, as shown in Figure 5.2. 
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Figure 5.2: SR ARQ Packets over the channel when W < 2Tp + Tr 

Therefore, the link utilization can be expressed as follows: 

The throughput, Th, can be obtained by multiplying the link utilization by the 

channel capacity [46]. If the NC-SR ARQ scheme is adopted, the probability that a 

coded block of size n contains an error is given by: 

 𝑃𝐸𝑅 = 1 − (1 − 𝐵𝐸𝑅)𝑛 (5.4) 

where BER is the bit error rate.  

In a traditional SR ARQ scenario, any un-coded packets of size kn can be 

potentially represented by n coded packets if NC is employed, depending on the 

number of incoming links. Therefore, the value of the packet error rate varies 

according to the following equation:  

 𝑃𝐸𝑅𝑡𝑟 = 1 − (1 − 𝐵𝐸𝑅)
𝑘𝑛 (5.5) 

By rearranging (5.5), 𝑃𝐸𝑅𝑡𝑟 can be rewritten as:  

 𝑃𝐸𝑅𝑡𝑟 = 1 − (1 − 𝑃𝐸𝑅)
𝑘 (5.6) 

where k represents the number of packets present at the input port of the intermediate 

node and destined for the same output port. It should be noted that NC reduces the 

 𝑈 = {
1           𝑊 ≥ 2𝛼 + 1
𝑊

2𝛼 + 1
𝑊 < 2𝛼 + 1

 (5.3) 
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number of retransmissions, since one coded packet is less prone to error than two or 

more un-coded consecutive packets.  

If errors occur, equation (5.3) is divided by the expected number of transmissions, 

Nr. If P is the probability that a packet is received in error, the probability that a 

single frame is received successfully after Ɛ attempts is PƐ = P
Ɛ−1(1 − P), Ɛ =

1,2,3, …. That is, there is a probability of (Ɛ -1) unsuccessful attempts followed by 

one successful attempt (1-P). Hence, recognizing the arithmetico-geometric sequence 

P
-1

, the average number of retransmissions is given by: 

 𝑁r =∑ƐPƐ

∞

Ɛ=1

=∑ƐPƐ−1(1 − P) =
1

1 − P
=

1

1 − PER

∞

Ɛ=1

 (5.7) 

Hence, 𝑈 becomes 

 𝑈 = {
1 − 𝑃𝐸𝑅           𝑊 ≥ 2𝛼 + 1
𝑊(1 − 𝑃𝐸𝑅)

2𝛼 + 1
  𝑊 < 2𝛼 + 1

 (5.8) 

By substituting equation (5.6) into (5.8), the link utilization in traditional SR ARQ, 

𝑈𝑡𝑟, is given by the following equation: 

 𝑈tr = {

(1 − PER)k    W ≥ 2α + 1

W(1 − PER)k

2𝛼 + 1
       W < 2𝛼 + 1

 (5.9) 

A comparison between equations (5.8) and (5.9) indicates that 𝑈tr decreases 

exponentially with increasing values of k, which means that, as the number of 

incoming node links increases, the potential performance improvement which NC can 

offer also increases. 

In a traditional SR ARQ scheme, the receiver acknowledges correctly received 

packets and sends ACK signals for each packet. Nevertheless, in a NC-SR ARQ 
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system, the receiver acknowledges coded blocks of size n, which represent a 

collection of k packets, assembled as one coded block. Therefore, one ACK/NAK 

signal is sufficient to acknowledge several packets at once. Furthermore, the error 

probability will be drastically reduced, as it is directly proportional to the transferred 

data size. Consequently, this can significantly improve the throughput efficiency of 

the system, especially in a noisy environment. 

In the traditional SR ARQ scenario, packets are advanced one after the other at the 

output port, resulting in a transmission time delay, 𝑘𝑇𝑟. Therefore, in addition to the 

packet error rate, the key factors that specify the link performance are the bandwidth 

at which the node is operating, and the packet size to be handled at the intermediate 

node. The bandwidth and the packet size can be investigated as one factor,          

since Tr = packet size / channel capacity. Therefore, the simulation is concentrated 

mainly on investigating the variations in throughput, relative to packet error rate and 

channel bandwidth. The termslink speed and chanel capacity refer to the rate at 

which the channel can trasfer data, given in bits-per-second (bps).  

5.2.2 The Unicast communication model 

Figure 5.3 shows a SimEvents-based end-to-end communication model, consisting 

of an information source, transmitter, forward and reverse communication channels, 

and a receiver. The model used in this analysis incorporates the major features of the 

SR ARQ scheme detailed in Chapter 3 and use similar block diagrams of Figure 4.4. 

The information source, represented by the Packet Generation subsystem, generates 

packets with a constant intergeneration time, and each packet has a unique sequence 

number which identifies it.  
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The transmitter has two functionalities; one is to advance the incoming packets into 

the communication channel and store a copy of them in the forward queue of size W; 

the second is to manipulate the received ACK/NAK signals so that the forward 

queue discards the packets or returns them to the transmitter to be sent again, 

accordingly. The flow control is handled through the forward queue, which becomes 

full when the number of the unacknowledged packets becomes equal to the 

predefined sliding window size, W. 

  

Figure 5.3: SimEvents-based communication network 

The forward and reverse channels are represented by a server, the parameters of 

which determine the propagation delay. The forward channel introduces errors 

according to a Bernoulli distribution. The packets generated are sent continuously 

through the forward channel, and a copy of each one is stored in the forward queue 

before it becomes full. 

Figure 5.4 illustrates the general functions of the Packet Generation subsystem. The 

packets are generated using a time-based generator block; the data, packet size and 

sequence number are then attributed to each packet using a set attribute block. 
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Figure 5.4: Packet generation general blocks 

Using the packet size attribute and the available bandwidth, the infinite server then 

imposes a transmission time delay on each passing packet. This delay can be set to 

vary according to the number of packets present at the input port of the node, in the 

case of traditional SR ARQ. 

The receiver accepts the correctly received packets, and delivers them to the upper 

layer. Otherwise, if an error occurs during the transmission, a NAK signal is sent to 

the transmitter to fetch the corresponding stored copy of the corrupted packets from 

the forward queue. At the receiver, out-of-order, safely-received packets are stored, 

and are subjected to the sorting algorithm detailed in Chapter 3; this delivers a batch 

of correct and properly-ordered packets to the upper layers of the protocol stack. 

5.2.3 Simulation results for the unicast model 

This section investigates the throughput performance as a function of the factor α, 

which varies between the values 0.1 and 1000, following the recommendation in 

[77]. In the studied scenarios, both sender and receiver nodes are set to have a sliding 

window that fits up to W=120 packets or entities.  

In case of NC-SR ARQ, k of n-dimensional packets, are firstly coded into only one 

packet of size n, and then advanced into the channel. This makes the coded block 

less prone to error compared to k multiple packets of the same size. The value of k is 

chosen to vary between 2 and 5 incoming links. The test is first run under an error-

prone transmission, where PER=0.01, with a large channel capacity of 10Mbps. 
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With a packet size equal to 1000 bits, each transmitted frame will take 0.0001 

seconds to be emitted into the communication channel. Figure 5.5 presents the 

normalized throughput of node W2. Under the aforementioned parameters, NC-SR 

ARQ can achieve a gain in throughput over SR ARQ of between 22% and 44%, 

when k varies between 2 and 5. 

 

Figure 5.5: SR and NC-SR throughput as a function of α when PER is 0.01 

In the second part of the experiment, simulation is carried out when the channel 

experiences a PER equal to 0.1. Figure 5.6 shows the normalized network 

throughput performance for both SR and NC-SR schemes having k = 2,…, 5. It 

highlights the fact that, with a higher PER, the advantage of NC becomes more 

evident, because a coded block of size n is less prone to error than aggregated 

packets of size kn addressing the same destination. Moreover, the comparison 

between the results in Figures 5.5 and 5.6 demonstrates a throughput degradation in 

both scenarios, when PER=0.01 and 0.1, respectively. It can be seen in Figure 5.5 
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that the degradation when PER=0.1 starts at an earlier value of α, compared with 

Figure 5.6 where PER=0.01. 

 

Figure 5.6: SR and NC-SR throughput as a function of α when PER is 0.1 

To illustrate how the throughput performance starts to drop at a certain value of α, 

the statistical aggregation provided with the queue block is exploited to visualize the 

queue size behaviour over time. Figure 5.7 shows that the transmitter queue begins 

to grow at the start of the simulation, to be filled at a certain time after this. The 

queue begins to empty its packets once an ACK/NAK signal is received. However, it 

becomes full again as a new packet from the upper layer is allocated, instead of the 

one that the queue has just emptied.  
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Figure 5.7: NC-SR ARQ forward queue size when PER = 0.01, W=120 

In traditional store-and-forward routing, kTr transmission time is required to fully 

advance k incoming packets addressing one output port into the channel, assuming 

that the packets are always ready to send. In NC-SR ARQ, however, k of n-

dimensional packets are coded into only one block of size n, which leads to a saving 

of (k-1)Tr in the transmission time, compared to that of traditional routing. In a high 

bandwidth channel, the transmission time becomes small and has less effect on the 

throughput performance. Results show that NC-SR ARQ offers a gain of only 

0.003% over SR ARQ in an error-free 100 kbps channel. However, the impact of NC 

can be significantly noticeable in low-bandwidth communication channels, where the 

transmission time becomes large, especially when long packets are transmitted. 

Figure 5.8 shows the performance of a simulated scenario where NC provides a 

throughput gain of between 100% and 400%, with values of k between 2 and 5 and a 

packet size of 1000 bits, in a 10 kbps error-free channel. When operated at low 

bandwidth, the output port of the intermediate node requires a long time to emit each 
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packet. Since the use of NC saves a time of (k-1)Tr, the end-to-end delay becomes 

smaller, leading to a significant improvement in throughput performance. 

 

Figure 5.8: SR and NC-SR throughput when bandwidth is 10 kbps 

From the performance results, it can be seen that, by adopting NC in an intermediate 

node with several incoming links addressing the same output port, the throughput 

performance becomes noticeably improved, especially in error-prone and low 

channel capacity. 

5.3 Two-Sink Multicast Scenario 

The prior work is expanded here by investigating the throughput performance of the 

butterfly multicast network discussed in Chapter 2, applying SR ARQ in conjunction 

with a NC scheme. The basic NC technique is adopted, where a number of packets 

are encoded via an encoding vector and sent as one coded packet. The total delivery 

delay can thereby be reduced, and save the required number of ACK/NAK signals 
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compared to traditional SR ARQ. In [54], the throughput of the butterfly network is 

investigated in the context of the three ARQ schemes under different Packet Error 

Rates (PER).  The results lead to the conclusion that SR ARQ is capable of attaining 

the highest throughput among the three ARQ schemes. The research emphasis of the 

following study is therefore placed upon investigating the throughput of error-prone 

butterfly networks under various propagation times, and compared with the 

transmission times. 

5.3.1 The communication model 

The model designed is composed of a set of sending, receiving and intermediate 

nodes. All nodes are connected through a communication link which employs the SR 

ARQ protocol as its error control scheme. Moreover, each link has an adjustable 

propagation time delay, and a configurable error pattern. 

 

Figure 5.9: The studied multicast model 

As shown in Figure 5.9 (b), sender S advances a replica of its packets to the input 

port of both senders S1 and S2 using the Replicate box. The nodes W1, R1 and R2 are 

equipped with two receivers; the output ports of S1 and S2 are directly connected to 
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receiver R1 and R2 respectively, and the other is connected to one of W1 receivers. 

The receivers check and acknowledge the correctly received packets by sending 

ACK/NAK signals through the feedback channels as shown in Figure 5.9 (a). 

Receivers R1 and R2 are provided with a Path Combiner box which combines several 

incoming streams into one stream; this allows both receivers to calculate the 

throughput value at the outgoing links. The major infrastructure difference between 

the traditional SR ARQ and NC-SR ARQ scenarios is the type of the intermediate 

node, W1. While a typical switch is used in the traditional SR ARQ, a Packet 

Combiner box is chosen to represent W1 in the NC-SR ARQ system. The switch 

routes the incoming packets according to certain switching criteria. The Round Robin 

switching criterion is the choice for the studied model; after each departure, the 

switch selects the entity input port adjacent to the previously selected port [9]. 

The incoming packets from node S1 are labelled with an identification number (ID) 

which distinguishes them from those packets coming from node S2. Using the ID 

number, node W2 is capable of routing the packets coming from (W1, W2) to their 

designated destinations, i.e. R1 and R2. On the other hand, the Packet Combiner acts 

like a coding stage, where it waits for all packets to be present at its incoming links 

to produce one combined packet, termed as coded packet. This packet is advanced to 

W2 through the intermediate link, which in turn makes a copy of the coded packets 

using the Replicate box, and advances them to both R1 and R2. If W2, in the SR ARQ 

scenario, is considered as merely a relay station, receivers R1 and R2 receive extra 

copies of packets A and B, respectively. This will incur consequent throughput 

wastage at the receivers; however, results show that this wastage becomes negligible 

when the system is operating at a high data rate, where the transmission time delay 

has a very small value.  
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Nodes at the transmitting side are provided with a FIFO queue, which controls the 

number of unacknowledged packets on the transmission line. Similarly, receivers 

maintain a queue of the same size to store out-of-order, correctly received packets, 

until receiving any requested low-sequenced packet leading to a sequential 

submission of a batch of packets to the upper layer. 

5.3.2 Performance analysis 

The modelled butterfly network, shown in Figure 5.9(a), can be described by a finite 

directed graph G(V, E) where V is the set of nodes and E is the set of edges. The 

analysis of the unicast model is again followed here since the unicast intermediate 

link in a butterfly network dominates the throughout performance due to its location 

in the network. 

The source messages are generated by source 𝑆 ∈ 𝑉 and transmitted through the 

network to each node {𝑅1, 𝑅2} ∈ 𝑉, referred to as the sink nodes. The function of S1, 

S2, R1, R2 and W2 is identical to the conventional “store-and-forward” nodes. Thus, 

packets travel without coding on (S1, R1) and (S2, R2) links. The intermediate node, 

W1, has the option to encode blocks from the incoming links (S1, W1) and (S2, W1), 

and sinks R1 and R2 are capable of decoding according to the same method applied 

in W1. The source S sends one generation at a time, composed of two n-dimensional 

packets A and B. All edges are assumed to have the same capacity C, and noise can 

be applied on each edge separately. With the implementation of NC using (α1 and α2) 

as encoding coefficients, the link (W1, W2) can transmit coded blocks 𝛼1𝐴 + 𝛼2𝐵 of 

the same size n to both R1 and R2, saving half of the transmission time needed at W1 

for each transmission. Thus, the sink R1, for instance, can extract the original packets 

by solving the following equation: 
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 𝑅1: (
𝐴
𝐵
) = (

1 0
𝛼1 𝛼2

)
−1

{
𝐴

𝛼1𝐴 + 𝛼2𝐵
} (5.10) 

Hence, equations (5.8) and (5.9) are applicable in the multicast scenario, since it has 

an intermediate link employing NC. The coding nodes must satisfy the inversion 

condition by ensuring a nonzero positive value of the decoding determinant. 

5.3.3 Simulation results for the multicast model 

The study focuses on the throughput performance in different bandwidth and error 

pattern scenarios, and seeks to examine the usefulness of NC in these scenarios. 

Unless otherwise stated, entities are generated at the source node S as data packets at 

a rate of 10 per second with length of 1000 bits, and the transmitter forward queue 

size is set to fit 100 packets. 

A. Different communication bandwidths scenario 

In this scenario, the simulated model is analysed based on error-free channels with 

100kbps bandwidth. Therefore, with a packet length of 1000 bits, the transmission 

time required for a node to emit one packet onto the transmission line is equal to 

0.01 seconds. 

Figure 5.10 shows that NC achieves throughput gains of between 1.35% and 18% 

over the traditional SR ARQ, when employed in one communication link. This is 

because the packets do not have to wait at the intermediate nodes to be forwarded 

through the shared link. Figure 5.11, however, shows that the multicast network 

suffers from underutilization of the available bandwidth when operated at channel 

rates over 10 kbps, this necessitates the adoption of NC in low-bandwidth 

communication links to gain the greatest benefit from its characteristics. 

Numerically, NC almost doubles the throughput (96% gain) over the useful range of 

α, up to a value of approximately 50 before the performance degrades significantly. 
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At this point, the gain starts to converge at a certain point where, for both scenarios, 

queue W1 becomes full and hence starts to regulate the data rate instead of the 

transmitter S. The aforementioned advantage of NC in a low bandwidth environment 

has already triggered some research efforts in underwater sensor networks where the 

low bandwidth, long propagation delays and high error probability are the main 

characteristics of the channel [57, 97]. Similar tests conducted on 10 and 1 Mbps 

channels showed that NC provides little improvement in terms of the throughput 

gain. 

 

Figure 5.10: A normalized throughput of 100 kbps network bandwidth 
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Figure 5.11: A normalized throughput of 10 kbps network 

B. Different error patterns scenario 

The case where the network channels are not necessarily error-free is considered, 

and packet errors with a probability of 0.1 and a bandwidth equal to 10 kbps are 

applied. The comparison is carried out first by injecting errors at the coding link (W1, 

W2) and then at the non-coding link (S1, R1). 

 Errors occur at the coding link (W1, W2): 

In the routing case: original packets are equally subject to errors, leading to no 

difference in throughput performance between R1 and R2.  
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Figure 5.12: Error at a coding link 

In the network coding case: because only the coded blocks are transmitted over (W1, 

W2), both R1 and R2 will have the same throughput value. Shown in Figure 5.12, NC 

offers double the throughput (101% gain) over the useful 𝛼 range up to 50, which 

shows the merit of mixing at the intermediate node.  

 Errors occur at the non-coding link (S1, R1): 

In both Routing and Network coding: R1 requests a retransmission for the corrupted 

packets, which leads to a degradation in R1 throughput performance. Additionally, 

for both scenarios, the data rate of the (W2, R1) and (W2, R2) links will be equal. 

However, its value will be higher in NC, due to the merit of mixing as shown 

previously in Figure 5.11. When the factor  exceeds 10, NC enables the throughput 

to remain higher than the routing case, with gains of approximately 20% until the 

general decline at  = 90 as shown in Figure 5.13. 
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Figure 5.13: Error at a non-coding link 

5.4 Conclusions 

NC offers the prospect of enhancing throughput from its algebraic packets 

combination, which reduces the number of packets needed to transmit information. 

This chapter has evaluated the throughput performance of SR ARQ in conjunction 

with NC, in both unicast and multicast scenarios. Under both error-prone and low-

bandwidth scenarios, NC has shown a noticeable improvement to conventional SR 

ARQ throughput performance. The Unicast scenario was studied through an 

intermediate link with various numbers of incoming links. The results show that NC 

becomes more helpful in an error-prone environment, with α having a high value, 

and also in a low-capacity channel with α having a low value. In the multicast 

scenario, NC delivered a significant SR ARQ throughput enhancement 

(approximately 100%) at the lower bandwidth. It is evident that NC can be utilized 
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to reduce the bottleneck which occurs at a shared server when a number of packets 

addressing the same destination compete to be processed. When packet errors occur 

at a non-coding node, NC also extends the useful working range from  ≥ 10 to   

90.  

This impact becomes more evident once NC is employed over a properly designed 

network, where several links are required to apply NC. In the following chapter, NC 

in a three-sink multicast network is implemented, based on SR ARQ as an error 

scheme. The analysis is enhanced in more sophisticated communications links where 

Additive White Gaussian Noise (AWGN) and a Cyclic Redundancy Check (CRC) 

algorithm are adopted as a linear addition of noise, and an error detection 

mechanism, respectively. 
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Chapter 6  

Improved Selective Repeat Protocol in a 

Network Coding Scheme 

6.1 Introduction 

Chapter 5 has explored the benefits of Network Coding (NC) in both unicast and 

butterfly multicast networks, employing a SR ARQ protocol at each link. The aim of 

this chapter is to model a NC-based extended butterfly network employing the SR 

ARQ protocol; in this network, three sources send their packets to three sinks 

through two intermediate nodes and shared links. A detailed simulation model for 

the network topology and elements necessary to construct a NC-based network 

infrastructure with the SR ARQ protocol are proposed.  

In this analysis, deterministic NC is adopted [22, 36]; this requires full network 

topology knowledge stored a priori. The encoding function remains fixed and 

known to every node, eliminating the random NC overhead and lowering the 

operational decoding cost. As described in Chapter 5, with the use of NC, several 

data packets travel as one coded block, offering the opportunity for a single 

acknowledgment to provide delivery status feedback to the transmitter concerning 

several packets.  

This chapter deploys both traditional and NC SR ARQ-based multicast scenarios 

based on [1, 77] - the latter is termed NC-SR ARQ. A range of network conditions is 

considered in order to determine where NC network efficiency gains can be 
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achieved. Several SimEvents aggregation blocks are utilized to examine each 

sequential transmission between the communication links under various network 

conditions. In addition, a comprehensive parametric-based study of the multicast 

network is conducted to elucidate important design factors in the performance of 

NC-SR ARQ. 

The model implemented provides throughput performance results for both routing-

based and NC-based scenarios, subject to various data rates, signal to noise ratios 

and transmission delay values. The results show that NC offers a throughput 

advantage of up to 48% in error-free conditions, and an average of 50% in error-

prone scenarios. The results also demonstrate, for different link characteristics, the 

conditions in which coding opportunities can be maximized. In addition, the 

comparative results show that NC is capable of producing a throughput increase of 

between 13% and 50% in networks with varying transmission delays or packet 

length. This chapter also proposes a synchronized NC scheme which exhibits some 

degradation in NC throughput performance. However, in the presence of low SNR 

and high packet transmission delay, a throughput increase of between 78% and 86% 

can still be achieved.  

The chapter is organized as follows; Section 6.2 explains the NC scheme adopted 

and the multicast topology. The detailed network model and implementation for NC 

architecture in SimEvents is presented in Sections 6.3 and 6.4. Section 6.5 shows a 

detailed comparison of the simulated traditional SR and NC-SR ARQ performance 

results. Finally, Section 6.6 concludes the chapter.  
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6.2  System Model 

As shown in Figure 6.1, the 14-node network is considered as the basis for the 

investigation, as this represents an extension to the well-known ‘butterfly network’ 

architecture. Each node in the proposed network, excluding the source node, has a 

finite queue capacity of W entities (packets). The communication network is 

represented by a finite acyclic directed graph G= {V, E}, where V is the set of nodes 

and E is the set of edges. In Figure 6.1, the source file is divided into generations, 

each of which contains k=3 packets [26].  

The symbol X(e) sent on link e = {(I1, I3), (I2, I4)} ∈ E, is expressed as a combination 

(function fe) of packets entering the intermediate nodes I1 and I2:   

X𝑒 = f𝑒{Xε}ε∈Input(I1 ,I2) 

The coded blocks Xe are relayed from the outgoing ports of the intermediate nodes 

towards the sink nodes 𝑅𝑖 ⊂ 𝑉, which are able to retrieve the original packets by 

solving the set of equations {𝑓𝑒(𝑏1, 𝑏2, … 𝑏𝑘) = 𝑋(𝑒)}𝑒∈𝑖𝑛𝑝𝑢𝑡 (𝑅𝑖). Given a local 

number  of the incoming links which are eligible for coding at the intermediate 

nodes, I1 and I2 deterministically choose a vector set of coding coefficients 𝑪 =

[𝑐1, … , 𝑐𝛿] to produce a linear combination X of the original data blocks [26]. 

 𝑋(𝑒) =∑𝑏𝑖𝑐𝑖

𝛿

𝑖=1

 
(6.1) 

A Cyclic Redundancy Check (CRC), defined for any sequence of bits from a binary 

polynomial, is employed to preserve transmission data integrity [4]. Since the packet 

size in the model studied is less than 2
15

-1 bits, the CRC-16 scheme (generated in 

MATLAB using g(x)=x
16

+x
14

+x
2
+1) can detect all odd numbers of errors and also 

double errors [5]. 



92 

 

 

Figure 6.1: A multicast network distributing three blocks with NC 

At the transmitter, the CRC is calculated for each packet generated and placed at the 

tail of the packet for subsequent use at the receiver. The receiver queue may contain 

out-of-order acknowledged packets, which necessitates the use of a sorting algorithm 

to deliver the packets in sequence to the receiver upper layer. The sorting algorithm, 

presented in Chapter 3 and utilised in Chapter 5, is also adopted here.  

In Figure 6.1, the dotted lines carry the coded blocks X. All sinks R1, R2 and R3 are 

capable of decoding using the same method applied in I1 and I2, and use the same 

coefficients {α, β} ∈ 𝐶, which are known throughout the network. 

The source S sends one generation of three packets [b1, b2, b3] at a time. Both 

intermediate nodes I1 and I2 receive b2 and pass it to all sinks (R1, R2, and R3) 

through the links (I1, I3) and (I2, I4). Generally, both nodes I1 and I2 can serve R1 at 

this point, although they may end up transmitting the same packet, b2, to node R1, 

since there is no coordinated transmission between them, which results in a wastage 
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of the bandwidth of nodes I1 and I2. It could be assumed that I3 and I4 are merely 

relay stations, but they are imbued here with routing capabilities eliminating packet 

duplication at the receivers. 

If NC is implemented, nodes I1 and I2 can transmit coded blocks 𝑋2 = 𝛼1𝑏1 + 𝛼2𝑏2  

and 𝑋3 = 𝛽1𝑏2 + 𝛽2𝑏3 to all receivers as shown in Figure 6.1. Therefore, receivers 

R1, R2 and R3 receive sufficient information to perform decoding and to re-construct 

the original packets. Thus, for instance, sink R1 can extract all packets [b1, b2, b3] by 

solving the following equations:  

𝐷1: {
𝑋1
𝑋2
𝑋3

} = [𝑏1 𝑏2 𝑏3] (

1 𝛼1 0
0 𝛼2 𝛽1
0 0 𝛽2

) 

 
𝐷1: [

𝑏1
𝑏2
𝑏3

] = (

1 𝛼1 0
0 𝛼2 𝛽1
0 0 𝛽2

)

−1

{

𝑥1
𝑥2
𝑥3
} 

(6.2) 

The receiver receives a collection of coded blocks so that the corresponding 

encoding vector is of rank k. The original blocks can be reconstructed by solving the 

k linear equations that represent coded blocks belonging to the same generation. 

Gauss-Jordan elimination can be used as a progressive decoding process [90], where 

decoding occurs as coded blocks are being received; in Chapter 4, a (k × k) 

Vandermonde matrix [45] was used to produce k coded packets and ensure a non-

linear relationship between them. However, in this analysis, the coding coefficients 

are chosen from the finite field GF (2) to produce one coded packet. Therefore, both 

intermediate nodes perform an add operation over GF (2), which can be represented 

by the logical operation XOR. Hence, R1 can extract b2 by performing XOR (X1, X3), 

with the result that 𝑋′ and b3 can be extracted using XOR (𝑋′, X3). The same analysis 
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performed in Chapter 5 is applicable here as well. The link utilization in each link in 

NC-SR ARQ, and is given by: 

 𝑈 = {
1 − 𝑃𝐸𝑅           𝑊 ≥ 2𝛼 + 1
𝑊(1 − 𝑃𝐸𝑅)

2𝛼 + 1
  𝑊 < 2𝛼 + 1

 (6.3) 

𝑈𝑡𝑟 in traditional SR ARQ can be given by: 

 𝑈𝑡𝑟 = {

(1 − 𝑃𝐸𝑅)𝑘             𝑊 ≥ 2𝛼 + 1

𝑊(1 − 𝑃𝐸𝑅)𝑘

2𝑐
       𝑊 < 2𝛼 + 1

 (6.4) 

A comparison between equations (6.3) and (6.4) indicates that 𝑈𝑡𝑟 decreases 

exponentially with increasing values of k, which means that, as the number of 

incoming node links increases, the potential performance improvement which NC 

can offer also increases. 

6.3 NC-SR ARQ Architecture in SimEvents 

6.3.1 The multicast network modelled 

The communication system studied requires a packet source to send its messages to 

three common destinations over the extended butterfly network shown in Figures 6.1 

and 6.2. The SimEvents model designed is composed of a set of sending, receiving 

and intermediate nodes. All nodes are connected through communication links that 

employ the SR ARQ protocol as their error control scheme, and each link has a 

configurable propagation time delay and an adjustable error pattern. As an 

enhancement to the previous work in Chapter 5, the latter is drawn from an Additive 

White Gaussian Noise (AWGN) channel, specified in the relevant Simulink block by 

the signal to noise ratio (SNR). Independent sources S1, S2 and S3 receive messages 

from a common source S at a specified data rate, and must convey these packets to 

sinks R1, R2 and R3. For classic routing, nodes I3 and I4 duplicate the received 
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packets from nodes I1 and I2, and forward the copied packets to nodes D1, D2 and D3. 

Employing NC, nodes I1 and I2 sum their incoming streams of packets over GF(2), 

and relay the coded messages to nodes I3 and I4 for duplication.   

As in Chapter 5, receivers are provided with a Path Combiner box in the simulation, 

which combines several incoming streams into one stream. This allows both 

receivers to calculate the throughput value at the outgoing links. At the intermediate 

nodes, I1 and I2, in SR ARQ, a switch routes the incoming packets according to the 

Round Robin criterion, and an identification number (ID) is added to incoming 

packets to assist with onward routing without duplication. A Packet Combiner is 

utilized in NC-SR ARQ, which acts as a coding stage, waiting for all packets to be 

present at its incoming links to produce a single coded NC packet. In NC-SR ARQ, 

these coded packets are advanced through the intermediate links to I3 and I4, which 

in turn make a copy of the coded packets using the Replicate box. The nodes I3 and 

I4 are also enhanced with routing capability through the addition of a switch after the 

replicate box to route packet using the ID provided, which avoids throughput 

wastage by preventing packet duplication.  

Nodes at the transmitting side maintain a FIFO queue with a size W=120, which 

controls the number of un-acknowledged packets on the transmission line. Similarly, 

receivers maintain a queue of the same size to store out-of-order but correctly 

received packets, until receiving any requested low-sequenced packet; this leads to a 

sequential submission of a batch of packets to the upper layer. 

In all scenarios, the receivers are assumed to be capable of decoding in the absence 

of synchronization, i.e. coded packets are not required to wait for the arrival of their 

corresponding packet in the other flow, but rather they will arrive at the receivers in 

a random order. This is then enhanced by proposing a scheme by which coded 
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packets are guaranteed to arrive simultaneously and in pairs; the effect of this 

method on the NC performance is studied. To avoid peculiarity, and since some 

packets between source and destination take three hops, the total propagation time of 

these packets is set to vary between the value for a single hop by, setting ε=1/3 (for 

the direct source-destination link) to ε=1 as shown in Figure 6.2. 

 

Figure 6.2: An extended butterfly network in SimEvents 

6.3.2 Block libraries used for NC-SR ARQ simulation in SimEvents 

The blocks necessary in SimEvents for NC-SR ARQ modelling include inter alia: 
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12. Time-based Entity Generator: This block is used to represent the source 

node, by generating entities in the form of packets. The inter-arrival time is 

chosen to vary according to a constant, uniform and exponential distribution. 

13. Set Attribute: Data, CRC bits and sequence numbers are assigned to entities 

as attributes using this block; these attributes can be fetched back using the 

get attribute block. 

14. Entity Departure Counter: This block is used to compute the number of 

entities that have departed from a block, and writes this number to a named 

packet attribute field. 

15. CRC-N Generator: CRC bits are generated and then appended for each input 

data frame using this block. 

16. CRC-N Syndrome Detector: Receivers are capable of detecting errors using 

this block, after selecting the “CRC-16” method. Upon receiving the 

checksum result, the receiver can send either ACK or NAK signals.   

17. FIFO Queue: The transmitter must maintain a queue of a specific capacity in 

order to temporarily store the sent-but-unacknowledged packets. This block 

can store an infinite number of packets in a first-in, first-out (FIFO) fashion. 

The queue retains the entity if the OUT port is blocked, and attempts to 

output an entity if the path is available. This block provides several metrics, 

such as an average number of entities in the queue over time, a sample mean 

of the waiting times in the queue for all entities that have departed, and the 

number of entities that have experienced a timeout. 

18. Priority Queue: In order to re-sort out-of-order packets at the receiver, the 

priory queue offers the choice of sorting entities according to the value of an 

attribute, either in ascending or descending order. 
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19. Enabled Gate: The simulated system uses this block to control the packet 

flow through its input en; the gate opens when en is positive, and closes 

when it is zero or negative. This block is used to allow sorted packets, at the 

receiver, to be advanced to the upper layer once an awaited packet arrives.  

20. Replicate: For the sake of simulation simplicity, packets must follow two or 

more paths. Therefore, this block is used to output a number of specified 

copies of the arriving entity. 

21. Path Combiner: This block is used when the merging of entity paths is 

required, for example, merging the paths of the new and re-transmitted 

packets at the transmitter, or allocating packets from different links into a 

receiver path. 

22. Switch: Based on a specified switching criterion, this block is able to guide 

packets according to certain attributes, which can be specified by the user. 

23. Server: This block is used to serve one or more entities or to delay them for a 

period of time - called the service time. The service time for each entity is 

computed when it arrives; during the service period, the block is said to be 

serving the entity that it stores. 

24. Function-Call Subsystem: Function-call signals can conditionally invoke this 

block to execute another user-designed function within the block. 

6.4 NC Implementation in SimEvents 

6.4.1 Source model 

The traffic source is an entity generator model that can emit entities with constant, 

uniform and exponential inter-arrival distributions. The entities generated are then 

assigned 100 bits of payload data to construct a frame. Although the data packet 

length is chosen according to simulation constraints, the transmission delay will be 
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varied to overcome this limitation. A CRC-N generator is utilised inside a function-

call subsystem, the execution of which is determined by a trigger from the Entity 

Departure Function-Call Generator. Each input data frame is appended with 16 CRC 

bits, and then modulated using binary phase-shift keying (BPSK). The source delays 

the generation of packets if the succeeding transmitter queue is temporarily filled. 

There are two classes of generated packet, namely those with a one link to their 

destination and those sharing links with other packets of a common destination. The 

complete source model is shown in Figure 6.3. 

 

Figure 6.3: A representation of a source node in SimEvents 

6.4.2 Traditional intermediate node 

As shown in Figure 6.4, the traditional node is equipped with two receivers and one 

transmitter. Packets coming from different links are labelled with different ID 

numbers, with the purpose of later helping nodes I3 and I4 to route them to their 

intended destinations. Each packet is then assigned a sequence number to allow 

receivers in I3 and I4 to sort out of order packets and correctly request retransmission 

for corrupted packets. 
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Figure 6.4: A traditional intermediate node modeled in SimEvents 

6.4.3 NC intermediate node 

A NC node must possess a structure which matches packets from different links to 

be suitable for NC, and also has to modify the sequence number for each encoded 

packet. In Figure 6.5, the NC node is composed of an entity combiner and a 

MATLAB script, which algebraically adds data packets modulo 2. Subsystems 1 and 

2 are constructed to eliminate the seqNum attributes of the incoming packets, since 

the packet combiner block does not accept common attributes when the parameter 

"Retain attributes in departing entity" is selected.  
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Figure 6.5: The NC intermediate node modeled in SimEvents 

6.5 NC-SR ARQ Performance Analysis in SimEvents 

In this section, six different multicast scenarios are investigated to reveal the network 

conditions where NC becomes most efficient. For clarity, the performance of the NC 

system is compared to that of the operation of a closely-equivalent classic-routing 

system, with the same physical resource allocation in both cases. The overhead for 

transmitting ACKs is neglected in this model, since only one bit is used to represent 

ACK/NAK signals. System performance is analysed by investigating the maximal 

achievable throughput when the network operates under stringent service constraints. 

6.5.1 Assumptions and parameter setup 

The results obtained from the traditional SR and NC-SR ARQ calculations are 

denoted by “throughput” and “throughput (NC)”, respectively. In all scenarios, 

unless otherwise stated, the data source generates entities at a rate of 20 packets per 

second, with a length of 100 bits, and the transmitter forward queue size is set to fit 
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120 packets. Adopted from [80], the propagation delay is set at Tp= 0.015 seconds, 

from a source to each destination, as previously shown in Figure 6.1. 

6.5.2 Performance results 

In this section, the network performance is assessed for both SR and NC-SR ARQ 

scenarios under various network conditions, and is analysed with identical link 

capacities and adjustable noise levels. Firstly, the SR ARQ efficiency is studied as 

the parameter α adopted from [77] varies in error-free and error-prone scenarios, 

with SNR=4; both scenarios are then examined under various SNR values. This is 

followed by investigating both scenarios under various channel capacities. For the 

first three scenarios, two extreme values of ε, 1/3 and 1, are chosen. For ε=1/3, the 

throughput benefit of NC in error-prone scenarios is examined, where SNR takes 

different values. This is followed by investigating the optimum data rate at which 

NC throughput gain is maximized. The final scenario investigates synchronous NC 

performance over traditional routing, allowing the receivers to hold early-arrived 

coded packets until all required packets are present. The achieved capacity gain 

comes from alleviating local congestion at the intermediate nodes; the maximum 

benefit of NC is observed to be achieved when the network is heavily utilized, and 

data is available to be sent at every possible opportunity. 

a) Error-free scenario 

In this scenario, the simulated model is analysed based on error-free channels, with 

the transmission time equal to 0.01 seconds. The values of α are set to vary from 0.1 

to 1000, according to standard recommendations in [77]. Figure 6.6 shows that, as α 

becomes larger, NC achieves a throughput improvement over traditional SR ARQ, 

that rises from 3% at α = 500 to some 48% at α = 1000 when ε=1/3, and from 20% to 

47% when ε=1. This enhancement originates from the fact that, with increasing 
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values of α, each transmitting node has to wait longer for any successive receiver 

acknowledgements. This causes a rapid rise in the transmitter queue length, which is 

ameliorated by NC, since it increases packet release speed by advancing two packets 

through any intermediate node. 

 

Figure 6.6: A throughput comparison of both NC and Traditional multicast network. 

b) Noisy scenario 

The case where the communication channel is not necessarily error-free is now 

considered. The same parameters as in the first scenario are used, but with an SNR 

value of 4 dB. This value, for example, is the recommended or the minimum Signal-

to-Noise ratio for wireless voice and data cells operating at a low data rate of 1 Mbps 

[98]. Figure 6.7 shows that NC provides a typical throughput benefit of 50% in this 

case, over the whole range of α from 0.1 and 100; this is because the transmission 
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errors in succeeding links cause a queuing build-up at transmitting nodes that is 

alleviated by the employment of NC. 

 

Figure 6.7: A throughput comparison of both NC and traditional multicast network in the presence 

of errors (SNR = 4 dB) 

c) Different channel bandwidth scenario 

Another important factor for evaluating network performance is the ratio β, of packet 

length to channel capacity. This ratio effectively represents the delays being incurred 

while packets are being emitted at each transmitting node. The subsequent packets 

coming from different streams may halt when β has a relatively large value. Figure 

6.8 shows that, when β exceeds approximately 0.02, NC offers throughput 

improvements from 13% to 50%.  
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Figure 6.8: A comparison of throughput performance as a function of β 

These performance improvements arise from the fact that NC always requires the 

presence of all packets at the intermediate nodes. Since β is large enough to halt 

packets at the intermediate node, incoming links using NC will have the ability to 

evacuate their data up to twice as fast as when traditional routing is employed, given 

that the intermediate nodes possess only two incoming links. 

d) Different SNR scenarios 

In this scenario, the impact of the packet transmission time Tr on throughput 

performance is investigated, when NC experiences different SNR values. Figure 6.9 

clarifies that NC offers a throughput advantage over traditional routing in the 

presence of a poor SNR and larger transmission delay.  
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Figure 6.9: A throughput comparison between traditional and unsynchronized NC SR ARQ 

scheme 

Since the bit error rate (BER) is inversely proportional to SNR, a low SNR increases 

packet loss and delays which in turn decrease throughput. The degradation in the 

network performance, when the SNR is low, is due to the additional constraint of the 

limited successful delivery of packets in succeeding links, causing the nodes’ 

transmitters build up a backlog of packets; this highlights the need to alleviate the 

congestion using NC. Numerical results show that, with a low SNR (2dB), NC 

achieves a throughput advantage of between 41% and 129% in all scenarios. In 

addition, with SNR=4dB, NC achieved a 190% throughput gain when the 

transmission time was Tr=0.01 seconds. 
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e) Different source data rates 

In order to determine the conditions under which the system is stable and can gain 

the greatest advantage from NC, it is necessary to understand the relationship 

between the traffic inter-arrival time and coding efficiency.  

To increase coding opportunities at the coding nodes, a pre-set maximum delay at I1 

and I2 can either be introduced, or define a network where packet arrival at the 

coding nodes is almost synchronized. During the delay period, in the first option, 

coding nodes perform coding when packets from all streams are present; otherwise, 

packets are transmitted without coding if the period expires. The second option 

requires deterministic and synchronized packet arrival at the coding nodes being 

investigated; this option is implemented by independently varying the packet inter-

arrival distribution for all sources, S1, S2 and S3.  

A constant inter-arrival time is set with values ranging between [0.02, 0.2] on the 

link (S, S1). The inter-arrival time between the generated packets over (S, S2) 

uniformly takes the range [0.05, 0.15]. Furthermore, packets transmitted over link (S, 

S3) are exponentially distributed with a mean value of 0.1. This arrangement 

provided the results shown in Figure 6.10, which demonstrates that the coding 

benefits are optimum when the packet inter-arrival times are close enough to 

maximize coding opportunities. The reason for this benefit is due to the larger inter-

arrival delay (greater than 0.1), which forces the decoding block to pause until all 

packets are ready for coding; this causes fewer coding opportunities to occur, and 

consequently a lower throughput gain. 
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Figure 6.10: A throughout comparison at different data rates sources 

f) Synchronous NC scenario  

In unsynchronized networks, NC has shown that it offers significant improvements 

in throughput performance. However, it is common that, during packet transmission, 

a delay can occur when a packet of any generation takes a longer route to reach its 

destination. In an NC system, this forces the receiver to adopt a sophisticated method 

of synchronization, since it cannot construct the original packets unless all coded 

packets of the same generation are present. In this experiment, the packet combiner 

block is exploited to simulate a synchronized NC scheme. In this way, the packet 

combiner block can represent a decoding stage in real-world networks, since it waits 

until all necessary packets are ready for the combining operation to proceed, which 

fulfils the receiver requirement for decoding. Conversely, this particular arrangement 

will clearly cause degradation in the throughput performance, since any packet with 

a short path will have to be held at the receiver until all packets arrive, as shown in 

Figure.6.11. Nevertheless, NC still offers benefits for low SNR and high packet 
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transmission delay scenarios, such as underwater acoustic communications [57, 99]. 

Figure 6.11 indicates that NC still offers 78% and 86% throughput advantage when 

SNR values are 3 dB and 4 dB, respectively.  

 

Figure 6.11: A throughput comparison between a traditional and synchronized NC SR ARQ scheme 

6.6  Conclusions 

This chapter has examined the performance of NC using simulation of a practical 

scenario to ascertain the extent to which the theoretical benefits of NC are realized. 

The performance of NC in a multicast network was compared with SR-ARQ-based 

classic routing. When the network was error-free, NC offered throughput increases 

of up to 48%, as the propagation time became much greater than the transmission 

delay, but offered no gain otherwise. However, in the presence of AWGN (and hence 

errors), NC offered a 50% throughput increase over a usable throughput range, i.e. 

before the throughput declined drastically because of queuing and retransmission 

delays. 
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Variation of the SNR in the AWGN channel showed that NC comes into its own for 

poor quality transmission conditions, enabling the throughput to be maintained as the 

SNR drops, and significantly outperforming classic routing. 

The chapter also presents results for incoming packets of variable data rates; an 

aspect which has not been considered in the past. As one may expect, the 

combination of packets with dissimilar inter-arrival rates at intermediate nodes may 

not offer a throughput gain. It is thus essential to ensure that data sources are tuned 

to generate packets at rates that do not go beyond a value that guarantees NC gains. 

This leads to the work presented in Chapter 7, where a queuing model of traditional 

and synchronous NC intermediate nodes with Poisson packet arrivals is 

mathematically analysed and verified via simulation. 
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Chapter 7  

Network Coding Based M/M/1 Queuing Model 

Analysis 

7.1 Introduction 

In Chapters 4, 5 and 6, the performance of two error control schemes under network 

coding (NC) has been investigated. It was concluded that the capacity gain of NC 

can be strongly influenced by properly synchronising the incoming packets of the 

NC node. However, the implementation of synchronous NC requires a thorough 

investigation of its impact on the relevant queuing systems, since the input buffers of 

coding nodes may become intractable. As shown by the literature provided in 

Chapter 2, the behaviour of an encoding node queue was demonstrated by [34]; it 

was concluded that the absence of synchronisation might seriously influence the 

performance of NC, i.e. the buffer size at the encoding nodes would increase to 

infinity. 

This chapter analyses the performance of an M/M/1 queuing system at an 

intermediate node under synchronous NC without input buffers. The main 

contribution of this chapter is the derivation of the coded packets distribution, and 

their mean waiting time due to two and three packet streams. The results are then 

expanded to compare the packet loss in an M/M/1 queue limited to accommodate K 

packets. 
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A synchronized queuing model with identical Poisson packet arrivals is studied in 

[34]. The authors assume that packets are stored in input buffers before matching and 

coding are performed. They show that the output stream asymptotically follows a 

Poisson distribution with the same arrival rate, and that the system becomes unstable 

with input buffer sizes increasing to infinity. This observation has led to the proposal 

of a combined opportunistic scheduling and encoding (COSE) technique, in which a 

clearing stage is associated with an encoding stage to transmit unmatched packets, in 

order to clear non-empty buffers. This technique, however, can be regarded as an 

asynchronous NC scheme. 

The results obtained by [34] are extended in this work by stating the necessary 

conventional queuing equations for the M/M/1, and then experimenting with 

different arrival rates for each stream. This is followed by a mathematical 

construction of a NC queuing model, where the number of incoming packet streams, 

k, is equal to 2 and 3, and is without input buffers. Coded packets arriving at the 

output queue are found to follow a general random distribution after matching. It is 

clear that in a NC node with input buffers, packets stored in the higher arrival rate 

buffers will be ready for advancement to the matching stage, whenever packets from 

the other buffer or buffers with lower arrival rates are present; this causes them to 

follow exactly the same distribution as that of the smallest arrival rate. In this 

chapter, the system is modelled without input buffers, by allowing the sources to 

suppress generating packets in the presence of a blockage. The study is further 

extended by investigating the packet loss probability, through studying the same 

model with limited buffering capacity. 
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7.2  System model and assumptions 

A single server is considered, with an infinite queue size, a Poisson arrival process 

with arrival rate λ, and exponentially distributed service times with service rate μ. 

Figure 7.1 depicts the model, which consists of k packet sources connected to a FIFO 

queue and a server, through a matching/ coding block that performs coding. The 

interconnections are made through an error-free system with identical link capacities 

therefore no error control scheme is adopted in this model. For a given time step, at 

most one packet arrives at, and at most one packet departs from, the FIFO queue. 

Packets of the i
th

 stream leave the source individually, according to a Poisson process 

with rate λi. Therefore, the pdf of the inter-arrival times, denoted as a(t), follows an 

exponential distribution with average time 1/λ between arriving packets. Packets are 

assumed to reach the coding/ merging stage as soon as they are released by the 

source and therefore the propagation delay is negligible. The FIFO queue is assumed 

to be placed at the output port of a network switch or router with lossless fabric - the 

service and arrival processes are independent. The description of the state of the 

M/M/1 system defines a Markov process because of the memoryless property of the 

exponential distribution [100]. 

 

Figure 7.1: Queuing model of an intermediate node with k incoming streams without input buffers 

In a traditional routing scenario, packets incoming from more than one input stream 

are merged into one stream, and then stored intact in the FIFO queue, to be served at 

the next available opportunity. On the other hand, in the studied synchronous NC 

scenario, packets have to be matched and combined algebraically over GF(2) with 
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the packets from other streams, prior to their entry to the queue, and then stored as 

coded packets. Coding is assumed to be performed after matching, according to an 

XOR function once, packets from each stream are ready to be coded. Packets leaving 

the matching stage are defined as “coded packets”; of particular interest is the 

distribution which they follow, and the time they spend in the FIFO queue.  

Having completed one matching process, the matching stage immediately begins 

another, provided that at least one input packet of each stream is available; otherwise 

the matching stage becomes idle and no coded packets enter the FIFO queue in this 

time domain. All incoming packets from k sources are assumed to be sequentially 

sorted, so that pairs are easily identified for matching. Most studies assume that 

generated packets are stored in input buffers prior to their entry to the coding stage; 

in the studied system, however, packets travel directly from the source to the coding 

stage. In the case of a blockage due to synchronization - waiting for packets from 

other streams - the source simply stops transmission according to control signals 

received from the node, and restarts at the next available opportunity. Therefore, a 

delay is caused by waiting packets from other streams, Td, to be ready for coding. 

This delay eventually causes throughput degradation; however, throughput analysis 

is neither the scope nor the focus of this chapter and will be carried out in further 

research. The term ρ=λ/μ is defined as the utilization ratio or the traffic intensity. 

The components of the equilibrium distribution vector of M/M/1 are given by 

 𝑝𝑘 = 𝑝0𝜌
𝑘 (7.1) 

where 𝑝0 = 1 − 𝜌 is the steady–state probability of finding zero packets in the 

system [69], where ρ < 1 is needed to ensure that the system is in equilibrium i.e. 

λ<μ. Since k streams of packets are connected to the queue, the average number of 



115 

 

arrivals per unit time should not exceed the average number of packets processed per 

unit time when the server is busy. Upon arrival to the infinite FIFO queue, packets 

are served without delay if the server is available; otherwise, packets are forced to 

wait in the queue until the next possible delivery slot.  

7.3 Queuing Analysis of NC-based M/M/1 

In this section, the well-established traditional results of M/M/1 are stated in the case 

of packets being merged at an intermediate node; packets are accepted through any 

entity input port, and are sent intact through a single entity output port. The 

mathematical derivations needed to compute the average arrival rate are listed for 

synchronically coded packets.  

7.3.1 The arrival rate of two merged Poisson streams 

Traditional routing (TR) operates in a store-and-forward mode, where a router 

accepts and stores all incoming packets, and forwards them without modification to 

their intended destinations [37]. When data are merged, it is well known that the sum 

of several independent Poisson processes results in a new Poisson process, whose 

rate, λ, is the sum of the incoming arrival rates i.e. λ= λ1 + λ2; this may lead to 

congestion if the traffic generated by the sources exceeeds the avalible bandwidth at 

the intermidiate node. 

7.3.2 Arrival rate of the coded packets without input buffers 

In this section, the mean arrival time of coded packets is derived, and its distribution 

is then used to derive the mean waiting time which the packets spend in the FIFO 

queue. As shown in Figure 7.2, the random variable T defines the inter-arrival time 

between two successive coded packets; this R.V. is continous for Poisson traffic and 

is exponetially distributed [101]. In order to study the random variable T in 
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synchronous NC, the probabilty p(0) that no packets arrive in a period t must be 

identified. 

Theorem 7.1: Consider an encoding node with two independent input streams, as 

shown in Figure 7.2. Packets coming from streams 1 and 2 are Poisson-distributed 

with a mean arrival time λ1 and λ2, respectively. Furthermore, packets leaving the 

queue experience an exponential service time with mean 1/µ. The resulting coded 

packets - after matching - follow a random general distribution with a mean arrival 

rate given by:  

 𝜆 =
𝜆1𝜆2(𝜆1 + 𝜆2)

𝜆1
2 + 𝜆1𝜆2 + 𝜆2

2 (7.2) 

 

 

Figure 7.2: The time delay, T, incurred by matching 

Proof: Let “A” be the event where no packets arrive at both streams, or at least one 

packet arrives at stream 1 but none arrives at stream 2, or at least one packet arrives 

at stream 2 but none arrives at stream 1, during time period t.  

Therefore,  

𝑝(𝐴: 𝑇 >  𝑡) =  𝑝𝜆1,𝑡 (0). 𝑝𝜆2,𝑡 (0) + (1 − 𝑝𝜆1,𝑡 (0)) . 𝑝𝜆2,𝑡 (0) 

+(1 − 𝑝𝜆2,𝑡 (0) ). 𝑝𝜆1,𝑡(0) 

In order to find the pdf associated with the inter-arrival time, a complementary event  

B: T ≤ t has to be identified. This means that one or more packets have arrived at 
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stream 1 and 2 which satisfy the synchronous coding conditions in time period t. The 

probability associated with event B is 

𝑃(𝐵: 𝑇 ≤  𝑡)  =  (1 − 𝑝𝜆1,𝑡 (0)). (1 − 𝑝𝜆2,𝑡 (0))  

=  1 − 𝑝𝜆1,𝑡 (0) − 𝑝𝜆2,𝑡 (0)  +  𝑝𝜆1,𝑡 (0). 𝑝𝜆2,𝑡 (0) 

 = 1 − e−λ1t  − e−λ2t +  е−(𝜆1+ 𝜆2)𝑡 
(7.3) 

Hence, the cdf for the random variable T is given by 

𝐹𝑇  (𝑡)  =  1 − e
−λ1t − e−λ2t  +   е−(𝜆1+ 𝜆2)𝑡 

The pdf for this random variable is obtained by differentiating FT(t) 

 𝑓𝑇 (𝑡)  =   𝜆1e
−λ1t + 𝜆2e

−λ2t   −  (𝜆1 + 𝜆2) е
−(𝜆1+ 𝜆2)𝑡 

(7.4) 

therefore, the average inter-arrival time between coded packets T can be obtained by 

 𝑇 = ∫ 𝑡𝑓𝑇(t) d𝑡 
∞

𝑡=0

=
1

𝜆1
+
1

𝜆2
−

1

𝜆1 + 𝜆2
 

(7.5) 

Thus, one can conclude that the inter-arrival time of the coded packets obeys a 

random general distribution with mean arrival rate λ given by 

 𝜆 =
1

𝑇
=
𝜆1𝜆2(𝜆1 + 𝜆2)

𝜆1
2 + 𝜆1𝜆2 + 𝜆2

2 
(7.6) 

The pdf obtained is used to calculate the mean waiting time of the coded packets 

stated in Section 7.4. 

7.3.3 Arrival rate of coded packets for k=3 streams  

The probability p (T > t) for k streams can be given by 
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𝑝(𝐴: 𝑇 >  𝑡) =   1 − ∏ (1 − 𝑝𝜆𝑖,𝑡 (0))
𝐾
𝑖=1 , which is equal to 𝑝(𝐴: 𝑇 >  𝑡) =   1 −

∏ (1 − e−λ𝑖t)𝐾
𝑖=1 . The complementary event “B” can then be given by 𝑃(𝐵: 𝑇 ≤

 𝑡)  = ∏ (1 − e−λ𝑖t)𝐾
𝑖=1 . 

When three packet sources are adressing one intermidate node queue, the probability 

p (T < t) then takes the following form 

 𝑃(𝐵: 𝑇 ≤  𝑡)  =∏(1 − e−λ𝑖t)

3

𝑖=1

 
(7.7) 

The cdf for the random variable, T, is given from (7.7) by 

 

𝐹𝑇  (𝑡)  =  −e
−λ1t  − e−λ2t −e−λ3t +   e−(λ1+λ2)t

+ е−(𝜆1+ 𝜆3)𝑡 + е−(𝜆2+ 𝜆3)𝑡

+ е−(𝜆1+𝜆2+ 𝜆3)𝑡 

(7.8) 

The pdf for this random variable is obtained by differentiating the above equation 

 

𝑓𝑇  (𝑡)  =  λ1e
−λ1t − λ1 e

−(λ1+λ2)t − λ1 е
−(𝜆1+ 𝜆3)𝑡

+ λ1 е
−(𝜆1+𝜆2+ 𝜆3)𝑡

+ λ2e
−λ2t − λ2 e

−(λ1+λ2)t

− λ2 е
−(𝜆2+ 𝜆3)𝑡

+ λ2 е
−(𝜆1+𝜆2+ 𝜆3)𝑡

+ λ3e
−λ3t − λ3 e

−(λ1+λ3)t

− λ3 е
−(𝜆2+ 𝜆3)𝑡

+ λ3 е
−(𝜆1+𝜆2+ 𝜆3)𝑡 

(7.9) 

Therefore, the mean inter-arrival time of the coded packets of three packet sources is 

obtained by 
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𝑇 = ∫ 𝑡𝑓𝑇(t) d𝑡 
∞

𝑡=0

 

 

𝑇 =
1

λ1
+
1

λ2
+
1

λ3
−

1

λ1 + λ2
−

1

λ1 + λ3
−

1

λ2 + λ3

+
1

λ1 + λ2 + λ3
 

(7.10) 

In the special case when λ1= λ2= λ3, the mean arrival rate for the coded packets is 

 𝜆 =
6

11
𝜆1 

(7.11) 

This relation has been verified via simulation; a histogram of the distribution of 

inter-arrival coded packets with three identical inputs is shown in Figure 7.12. 

7.4 Mean Waiting Time (MWT) in the FIFO Queue  

7.4.1 The mean queue waiting time in traditional routing  

Since merged packets follow a Poisson distribution with mean arrival rate λ = λ1 + 

λ2, the same formula for obtaining the mean waiting time in M/M/1 queue can be 

applied. The average number of the packets L in the system is given by 𝐿 =

 ∑ 𝑛𝑃𝑛
∞
𝑛=0 =

𝜌

1−𝜌
=

𝜆

µ−𝜆
, where 𝑃𝑛 is the probability of finding n packets in the 

system. The average waiting time in the system can be obtained from Little’s 

formula  𝑊𝑠 =
𝐿

𝜆
=

1

µ−𝜆
. Thus, the average waiting time in the queue is given by 

 𝑊𝑞 =
1

µ − 𝜆
−
1

µ
=

𝜌

𝜇(1 − 𝜌)
 

(7.12) 

7.4.2 NC mean waiting time without input queues 

To estimate the time the packets spend in the queue before they are served, the 

derived results listed above can be employed to analyse the mean waiting time in the 
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queue under consideration. The system corresponds to the case of an arbitrary inter-

arrival time with pdf a(t) and cdf A(t). Since the inter-arrival of coded packets is not 

exponentially distributed, the embedded Markov chain method is utilized as an 

analysis approach [102]. The embedded time points are considered to be the arrival 

instants of coded packets to the system. Since the service times are exponentially 

distributed, the number of departures within an inter-arrival time t follows a Poisson 

distribution, which can be found using 

 𝛼𝑛 = ∫
(𝜇𝑡)𝑛

𝑛!
𝑒−𝜇𝑡 𝛼(𝑡)𝑑𝑡

∞

𝑡=0

     𝑛 =  0,1, … ,∞ (7.13) 

Note that 𝛼𝑛, n ≥ 0, is the probability that exactly n packets have been served during 

a single inter-arrival period, assuming that more than n packets were present at the 

system upon the commencement of this inter-arrival period. 

The number of packets in the system immediately before an arrival instant defines 

the state of the system. For the i
th

 arrival, let ni be the number of packet in the system 

just before this arrival, and let Si+1 be the number of packets served between the i
th

 

and the (i+1)
th

 arrival. Thus 

 𝑛𝑖+1 = {
𝑛𝑖  +  1 − 𝑆𝑖+1 if 𝑛𝑖  +  1 − 𝑆𝑖+1 > 0 
0                         if 𝑛𝑖  +  1 − 𝑆𝑖+1 ≤ 0

   
(7.14) 

ni forms an embedded Markov chain for the number in the system at the arrival 

instants [69]. 

Under equilibrium conditions, where i → ∞, let ni+1 = k and ni=j, the conditional 

transition probability pjk, that (j+1-k) packets are served between the consecutive 

arrival instants, is given by 
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𝑝𝑗𝑘  =  𝑃 ( 𝑛𝑖+1  =  𝑘 | 𝑛𝑖 = 𝑗 ) 

={
𝑃 ( 𝑆𝑖+1  =  𝑗 − 𝑘 + 1 )  if 𝑘 > 0,
𝑃 ( 𝑆𝑖+1  ≥  𝑗 + 1 )          if 𝑘 = 0,

 
(7.15) 

To move from state j to state k, exactly j+1-k packets must have been served during 

the inter-arrival time, hence following (7.13) 

 𝑃𝑗𝑘 = 𝑎𝑗+1−𝑘      𝑘 > 0 
(7.16) 

Clearly pjk = 0 for all k > j+1, since there are at most j+1 packets present between 

two consecutive arrivals. Therefore, the transition probabilities matrix P takes the 

form 

𝑃 =

(

 
 

𝑝0,0 𝑎0 0
𝑝1,0 𝑎1 𝑎0
𝑝2,0
𝑝3,0
⋮

𝑎2
𝑎3

𝑎1
𝑎2

     

…
0 …
𝑎0
𝑎1

0
𝑎0
⋱)

 
 

 

where αn denotes the probability of n departures in an inter-arrival time interval, 

assuming that the server is busy for the entire interval. The transition probability 

diagram is shown in Figure 7.3. 

 

Figure 7.3: Transition probability diagram for embedded Markov chain  

To obtain the equilibrium state probabilities pj, where j= 0,1,…∞ of finding j packets 

in the system just before an arbitrary arrival instant, the associated transition 

probabilities are used to solve a set of balance equations, which can be written as 
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 𝑝𝑗 = 𝑝𝑗−1𝛼0 +∑𝑝𝑗+𝑘

∞

𝑘=0

𝛼𝑘+1 
(7.17) 

To find j packets in the system upon a packet arrival between two time instants, there 

must be j-1 packets in the queue, plus the packet that has arrived, given that no 

packet has been served between these time instants, or there must be j packets in the 

queue plus the packet that has arrived, given that one packet has been served 

between these time instants, and so on. 

 𝑝𝑗 = ∑ 𝑝𝑗−1+𝑘
∞
𝑘=0 𝛼𝑘    j ≥ 0 

(7.18) 

The solution of these equilibrium equations can be found by trying to find a solution 

in the form of a geometric series 

 𝑝𝑗 = 𝛽𝜎
𝑗                                            j ≥ 0 

(7.19) 

Substituting this form into equation (7.18), and dividing by 𝛽𝜎𝑗−1, yields 

𝜎 = ∑𝜎𝑘
∞

𝑘=0

𝛼𝑘 

By substituting 𝛼𝑘 from (7.13), σ can be expressed as follows 

𝜎 =∑𝜎𝑘
∞

𝑘=0

∫
(𝜇𝑡)𝑘

𝑘!
𝑒−𝜇𝑡 𝛼(𝑡)𝑑𝑡

∞

𝑡=0

 

𝜎 = ∫ ∑
(𝜇𝑡𝜎)𝑘

𝑘!
𝑒−𝜇𝑡 𝛼(𝑡)𝑑𝑡

∞

𝑘=0

∞

𝑡=0

 

= ∫ 𝑒−(𝜇−𝜇𝜎)𝑡 𝛼(𝑡)𝑑𝑡
∞

𝑡=0

 

Therefore σ can be recognized as the unique root of the Laplace Transform LA(μ-μσ) 

of the pdf of the inter-arrival times i.e. 
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 𝜎 =  𝐿𝐴(𝜇 − 𝜇𝜎) (7.20) 

To obtain the stability conditions where ρ>1 [103] that σ should be a unique real 

value in the range 0 < σ <1. Finally, solution (7.19) needs to be normalized, yielding  

 𝑝𝑗 = (1 − 𝜎)𝜎
𝑗      j ≥ 0 

(7.21) 

where β=(1-σ), since ∑ 𝑝𝑗
∞
𝑗=0 = 1. This means that the queue size is geometrically 

distributed with parameter σ. 

A packet will be forced to wait for service with a probability 1 − 𝑝0 = 𝜎. The 

waiting time in the queue Wq will be zero if packets find the system empty upon 

arrival. However, if n packets are found in the system, including the one currently 

being served, the mean waiting time can be obtained using the memoryless property 

of the exponential distribution as follows 

 𝑊𝑞 = 𝐸[𝑝𝑛]
1

𝜇
=
1

𝜇
∑𝑛(1 − 𝜎)𝜎𝑛 =

𝜎

𝜇(1 − 𝜎)

∞

𝑛=1

 
(7.22) 

The Laplace transform for the inter-arrival time of the coded packets is then found 

by 

𝐿 (𝑎(𝑡)) =
𝜆1

𝑠 + 𝜆1
+

𝜆2
𝑠 + 𝜆2

−
𝜆1 + 𝜆2

𝑠 + (𝜆1 + 𝜆2)
 

Therefore, σ can be evaluated, following (7.20) as follows, 

 

𝜎 =
𝜆1

𝜇 − 𝜇𝜎 + 𝜆1
+

𝜆2
𝜇 − 𝜇𝜎 + 𝜆2

−
𝜆1 + 𝜆2

𝜇 − 𝜇𝜎 + (𝜆1 + 𝜆2)
 

(7.23) 

This leads to a complicated quartic equation. For simplicity, only the roots when λ1 = 

λ2 = λ are shown, as follows  



124 

 

σ1 = 1, σ2 =
 λ+µ

µ
, σ3 =

3 λ+µ+√λ2+6 λµ+µ2

2µ
, σ4 =

3 λ+µ−√λ2+6 λµ+µ2

2µ
 

The root σ4 is chosen from the four possibilities since it fulfils the stability condition 

0 < σ <1. For a particular NC queuing system, the ability to quantify the average 

waiting time in the queue for the coded packets from their average arrival rate is 

available. Therefore, the performance gap between traditional routing and NC can be 

exactly determined under certain system parameter settings; this would enable a 

decision to be made about what arrival rate to implement for each stream, when NC 

is taken into consideration. 

7.4.3 Mean waiting time of coded packets with three input streams 

To find the mean waiting time of coded packets with three input streams, the same 

steps carried out in section 4.3 are followed. The Laplace transform of (7.9) yields 

𝐿 (𝑎(𝑡)) =
𝜆1

𝑠 + 𝜆1
+

𝜆2
𝑠 + 𝜆2

+
𝜆3

𝑠 + 𝜆3
−

𝜆1
𝑠 + 𝜆1 + 𝜆2

−
𝜆2

𝑠 + 𝜆1 + 𝜆2

−
𝜆1

𝑠 + 𝜆1 + 𝜆3
−

𝜆3
𝑠 + 𝜆1 + 𝜆3

−
𝜆2

𝑠 + 𝜆2 + 𝜆3
−

𝜆3
𝑠 + 𝜆2 + 𝜆3

+
𝜆1

𝑠 + 𝜆1 + 𝜆2 + 𝜆3
+

𝜆2
𝑠 + 𝜆1 + 𝜆2 + 𝜆3

+
𝜆3

𝑠 + 𝜆1 + 𝜆2 + 𝜆3
 

Therefore σ can be obtained by 

𝜎 =
𝜆1

𝜇 − 𝜇𝜎 + 𝜆1
+

𝜆2
𝜇 − 𝜇𝜎 + 𝜆2

+
𝜆3

𝜇 − 𝜇𝜎 + 𝜆3
−

𝜆1
𝜇 − 𝜇𝜎 + 𝜆1 + 𝜆2

−
𝜆2

𝜇 − 𝜇𝜎 + 𝜆1 + 𝜆2
−

𝜆1
𝜇 − 𝜇𝜎 + 𝜆1 + 𝜆3

−
𝜆3

𝜇 − 𝜇𝜎 + 𝜆1 + 𝜆3

−
𝜆2

𝜇 − 𝜇𝜎 + 𝜆2 + 𝜆3
−

𝜆3
𝜇 − 𝜇𝜎 + 𝜆2 + 𝜆3

+
𝜆1

𝜇 − 𝜇𝜎 + 𝜆1 + 𝜆2 + 𝜆3

+
𝜆2

𝜇 − 𝜇𝜎 + 𝜆1 + 𝜆2 + 𝜆3
+

𝜆3
𝜇 − 𝜇𝜎 + 𝜆1 + 𝜆2 + 𝜆3
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In the special case where λ1= λ2= λ3= λ, μ=1; 

 𝜎 =
3𝜆

1 − 𝜎 + 𝜆
−

6𝜆

1 − 𝜎 + 2𝜆
+

3𝜆

1 − 𝜎 + 3𝜆
 

(7.24) 

Solving this equation gives the following roots 

 𝜎1 = 1, 𝜎2 =
1

3
𝜁 −

−3𝜆2−6𝜆−1

3𝜁
+
2

3
(3𝜆 + 1) 

where 𝜁 = √−45𝜆2 + 3√3√−𝜆6 − 6𝜆5 + 62𝜆4 + 18𝜆3 + 2𝜆2 − 9𝜆 − 1
3

 

𝜎3,4  are two conjugate complex numbers and have cumbersome representations that 

are omitted here. Out of these four roots, σ2 is selected, since the stability condition 

0 < σ <1 is fulfilled. 

7.5 Model Validation and Numerical Results 

In this section, the interarrival distribution of the coded packets and the mean waiting 

time spent in the queue are validated via simulation, and compared with the 

traditional routing in light of the analysis. The unit of the x-axis of the graphs 

showing the interarrival distribution of coded and merged packets will be arbitrary 

time units a time unit. Evidently, the MWT obtained from NC-based queueing will 

be significantly lower than that obtained from traditional routing; this gain in delay 

performance is achieved simply by having a smaller number of packets entering the 

FIFO queue in the NC scenario. Figure 7.4 shows the SimEvents model which 

comprises two sources of exponentially distributed packets that are transmitted over 

streams 1 and 2, and are addressing one output port. Therefore, in traditional routing, 

packets are mergerd using the Path Combiner block, which accepts entities through 

any entity input port, and outputs them through a single entity output port. On the 

other hand, Entity Combiner is utilized to act as a coding stage, where it detects 
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when all necessary component entities are ready for the combining operation to 

proceed. Merged and coded packets are then advanced to the FIFO queue, to be 

served at an exponentially increasing rate of service. The FIFO queue provides 

several statistical metrics: for instance, Average wait which provides a sample mean 

of the waiting times in the block for all entities that have departed via any port, and 

Average queue length which provides the average number of entities in the queue 

over time. 

 

Figure 7.4: NC queuing model in SimEvents 

As stated above, packets are set to arrive at the coding/ merging block in a Poisson- 

distributed way. However, they leave the block following Poisson and random 

general distributions, in the case of traditional routing and NC, respectively. The 

total arrival rate for both streams is set to be lower than the service rate required to 

maintain system stability.  

7.5.1 Arrival rate validation 

7.5.1.1 Merged packets distribution 

By setting, for example, λ1=0.3, λ2=0.4 in the traditional routing model, Figure 7.5 

shows a histogram of the inter-arrival time of the merged packets which clearly 
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follow an exponential distribution and in agreement with the theoretical pdf, which is 

given by 𝑓(𝑡) =  (λ1 + λ2)e
−(λ1+λ2)t. 

 

Figure 7.5: Histogram of inter-arrival time of merged packets with λ1=0.3, λ2 =0.4 

7.5.1.2 Network coded packets with input buffers 

In this scenario, input buffers were placed prior to the matching stage, and the 

simulation run with λ1=0.3, λ2=0.4 at buffer 1 and 2, respectively. Packets stored in 

buffer 2 have to leave in the same way as buffer 1 packets, since λ1 < λ2, 

consequently, coded packets will also follow a λ1 distribution. Figure 7.6 shows that 

the inter-arrival time for the coded packets follows an exponential distribution with 

λ=0.3. 
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Figure 7.6: Histogram of inter-arrival time of coded packets with λ1=0.3, λ2 =0.4 with input 

buffers 

The same model simulation was run with identical arrival rates λ1 = λ2; as expected, 

the resulting coded packets followed a Poisson distribution with the same input 

parameters λ = λ1 = λ2 , as proved by [34]. 
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Figure 7.7: Histogram of inter-arrival time of coded packets with λ1=λ2 and input buffers 

Evidently, with an unequal mean arrival time, buffer 2 connected to stream 2 will 

build-up quickly and become uncontrollable, since it receives more packets than 

buffer 1 per time unit, as illustrated in Figure 7.8. Therefore, buffer 2 will always 

have its packets ready for coding, and will be confined to the behaviour of buffer 1. 
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Figure 7.8: Length of each input buffer with different arrival rates 

7.5.1.3 Distribution of network coded packets without input buffers 

In this section, Theorem 7.1 is validated via simulation, and the results of coded 

packet distribution when λ1=0.3, λ2 =0.4 are shown. Figure 7.9 indicates that the 

inter-arrival distribution of the incoming packets, under an NC scenario for a given 

M/M/1 queue, follows a general distribution with a mean arrival rate given by (7.6). 
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Figure 7.9: Histogram of inter-arrival time of the coded packets with λ1=0.3, λ2 =0.4. 

Figure 7.10 shows that the simulated pdf of the coded packets is in agreement with 

the theoretical pdf, which given by (7.4) 

 

Figure 7.10: The pdf of inter-arrival time of the coded packets 

In the special case when λ1=λ2, the coded packets still follow a general distribution, 

with the arrival rate governed by equation (7.6), i.e. λ= (2/3) λ1 as shown in Figure 

7.11. 
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Figure 7.11: Histogram of inter-arrival time of coded packets with λ1=λ2 

7.5.1.4 Distribution of network coded packets with three identical arrival rates 

The model constructed was modified to include a third packet source, and used to 

validate the mean arrival rate relation given by (7.11). The packet arrival rate for all 

streams was set, for example, to 0.4 packets per second, i.e. λ1, λ2, λ3=0.4. Figure 

7.12 shows that coded packets with the three identical input streams model follow a 

general distribution with λ given by (7.11). 
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Figure 7.12: Histogram of inter-arrival time of coded packets with λ1, λ2, λ3=0.4 

7.5.1.5 Distribution of network coded packets with three different arrival rates 

Figure 7.13 shows that coded packets with three different input streams, for example, 

λ1=0.2, λ2=0.3 and λ3=0.4, follow a general distribution with λ given by the 

corresponding formula of (7.10). 
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Figure 7.13: Histogram of inter-arrival time of coded packets with λ1=0.2, λ2=0.3 and λ3=0.4 

7.5.2 Queue mean waiting time validation 

In this section, attention is given to the waiting time that the merged and coded 

packets spend in the intermediate node queue before they are served. A comparison 

between the analytical and simulation results for the MWT for merged and coded 

packets is conducted.  

7.5.2.1 MWT for Merged packets 

When setting λ1=0.3 and λ2=0.4, the MWT is obtained by applying the well-known 

equation (7.12), which is expressed as 𝑊𝑞 =
1

1−(0.3+0.4)
−
1

1
= 2.33 seconds; this 

matches the simulation results very well, as shown in Figure 7.14. 
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Figure 7.14: Average mean waiting time of merged packets in FIFO queue with 

λ1=0.3, λ2 =0.4 

7.5.2.2 MWT for network coded packets without input buffers 

Figure 7.15 shows that the analytical results obtained by applying the derived 

equation (7.22) when λ1=0.3, λ2=0.4 and μ=1, match the simulation results extremely 

well. 

 

Figure 7.15: Average mean waiting time of coded packets in FIFO queue with 

λ1=0.3, λ2 =0.4 and without input buffers 

7.5.2.3 MWT for network coded packets without input buffers when λ1= λ2 
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Applying formula (7.22) for λ1= λ2 =0.4 and μ=1, values of σ4 = 0.1566 and 

𝑊𝑞 = 0.1857 seconds are obtained. The obtained average waiting time shown in 

Figure 7.16 follows the analytical results very closely. 

 

Figure 7.16: Average mean waiting time of coded packets in FIFO queue with λ1=λ2 

=0.4 and without input buffers. 

7.5.2.4 Network coded packets without input buffers with 3 input streams 

Applying formula (7.24) when λ1=λ2=λ3=0.4, μ=1, σ1 = 1, σ2 = 0.08 and σ3,4 =

2.16 ∓ i0.39 can be obtained. The parameter σ2 meets the stability conditions, since 

it falls in the range 0 < σ <1, therefore a MWT 𝑊𝑞 = 0.09 seconds is obtained from 

(7.22). Figure 7.17 verifies the obtained results for this section. 
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Figure 7.17: Average mean waiting time of coded packets in FIFO queue with 

λ1 = λ2 =λ3=0.4. 

7.5.2.5 Mean waiting time of network coded packets with input buffers 

To evaluate the MWT performance of M/M/1, the model was modified by adding 

infinite input buffers at each input of the coding stage. Setting λ1=0.3 and λ2 =0.4, 

the resulting λ will follow an exponential distribution and be equal to λ1, since it has 

a smaller value. Therefore applying equation (7.12) for λ=0.3, yields 𝑊𝑞 =

0.43 seconds, which was verified by simulation as shown in Figure 7.18. 
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Figure 7.18: Average mean waiting time of coded packets in FIFO queue with 

λ1=0.3, λ2 =0.4 with input buffers 

It is clearly noticed that the MWT of coded packets with input buffers placed at the 

coding node is much less than that without input buffers. This is because having 

input buffers at the input of coding nodes increases the coding opportunities and 

hence increases the number of coded packets entering and waiting in the FIFO 

queue.  

7.5.2.6 Examining different arrival rates  

In this section, more results regarding the MWT for both traditional routing and NC 

are provided. The arrival rate of the packets coming from stream 1 is fixed at a value 

0.4, and λ2 is set to range between [0.1, 0.55]. The NC technique brings a new 

solution for queue stability, as shown in Figure 7.19. 
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Figure 7.19: An average queue waiting times for NC-based node for a fixed λ1 and 

varying λ2 

 

Figure 7.20: Average queue waiting times for traditional node for various mean 

waiting time values 

To further enhance the visualisation of what happens in the intermediate node queue 

when merging two streams, both λ1 and λ2 were set to range between [0.1, 1], for 

both TR and NC techniques. Figure 7.20 indicates that a rapid change in the packet’s 

MWT occurs with the traditional scenario when λ1+ λ2 becomes greater than or equal 
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to the service time, which leads to congestion problems. This means that with 

capacity-limited queues, packets at the intermediate node will be rejected and hence, 

the data transfer will be dominated by the retransmissions of the discarded packets, 

which leads to throughput wastage. 

 

Figure 7.21: Average queue waiting times for NC-based node for various mean waiting time 

values 

Figure 7.21 shows that NC acts like a control mechanism by reducing the incoming 

data rate, and hence helps in reducing the waiting time that the packets spend in the 

queue; consequently, the network does not become clogged with retransmissions.  

7.6 Stability Condition  

To ensure queuing stability, the total arrival rate of the incoming traffic should not 

exceed the service rate. For two input streams, the stability condition for a queue in a 

traditional routing scenario with two incoming streams is then given by 

 λ1+λ2 < 𝜇 
(7.25) 
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From the relation (7.6), the stability condition for a queue when NC is adopted is 

given by 

λ =
λ1λ2(λ1 + λ2)

λ1
2 + λ1λ2 + λ2

2 < 𝜇 

λ1λ2(λ1 + λ2) < 𝜇(λ1
2 + λ1λ2 + λ2

2) 

 (λ1 + λ2) < 𝜇(
λ1
λ2
+ 1 +

λ2
λ1
) 

(7.26) 

By comparing (7.25) and (7.26), NC allows the packet source to function at a rate 

higher than that of TR, whilst maintaining the property of generating packets in a 

controlled manner as a response to blockage. In the special case where λ1 = λ2 = λ, 

the stability condition is given by λ <
µ

2
 and λ <

3µ

2
 for TR and NC, respectively. 

This allows a wider stability domain for the FIFO queue, as previously shown in 

Figures 7.19, 7.20 and 7.21. 

7.7 Server Utilization 

To further validate the analytical model, the server utilization U for both scenarios is 

investigated, which is measured by the proportion of time when the server is busy 

serving an entity - this implies the time where the queue is not empty. Therefore,  

 𝑈 = 1 − 𝑝0 = 𝜌 
(7.27) 

7.7.1 Traditional routing server utilization  

Since μ=1 and ρ=λ/μ, the utilization U is equal to λ. In traditional routing, the total 

arrival rate λ can be found as = ∑ 𝜆𝑖
𝑘
𝑖=1  where k is the number of the incoming node 

links. Therefore, the utilization U is equal to 0.7, which is validated via the 

simulation results presented in Figure 7. 22. 
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Figure 7.22: Server utilization of traditional routing when λ1=0.4, λ2=0.3 

7.7.2 NC server utilization 

Similar to traditional routing, the value for utilization is given by (7.27) for the total 

arrival rate λ of the coded packets. Applying (7.6) for λ1=0.4, λ2=0.5, 𝑈 = 0.295 is 

obtained and shown in Figure 7.23. Comparing the results shown in Figures (7.22) 

and (7.23), one can conclude that the server will be required to work less in the case 

of NC, since it will receive fewer packets due to the effect of packet combining, 

which is desirable from the perspective of queue stability. 
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Figure 7.23: Server utilization of NC when λ1=0.4, λ2=0.5 

7.8 NC-based M/M/1 with Finite Capacity K 

The work presented in the previous sections is now extended to consider the case 

where the queue size is no longer infinite. In this case, the system can only 

accommodate K packets at a time. Newly arriving packets which find the system full 

will not be admitted, and they are considered as “lost” packets. Therefore, the 

effective arrival rate becomes λ(1-pk), where pk is the probability that the system is 

full. In the case of traditional routing, pk is given by [69] 

 𝑝𝑘 = 𝑝0𝜌
𝑘 

(7.28) 

where ρ is the distribution index and is given by 𝜌 = 𝜆/𝜇 and 𝑝0 =
(1−𝜌)

1−𝜌𝑘+1
. The 

packet loss probability L is the ratio of lost traffic, N (lost), to the overall traffic 

which comprises the lost and input traffic N(in), and hence is the expressed as 

𝐿 =
𝑁(𝑙𝑜𝑠𝑡)

𝑁(𝑙𝑜𝑠𝑡)+𝑁(𝑖𝑛)
. 



144 

 

 𝐿 =
𝜆𝑝𝑘

𝜆𝑝𝑘 + 𝜆(1 − 𝑝𝑘)
= 𝑝𝑘 

(7.29) 

Following the previous analysis, the relation (7.15) takes the following form 

 𝑛𝑖+1 = {
min  (𝑛𝑖  +  1 − 𝑆𝑖+1, 𝐾) if 𝑛𝑖  +  1 − 𝑆𝑖+1 > 0 
0                                          if 𝑛𝑖  +  1 − 𝑆𝑖+1 ≤ 0

   
(7.30) 

Using probabilities αn, n=0,1, 2, …, defined in (7.13), the transition probability 

matrix P can be displayed as 

 

                     0      1          2   … 𝐾 − 1 𝐾 

𝑃 =

0
1
⋮

𝐾 − 1
𝐾 (

 
 

𝑝0,0 𝑎0  0              

𝑝1,0 𝑎1 𝑎0                

⋮
𝑝𝐾,0
𝑝𝐾,0

⋮
𝑎𝐾−1
𝑎𝐾−1

 
  𝑎𝐾−2
  𝑎𝐾−2

 
…
…

    
 

𝑎1 𝑎0
𝑎1 𝑎0)

 
 

 
(7.31) 

If a packet Cn arrives to find a full system, then it will be lost, whereas if it arrives to 

find K-1 packets in the system, then it queues up and makes the system full. Due to 

the memoryless property of the service time distribution, these two cases are 

equivalent in terms of what the next packet, Cn+1, sees, thus the last two rows of the 

matrix P are identical. The limiting distribution of the embedded chain p=(p0, p1, … 

,pk) can be determined through the following equations, which are obtained from the 

stationarity property of the distribution [104]. 

 𝑝𝑗 =∑𝑝𝑖

𝐾

𝑖=0

𝑃𝑖𝑗      𝑗 = 0,1, 2, …, (7.32) 

Given that 𝑃𝑖𝑗 = 𝑎𝑖−𝑗+1  𝑗 > 0, 𝑃𝑖0 = ∑ 𝑎𝑛
∞
𝑛=𝑖+1 , p can be evaluated through 

𝑝0 =∑𝑝𝑖

𝐾

𝑖=0

( ∑ 𝑎𝑛

∞

𝑛=𝑖+1

) 
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𝑝1 = 𝑝0𝑎0 + 𝑝1𝑎1 +⋯+ 𝑝𝑘−1𝑎𝑘−1 + 𝑝𝑘𝑎𝑘−1 

𝑝2 = 𝑝1𝑎0 + 𝑝2𝑎1 +⋯+ 𝑝𝑘−1𝑎𝑘−2 + 𝑝𝑘𝑎𝑘−2 

⋮ 

𝑝𝑘−1 = 𝑝𝑘−2𝑎0 + 𝑝𝑘−1𝑎1 + 𝑝𝑘𝑎1 

𝑝𝑘 = 𝑝𝑘−1𝑎0 + 𝑝𝑘𝑎0 

Solving these simultaneous equations, along with the normalization 

condition ∑ 𝑝𝑗 = 1
𝐾
𝑗=0 , can be considered computationally practical if K is not too 

large, otherwise, a computational recursion can be developed as an alternative 

procedure [104]. To verify the analysis, the system is set, for example, to fit three 

packets, i.e. K=3, hence pj can be written in a matrix form as follows 

 [

𝑝0
𝑝1
𝑝2
𝑝3

] = [

0 0 𝑎0              𝑎0−1
0 𝑎0 𝑎1 − 1       𝑎1
𝑎0
1
𝑎1 − 1
1

𝑎2
1

               𝑎3
              1

]

−1

[

0
0
0
1

] 
(7.33) 

The target is then to find L for both NC and traditional routing scenarios. The 

simulation was run with a queue size K selected to fit three packets. Packets from 

stream 1 arrive according to a fixed data rate λ1=0.4, and packet arrival rate of 

stream 2, λ2, are set to range from 0.1 to 0.9. The theoretical results of solving 

equation (7.33) and simulation analysis are shown in Figure 7.24 which concludes 

that, with the increase of λ2, the packet loss probability of un-coded packets 

increases steadily and linearly. However, the packet loss probability when NC is 

adopted only increases slightly, for two reasons: Firstly, due to synchronous coding, 

a delay is imposed on packets prior to their entry to the coding stage to match other 

streams’ packets. This gives the server more time to serve the awaiting packets and 
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empty the queue for new arrivals. Secondly, fewer packets will compete for space in 

the queue, since the queue receives a combination of several packets, due to coding. 

 

Figure 7.24: M/M/1/K packet loss probability in both traditional and NC routing 

scenarios 

7.9 Conclusions 

For an intermediate multicast network node, this chapter has compared a NC-based 

M/M/1 queuing model with traditional routing under different packet arrival rates. 

The distribution behaviour of coded packets is constructed. Having different packet 

arrival rates in the presented model removes the drawbacks of some existing works 

on queuing analysis. The analysis also proves that adopting NC at an intermediate 

network node reduces the number of packets entering the queue from different 

streams, and hence yields satisfactory network performance; this is evident when the 

MWT for both NC and TR scenarios is compared. The analysis is further verified by 

studying the server utilization, and to be close to a real-world application, the 

analysis was extended to encompass capacity-limited queues. It is thereby shown 
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that NC is able to maintain a very low packet loss probability compared with TR. In 

the following chapter, a simulation-based analysis is carried out to examine the 

behaviour for coded packets in a queuing model with deterministic service. 
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Chapter 8  

Performance of a Network Coding Queuing 

Model with Deterministic Service 

8.1 Introduction  

Chapter 7 has described the analysis of a NC-based intermediate node queue with 

exponential packet inter-arrival and service times, M/M/1. The theoretical and 

simulation results showed that incoming packets from different streams follow a 

general random distribution after coding. Additionally, NC was shown to achieve 

significant queuing waiting time stability. 

As an extension of Chapter 7, this chapter studies the behaviour of an M/D/1 

queuing system under a synchronous NC scenario without input buffers; an 

intermediate node represented by a First-In-First-Out (FIFO) queue and a single 

server, is configured so that it receives merged and coded packets from two streams. 

The same derivation of the inter-arrival relationship of the coded packets presented 

in Chapter 7 is followed. The coded packet distribution expression is stated and 

verified via simulation. Performance measures of interest include the comparison of 

the FIFO queue mean waiting time (MWT) and server utilization for merged and 

coded packets. Results show that the mean waiting time of the coded packets is 

significantly lower than in traditional routing (TR), and servers are lightly utilised 

when synchronous NC is employed since coded packets may comprise two or more 

un-coded packets.  
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8.2 System Model and Assumptions 

An intermediate node with an infinite queue size, a single server, a Poisson arrival 

process with arrival rate λk, and deterministic service times with service rate μ, is 

considered as shown in Figure 8.1. 

 

Figure 8.1: A NC-based queuing system with two incoming links and without input buffers 

The model consists of two packet sources connected to an output FIFO queue and a 

server. The interconnections are made through an error-free system with identical link 

capacities therefore no error control scheme is adopted in this model. Packets from 

the i
th

 stream leave the source individually, according to a Poisson process with rate 

λi; consequently the inter-arrival time follows an exponential distribution with an 

average time of 1/λi between arriving packets. Packets reach the coding/ merging 

stage as soon as they are released by the source; therefore the propagation delay is 

assumed to be negligible. The FIFO queue is assumed to be placed at an output port 

of a network switch or router with a lossless fabric - the service and arrival processes 

are independent. The description of the state of the M/D/1 system defines a Semi-

Markovian process because of the memoryless property of the exponential 

distribution [105]. 

In a traditional routing scenario, incoming packets from more than one input stream 

are merged into one stream, and stored intact in the queue to be served at the next 

available opportunity. However, in a synchronous NC scenario, packets must be 

matched and combined with the packets from other streams prior to their entry to the 

queue, and then stored as coded packets. Packets are combined algebraically over 
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GF(2), and then stored in the queue after matching is established, and are referred to 

as “coded packets”; the distribution of these packets is interesting, as is the time spent 

in the FIFO queue. All incoming packets from sources 1 and 2 are assumed to be 

sequentially sorted so that pairs are easily identified for matching.  

After the completion of one matching process, another starts straight away if one or 

more input packet from each stream exists; if this condition is not met the matching 

stage waits with no coded packets going into the FIFO queue during the time period. 

Most studies assume that generated packets are stored in input buffers prior to their 

entry to the coding stage [7, 8, 34]. In the system studied here however, packets travel 

directly from the source to the coding stage. In the case of source blockage due to 

synchronization, caused by waiting for packets from other streams, the source pauses 

packet generation until the subsequent port becomes available. The term ρ=λ/μ is 

defined as the utilization ratio or the traffic intensity; ρ<1 is needed to ensure that the 

system is in equilibrium i.e. λ<μ. Since the queue has two incoming streams of 

packets, the total average number of arrivals per unit time should not exceed the 

average number of packets processed per unit time when the server is busy. Upon 

coding, packets arriving at the infinite FIFO queue are served without delay if the 

server is available, otherwise packets are forced to wait in the queue until the next 

possible availability. 

8.3 Queuing Analysis of NC-Based M/D/1 

In this section, the well-established traditional results for the case of packets being 

merged at the FIFO queue are stated; in this scenario, packets are accepted through 

any entity input port, and output - intact - through a single entity output port, due to 

merging. 
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8.3.1 Arrival rate of merged Poisson-distributed streams  

Traditional routing (TR) functions by a store and forward method; packets enter a 

router where they are stored, and then sent without change to the destination [37, 

103]. The sum of several independent Poisson processes for merged data gives a new 

process, where the rate is the sum of the incoming arrival rates. This results in the 

arrival rate λ of two incoming streams becoming λ= λ1+ λ2. 

8.3.2 Arrival rate of coded packets without input buffers  

The inter-arrival time, T, between two successive coded packets can be constructed 

using the same analysis followed in Chapter 7 section 7.3.2, which is given by   

  𝑇 = ∫ 𝑡𝑓𝑇(t) d𝑡 
∞

𝑡=0

=
1

𝜆1
+
1

𝜆2
−

1

𝜆1 + 𝜆2
 (8.1) 

and the mean arrival rate λ is then can be given by  

 𝜆 =
1

𝑇
=
𝜆1𝜆2(𝜆1 + 𝜆2)

𝜆1
2 + 𝜆1𝜆2 + 𝜆2

2 (8.2) 

8.4 Model Validation and Numerical Results  

In this section, the distribution of the coded packets is validated via simulation, and 

compared with that of traditional routing, considering the analysis in section 8.3. A 

simulation of the MWT in the FIFO queue for both merged and coded packets is 

then presented. Since merged packets follow a Poisson distribution with a mean 

arrival rate λ = λ1 + λ2, the characteristics of this queue are originated from the 

Pollaczek-Khintchin formula [69]; since the service time of the system is constant, 

the variance is zero, i.e. σ
2 

= 0. The statistical measures are thereby developed and 

listed below. 

 𝐿𝑞 = 𝜌
2/[2(1 − 𝜌)] (8.3) 
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𝑊𝑞 =

𝐿𝑞

𝜆
=

1

2(𝜇 − 𝜆)
−
1

2𝜇
 

(8.4) 

where the ρ is the utilization ratio, and is equal to λ/𝜇. Lq and Wq are the queue 

length and the mean waiting time in the queue, respectively. 

To be able to validate the analysis of the model studied, a discrete-time single-server 

queue, with infinite capacity and a deterministic service time is considered. In 

SimEvents, sources are represented by a “Time-Based Entity Generator” block, and 

the merging and coding stages are represented by “Path Combiner” and “Entity 

Combiner” blocks, respectively. The “Path Combiner” block accepts entities through 

any entity input port, and outputs them through a single entity output port. The 

“Entity Combiner” block acts as a coding stage, detecting when all necessary 

component entities are ready for the combining operation to proceed. Figure 8.3 

shows the SimEvents model, which comprises two sources of exponentially- 

distributed packets that are transmitted over streams 1 and 2, and addressing one 

output port. The FIFO queue provides several statistical metrics; for instance, the 

“Average Wait”, which provides a sample mean of the waiting times in the block for 

all entities that have departed via any port, and the “Average Queue Length”, which 

provides the average number of entities in the queue over time. As stated above, 

packets generated in a Poisson-distributed manner leave the coding/ merging block 

following a Poisson distribution in the case of traditional routing, and a random 

general distribution in the case of NC. 
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Figure 8.2: NC queuing model in SimEvents 

8.4.1 Arrival rate validation 

8.4.1.1 Merged packets distribution 

The performance of the traditional routing model stated above is evaluated via 

simulation using a model with settings λ1=0.4, λ2=0.5 and μ=1. Figure 8.3 shows a 

histogram of the inter-arrival time of the merged packets which clearly follows an 

exponential distribution with mean λ = λ1 + λ2. Figure 8.4 shows that the simulated 

pdf of the merged packets is in agreement with the theorical pdf, which is given by 

f(t) = (λ1 + λ2) e
-(λ1 + λ2) t

. 
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Figure 8.3: Histogram of inter-arrival time of merged packets with λ1=0.4, λ2 =0.5 

8.4.1.2 Network coded packets distribution without input buffers 

The system considered in this section is shown in Figure 8.2. Streams 1 and 2 are set 

to generate packets at λ1=0.3 and λ2 =0.4, respectively. Figures 8.5 and 8.6 indicate 

 

Figure 8.4: A comparison between the analytical and simulated pdf of the merged packet inter-arrival 

time 
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that the inter-arrival distribution of the incoming packets, under a NC scenario for a 

given M/D/1 queue, follows a general random distribution with a mean inter-arrival 

time given by (8.2). Figure 8.6 shows that the derived and simulated pdf of the coded 

packets are in excellent agreement. 

 

Figure 8.5: Histogram of inter-arrival time of coded packets with λ1=0.3, λ2 =0.4. 
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Figure 8.6: The pdf of the coded packet inter-arrival time. 

8.4.1.3 Distribution behaviour of coded packets with various input buffer sizes 

This section now provides a comparison of the coded packet distributions of four 

scenarios with various input buffer sizes, K. Packets are first set to travel from the 

sources to the coding node without input buffers, then the buffer is set to 

accommodate 1, 2 and 3 packets. Figure 8.13 shows how the coded packet 

distribution starts to take the exponential form as K increases.  
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Figure 8.7: A pdf comparison of four coding scenarios with various input buffer sizes  

8.4.2 Queue mean waiting time 

In this section, a simulation-based comparison of the MWT for the merged and coded 

packets is shown, for selected values of λ; a more thorough simulation for a wider 

range of values of λ is then given in the next section. 

A. MWT for merged packets 

With values of λ1=0.4, λ2=0.5 and μ=1, the MWT value of merged packets in the 

FIFO queue is obtained by applying the well-known equation in (8.4), which is 

expressed as 𝑊𝑞 =
1

2(1−0.9)
−
1

2
= 4.5 seconds. This value matches the simulation 

results presented in Figure 8.8 very well. 
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Figure 8.8: Average mean waiting time of merged packets in FIFO queue with λ1=0.4, λ2 =0.5 

B. MWT for network coded packets without input buffers 

Figure 8.9 shows the MWT of the coded packets obtained via simulation when, for 

example, λ1=0.3, λ2=0.4 and μ=1. In the following section, a range of different 

values of λ is used to show a full overview of the MWT for both traditional and NC 

nodes. It is evident that coded packets have to wait a much shorter time than the 

merged packets, due to the smaller number of combined packets that the server must 

deliver. It can be noted, by comparing Figures 7.15 and 8.9, that the MWT of coded 

packets with deterministic service is smaller compared to that of exponential service.  
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Figure 8.9: Mean waiting time of coded packets in the FIFO queue with λ1=0.3, λ2 

=0.4, without input buffers 

C. Examining MWT for different arrival rates 

Here, further extensive simulation results are provided regarding the MWT for both 

traditional routing and NC. The arrival rates λ1 and λ2 are set to a range between [0.1, 

1], for both TR and NC techniques. Evidently, the MWT obtained from NC-based 

queuing is significantly lower than that obtained from traditional routing; this gain in 

delay performance is achieved simply by having a lower number of packets entering 

the FIFO queue in the NC scenario. 

The NC technique offers a new solution for queuing stability, as shown in Figures 

8.10 and 8.11. There are several observations to be made: Firstly, one can observe 

that a sudden change in a packet’s MWT under the traditional scenario occurs when 

λ1 + λ2 become equal to or greater than the service time and hence a traditional node 

system stops functioning, as demonstrated by Figure 8.10. However, the FIFO queue 

under NC increases gradually, remaining stable for a larger set of values for λ, as 

long as the stability condition discusses in Section 7.6 is met. Secondly, the MWT 



160 

 

experienced by the coded packets is considerably shorter than the value for the 

merged packets; this is due to the fact that fewer packets satisfy the entry condition 

of the coding stage, hence the server will have to serve fewer packets.  

 

Figure 8.10: Average queue waiting times for traditional node for various arrival rates 

 

Figure 8.11: Average queue waiting times for NC-based node for various arrival rates 

It is worthy of noting that the maximum value of MWT of the coded packets with 

deterministic service did not exceed the value of 0.5 seconds whereas it was about 

1.6 seconds when λ1 = λ2=1 as shown in Figures 8.11 and 7.21, respectively. 
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8.4.3 Server utilization 

To further validate the analytical model, the server utilization U for both scenarios is 

simulated; this is measured by the proportion of time that the server is busy serving 

an entity, therefore  

 𝑈 = 1 − 𝑝0 = 𝜌 (8.5) 

where p0 is the probability the queue is empty.  

A. Traditional routing server utilization  

Since μ=1 and ρ=λ/μ, the utilization U is equal to λ. In TR, the total arrival rate λ can 

be defined as 𝜆 = ∑ 𝜆𝑖
𝑘
𝑖=1 , where k is the number of the incoming node links. 

Therefore, when k=2, λ1=0.3 and λ2=0.4, the value of U is 0.7, which is confirmed 

by the simulation results presented in Figure 8.12. 
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Figure 8.12: Server utilization of traditional routing when λ1=0.4, λ2=0.3 

B. Network coding server utilization 

Similar to TR, NC utilization is given by (8.5) for the total arrival rate λ of the coded 

packets. Applying (8.5) for λ1=0.4 and λ2=0.5, a value of U=0.295 is obtained and 

presented in Figure (8.13). Comparing the results shown in Figures 8.12 and 8.13, 

one can conclude that the server will be required to work less in the case of the NC 

system, since it will receive fewer packets due to packet combining, which is 

desirable for efficient packet handling. 
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Figure 8.13: Server utilization of NC when λ1=0.4, λ2=0.5 

8.5 Conclusions 

In this chapter, a NC-based M/D/1 queuing model has been developed and compared 

with the traditional routing scheme under different packet arrival rates. The mean 

arrival rate of the coded packets is derived, and verified via simulation. The analysis 

is further validated by simulating the mean waiting time and the server utilization for 

both TR and NC scenarios. The results have many implications in several aspects of 

entity-controlled computer systems, communication networks and manufacturing 

systems; in all of these systems input buffers prior to the assembly stage are not 

applicable. 
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Chapter 9  

Conclusions and Future Work 

Throughout the preceding chapters, it has been shown that network coding (NC) can 

greatly influence the throughput gain of a network, by exploiting its ability to mix 

packets at certain intermediate nodes. Through allowing the algebraic combination 

of packets at intermediate nodes, NC can be employed as a replacement for 

traditional store-and-forward routing; in other words, there are ways to combine - 

and later extract - the independent data streams produced and consumed in the 

network. This is particularly evident when source messages share several common 

links as they move to multiple destinations. 

When employed in a network adopting error-control schemes, NC can reduce the 

number of ACK/NAK signals needed at each transmission, leading to better network 

performance. In addition, adopting NC can reduce the number of packets needed to 

convey a set of information, thereby reducing congestion at particular nodes. This 

consequently reduces the amount of time a packet remains in the intermediate node 

queue before being served. Therefore, in this thesis, the focus is mainly on the 

performance of NC from the perspective of error-control techniques and queuing 

theory.  

Overall, the key aims of this research project pertaining the achievement of higher 

throughput when network coding is implemented along with error-control protocols 

and stable queuing systems at intermediate nodes have been fulfilled. Chapter 2 
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provides a research background to NC and its application in both error-control 

schemes and queuing systems. Some examples are stated to illuminate the need for 

NC in some specific network situations; principally when more than two information 

flows overlap to share a common link to their destination. When implementing NC 

along with error control schemes, the number of ACK/NAK signals can be reduced, 

hence improving the network throughput. Additionally, from the perspective of 

coded packets, adopting synchronous NC at an intermediate node reduces the 

number of packets required to convey a set of information, and consequently coded 

packets will spend less time in the intermediate node’s output queue before they are 

served.  

Chapter 3 illustrates the three main ARQ schemes, namely stop-and-wait (SW), go-

back-N, and selective repeat (SR). A purpose built control unit was constructed to 

model the SW ARQ protocol using SimEvents
®
. The major advantages of SW ARQ 

are its simplicity and the fact that it requires minimum buffer storage. However, 

when the propagation time becomes larger than the transmission time, SW ARQ 

becomes inefficient in its use of transmission bandwidth, due to the increase in the 

sender idle time. This motivates the additional exploration of the benefits that NC 

can provide to a continuous packet transmission scheme, SR ARQ, and hence a 

detailed theoretical background on this scheme is provided within this chapter.  

Chapter 4 analyses the benefits of performing NC in a SW-ARQ-based point-to-

point communication system using a Vandermonde full rank matrix. A 

communication model was built and simulated, where a packet source conveys a 

collection of coded packets and receives an acknowledgment for this collection 

instead of individual packets. Results show that, in the presence of higher data rates 
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and longer round-trip delays, conventional SW ARQ becomes inefficient due to the 

increased retransmissions and transmitter idle time.  

An increase in throughput of between 2.5% and 50.5% at each link is found when 

NC is used along with SW-ARQ, and minimal decoding delay is seen. The 

advantage of NC is found for packet error rates of up to 0.4 and a number of coded 

packets k > 4; above this, the throughput of SW-ARQ begins to decrease because of 

the retransmission of large generations. 

Chapter 5 focuses on the architecture modelling and performance study of adopting 

NC along with Selective Repeat (SR) ARQ in a unicast networks, and in a simple 

butterfly multicast network. A detailed simulation model for the network topology 

and elements necessary was, therefore, built. The results conclude that NC is useful 

in applications with low-bandwidth channels, having low values of α (the ratio of the 

propagation to the transmission time), and also in those prone to errors with high 

values of α. In a multicast network, NC showed a significant advantage over SR-

ARQ in terms of throughput, with improvements of around 100% at lower 

bandwidths. It is clear that NC can be employed to decrease the congestion that is 

found at a shared server, in the situation where several packets targeting the same 

destination must be processed. NC also increases the usable range from   10 to  

 90, when packet errors occur at a non-coding link. 

In Chapter 6, the butterfly network evaluated in Chapter 5 is extended to include 

two coding nodes and three sinks. A total of 6 scenarios are examined, considering 

both traditional routing and NC-based SR ARQ, resulting in several conditions 

where NC shows better performance.  
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The model implemented provides throughput performance results for both routing-

based and NC-based scenarios, subject to various data rate, signal to noise ratio and 

transmission delay values.  

It can be seen that NC provides a throughput improvement of 3% to 48% when 

operating in error-free conditions, and a mean improvement of 50% in erroneous 

links. The results also demonstrate the conditions under which the advantages of NC 

can be maximized. The chapter further shows that a throughput improvement of 13% 

to 50% can be achieved in networks having variable packet lengths or transmissions 

delays. The new synchronized NC technique described suffers from some reduction 

in performance, but with long packet delays and low SNR conditions, an overall 

throughput gain of 78% to 86% is possible. 

Chapter 7 predicts the performance of a computer network employing synchronous 

NC at its intermediate nodes, from a queuing theory perspective. Mathematical 

derivations and analytical results for an M/M/1 model reveal that the derived pdf of 

the coded packets obeys a random general distribution, and extensive simulations are 

presented to substantiate the constructed distribution.  

Furthermore, the mean waiting time which the packets spend in the output queue of 

an intermediate node was constructed and verified via simulation. The results show 

that NC offers a new solution towards improving network stability, since it 

significantly reduces the amount of time the coded packets must wait in the queue. 

The analysis was further verified by investigating the server utilization for both 

traditional routing and NC scenarios. Besides, the packet loss probability of an 

M/M/1 model with limited queue capacity was also examined.  
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The results obtained in Chapter 7 are utilized in Chapter 8 to carry out a 

simulation-based study on a special case of an M/G/1 queue, M/D/1. The mean 

waiting time and the server utilization for the traditional routing and NC were 

investigated. Similar results were obtained in this work, which suggests that NC is 

useful in network applications where nodes have more than one incoming input 

addressing one output port.  
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Future Work 

In this thesis, only multicast scenarios with one and two coding nodes were 

considered. Hence, a possible avenue for future research is to study NC with a larger 

and random network topology. The work presented in this thesis can also be 

implemented on dynamic networks where any link can be disconnected at any time 

[106]. 

The work in the first part of the thesis has mainly concentrated on SW and SR ARQ 

schemes. As future research, this work can be extended to encompass the GBN ARQ 

scheme in both the unicast and multicast scenarios. The ARQ schemes in this thesis 

can as well be combined with Forward Error Correction (FEC) techniques, forming 

Hybrid ARQ (HARQ). 

The work in the second part of the thesis focused mainly on the queuing aspect of 

NC. The packets are assumed to arrive safely at the intermediate nodes without 

considering any error control schemes. Therefore, the error control schemes studied 

in the first part of the thesis can be integrated with the queuing systems representing 

real world scenarios.  

Moreover, the optimum time that an intermediate node should wait before taking a 

classic routing decision also seems worthy of consideration. This will reduce the 

effect of intractability at intermediate node input buffers resulted from waiting all the 

required packets to arrive and allow a maximum number of suitable packets to be 

coded. This work can be implemented by having input buffers with only one packet 

capacity. When all input buffers have packets, the coding node performs NC and 

sends out the coded packet. Whereas, when one buffer is empty and the others are 
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not, the coding node can wait for a pre-set optimised delay to increase the coding 

opportunities.  

The study in this thesis has dealt solely with a single queuing system having 

different input links. A natural extension to this study is to look at a network with a 

collection of interactive queues where the departure process of some queues feeds 

into others. Hence the analysis approach carried out in Chapters 7 and 8 can be 

applied on Tandem networks in which the service facilities are located in series and 

packets or customers pass through them sequentially [104].  

Moreover, since a simulation-based analysis was carried out to investigate the mean 

waiting time coded packets spend in the M/D/1 queue in Chapter 8, a mathematical 

analysis could be carried out to verify the results obtained via modelling. This 

requires new methods for studying the special case of G/G/1 system leaving behind 

the simplification driven from the Markovian property as it will no longer be 

applicable. In this system, the inter-arrival and service times between packets are 

independent and given by an arbitrary distribution. One of the methods that can be 

suggested to solve such system is the spectrum factorization method [107]. 
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