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Abstract—The method of typical sequences is a fundamental
tool in asymptotic analyses of information theory. The conditional
typicality lemma is one of the most commonly used lemmas in the
method of typical sequences. Recent works have generalised the
definition of typicality to general alphabets or general probability
distributions. However, there is still a lack of the conditional
typicality lemma based on the definition of typicality with respect
to general distributions on the product space. In this paper,
we propose a generalised joint typicality for general alphabets
and with respect to general probability distributions, and obtain
the counterpart of conventional conditional and joint typicality
lemmas based on the generalised typicality. As applications of the
typicality lemmas, we prove the packing and coverings for the
proposed generalised typicality, and then recover the direct part
of the capacity theorem on the general Gelfand-Pinsker coding.
We also prove a mutual covering lemma for the generalised
typicality, and then obtain the Marton-type inner bound to the
capacity region of the general broadcast channel.

I. INTRODUCTION

The widely used method of typical sequences and the related

asymptotic equipartition property (AEP) both originated in

Shannon’s work [1]. The lemmas based on typical sequences

are employed in asymptotic analyses of various problems,

including point-to-point and multi-terminal ones (cf. [2]).

There exist various definitions of typicality in current infor-

mation theory. Strong typicality is defined by the total varia-

tion distance between the empirical distribution and a given

probability distribution (cf. [3, Section 10.6]). A variation of

strong typicality named as robust typicality was proposed in

[4] (cf. [2]). Distinct from strong typicality, weak typicality

is defined by the difference between the empirical entropy

and the entropy of a given probability distribution (cf. [3,

Section 3.1]). Fundamental properties of both weak and strong

typicality are rooted in the weak law of large numbers (LLN).

The conditional typicality lemma is one of the commonly

used lemmas in the method of typical sequences. It was

formally proposed in [2], but had actually been implied in El

Gamal and van der Meulen’s alternative proof [5] of Marton’s

inner bound on the capacity region of the broadcast channel

(BC) [6]. In addition to Martons inner bound, the conditional

typicality lemma can be applied to derive, e.g., the Gelfand-

Pinsker theorem [7].

However, the conventional conditional typicality lemma is

based on strong typicality, which is only defined for discrete

probability distributions. On the other hand, though weak

typicality can be defined for general code alphabets and

general probability distributions, no typicality lemma based

on weak typicality has been proposed. Hence, the application

of the conditional typicality lemma is restricted to discrete

source/channel coding problems.

Recently, several approaches have been proposed to extend

the conditional typicality lemma to more general scenarios. In

[2], the authors proposed a discretisation and approximation

method to extend the discrete source/channel coding theo-

rems obtained based on strong typicality lemmas to general

ones.Typicality defined on general alphabets or spaces has

attracted a lot of interest, because the discretisation and

approximation process can be circumvented. In [8], Mitran

proposed the weak* typicality based on the weak* topol-

ogy of a Polish space, and obtained the achievable rate

of the Gelfand-Pinsker problem using a counterpart of the

conventional Markov lemma (cf. [2, Lemma 12.1]). In [9],

Raginsky proposed a generalised strong typicality based on

a class of measurable functions of the standard Borel space,

and generalised the Piggyback coding lemma [10, Lemma

4.3] to his scenario. In [11], Jeon defined a generalised

typicality on the measurable space by introducing an abstract

typicality criteria determined by an integrable function, then he

generalised a series of conventional typicality-based lemmas,

such as conditional typicality lemma, joint typicality lemma,

packing lemma, covering lemma, and mutual covering lemma.

In most existing works on typicality, typical sequences are

defined with respect to a given probability distribution of the

one-shot random source/channel symbol, or equivalently, a

product probability measure. When the sources and channels

are defined by general stochastic processes, the definition of

typicality needs to be generalised to a general distribution of

the random code sequence which is a stochastic process, or

equivalently, a general joint distribution on the product space.

Historically, the general AEP, also known as the Shannon-

McMillan-Breiman theorem, was proposed for ergodic pro-

cesses (cf. [3, Section 16.8]). Recently, in [12], Huang has pro-

posed Supremus typicality with respect to irreducible Markov

chains. Jeon [11] has proposed a typicality with respect to

general distributions by introducing a typicality criteria based

on a finite collection of integrable functions. However, to the

best of our knowledge, there exists no conditional typicality

lemma or its stronger versions such as the Markov lemma



based on typicality with respect to general distributions.

In this paper, we propose a generalised typicality for both

general alphabets and general probability distributions, as

well as to obtain the counterpart of conventional conditional

typicality lemma and its corollaries for the generalised typi-

cality. We first prove that a sequence of sets with probability

approaching one has properties analogous to the conventional

conditional typicality lemma. We then define a new joint

typicality by the difference between the information density

(cf. [13, pp. 10] and [14, Def. 14.1]) and the spectral mutual

information rate (cf. [15]), and show that a sequence of the

proposed typical sets with increasing codelengths is a sequence

of sets with probability approaching one. Hence, we are able to

obtain the conditional typicality lemma and the joint typicality

lemma for our proposed generalised typicality. Furthermore,

based on the generalised typicality lemmas, we prove the

packing and covering lemmas for the proposed typicality and

recover the direct part of the capacity theorem on the general

Gelfand-Pinsker coding presented in [16], and we also prove

the mutual covering lemma for the proposed typicality and

obtain the Marton-type inner bound of the general BC without

a discretisation or approximation process.

The rest of this paper is organised as follows. In Section

II, we introduce fundamental notations and definitions of the

proposed generalised typicality. In Section III, we study the

sequence of sets with probability approaching one, and obtain

conditional and joint typicality lemmas for the generalised

typicality. In Section IV, we recover the direct part of the

capacity of the general Gelfand-Pinsker coding. In Section V,

we obtain the Marton-type inner bound of the general BC.

Finally, conclusion is drawn in Section VI.

II. NOTATIONS AND DEFINITIONS

In this paper, we consider general alphabets and probability

distributions represented by a probability space (X ,BX , PX).

We borrow notations including Xn = (X
(n)
1 , X

(n)
2 , · · · , X

(n)
n )

and X = {Xn}∞n=1 from [15]. P{·} denotes the probability

of an event. PX denotes the infinite sequence {PXn}∞n=1 of

probability distributions. We denote joint probability distribu-

tion as PXY and PXY = {PXnY n}∞n=1 and transition prob-

ability distribution as PY |X and PY|X = {PY n|Xn}∞n=1. All

logarithms are taken to the base e. PXnY n is not necessarily

to be a product probability distribution denoted as PXn×PY n .

A channel between Xn and Y n is mathematically denoted by

PY n|Xn . Z+ denotes the set of all positive integers.

Inspired by the information-spectrum approach [15], which

is especially effective in dealing with general source/channel

coding problems, and also inspired by [14, Remark 14.1],

which interprets a pair satisfying the condition i(x, y) ≥ γ
as joint typicality, we propose a generalised definition of joint

typicality as follows.

Definition 1 (Sup- and Inf-Typicality). A sequence pair

(xn, yn) is called jointly ǫ-inf-typical with respect to a general

probability distribution PXnY n if

|
1

n
iXnY n(xn, yn)− I(X;Y)| ≤ ǫ,

where iXnY n(xn, yn) is the information density (see [13, pp.

10] and [14, Def. 14.1]) defined as

iXnY n(xn, yn) = log
dPY n|Xn(·|xn)

dPY n

(yn)

when PY n|Xn(·|xn) is absolutely continuous with respect to

PY n
1, and the spectral inf-mutual information rate I(Xn;Y n)

(see [15, Def. 3.2.1]) is defined as the limit inferior in

probability2 of 1
n
iXnY n(xn, yn).

Similarly, a sequence pair (xn, yn) is called jointly ǫ-sup-

typical with respect to PXnY n if

|
1

n
iXnY n(xn, yn)− I(X;Y)| ≤ ǫ,

where the spectral sup-mutual information rate I(Xn;Y n)
(see [15, Def. 3.5.2]) is defined as the limit superior in

probability of 1
n
iXnY n(xn, yn).

Let T XnY n

ǫ and T
XnY n

ǫ denote the set of all general jointly

ǫ-inf-typical sequences and the set of all general jointly ǫ-sup-

typical sequences, respectively.

Remark 1. Different from [8] and [9], the proposed gener-

alised typicality in Definition 1 is not based on the measure

of a Polish or a Borel space, which introduces a metric. We

only take measurable spaces as alphabets in this paper.

Definition 2 (Conditionally Sup- and Inf-Typical). The con-

ditionally sup- and inf-typical sets T
Y n|xn

ǫ and T Y n|xn

ǫ with

respect to a general joint probability distribution PXnY n and

a given sequence xn are defined as

T
Y n|xn

ǫ = {yn ∈ Yn|(xn, yn) ∈ T
XnY n

ǫ },

T Y n|xn

ǫ = {yn ∈ Yn|(xn, yn) ∈ T XnY n

ǫ }.

III. TYPICALITY LEMMAS

In this section, we will study a sequence of sets with

probability approaching one.

Lemma 1. Given a general PXY, we denote {AXnY n

}∞n=1

as a sequence of sets satisfying the following condition

lim
n→∞

PXnY n(AXnY n

) = 1, (1)

where AXnY n

⊂ Xn ×Yn is PXnY n -measurable for all n ∈
Z
+. Let

AY n|xn

= {yn ∈ Yn|(xn, yn) ∈ AXnY n

}

and

AXn|Y n

= {xn ∈ Xn|PY n|Xn(AY n|xn

|xn) > 0}.

Then, {AXnY n

}∞n=1 has the following properties

1For a given channel PY n|Xn , the absolutely continuous condition is
always satisfied because PY n is determined by an input distribution PXn

and the transition distribution PY n|Xn .
2The limit inferior in probability of X is defined as p- lim inf

n→∞
Xn =

sup{β| lim
n→∞

P{Xn < β} = 0}, and the limit superior in probability of X

is defined as p- lim sup
n→∞

Xn = inf{α| lim
n→∞

P{Xn > α} = 0}



1)

lim
n→∞

PXn(AXn|Y n

) = 1;

2)

lim
n→∞

PY n|Xn(AY n|xn

|xn) = 1

for any {xn}∞n=1, where xn ∈ AXn|Y n

for all n ∈ Z
+.

Proof: We have

PXnY n(AXnY n

) =

∫

Xn

PY n|Xn(AY n|xn

|xn)dPXn(xn)

=

∫

AXn|Y n

PY n|Xn(AY n|xn

|xn)dPXn(xn)

(2)

≤

∫

AXn|Y n

dPXn(xn)

= PXn(AXn|Y n

) (3)

for all n ∈ Z
+. From (1) and (3), we obtain

lim
n→∞

PXn(AXn|Y n

) = 1.

Assume that there exists a sequence {x̃n}∞n=1, where x̃n ∈
AXn|Y n

for all n ∈ Z
+, such that

lim inf
n→∞

PY n|Xn(AY n|x̃n

|x̃n) < 1.

Then there exists {nk}
∞
k=1 ⊂ Z

+, where ni < nj if i < j,

such that

lim
k→∞

PY nk |Xnk (A
Y nk |x̃nk

|x̃nk) < 1

⇒∃k0 ∈ Z
+, ∀k ≥ k0, PY nk |Xnk (A

Y nk |x̃nk
|x̃nk) < 1, (4)

⇒∃k0 ∈ Z
+, ∀k ≥ k0,

PXnY n(AXnY n

) <

∫

Xn

dPXnk (xnk) = 1,

where (4) follows from (2). Hence,

lim inf
n→∞

PXnY n(AXnY n

) < 1. (5)

We notice that the inequality in (5) contradicts equation

(1). Since PY n|Xn(AY n|x̃n

|x̃n) ≤ 1, for any {xn}∞n=1, where

xn ∈ AXn|Y n

for all n ∈ Z
+, we have

lim
n→∞

PY n|Xn(AY n|xn

|xn) = 1.

Remark 2. In Lemma 2, we will set a sequence of the

proposed generalised typical sets and prove that this sequence

satisfies condition (1). Besides, in [17], Somekh-Baruch pro-

posed a sequence {An}
∞
n=1 satisfying condition (1).

Remark 3. xn ∈ AXn|Y n

is necessary, as shown in the

Appendix.

From Lemma 1, we will obtain conditional and joint typi-

cality lemmas for the proposed generalised typicality.

Lemma 2 (Conditional Typicality). Given PXY, we set

T Xn|Y n

ǫ = {xn ∈ Xn|PY n|Xn(T Y n|xn

ǫ |xn) > 0},

T
Xn|Y n

ǫ = {xn ∈ Xn|PY n|Xn(T
Y n|xn

ǫ |xn) > 0}.

Then

1)

lim
n→∞

PXn(T Xn|Y n

ǫ ) = lim
n→∞

PXn(T
Xn|Y n

ǫ ) = 1;

2)

lim
n→∞

PY n|Xn(T Y n|xn

ǫ |xn) = 1,

for any {xn}∞n=1, where xn ∈ T Xn|Y n

ǫ for all n ∈ Z
+, and

lim
n→∞

PY n|Xn(T
Y n|xn

ǫ |xn) = 1,

for any {xn}∞n=1, where xn ∈ T
Xn|Y n

ǫ for all n ∈ Z
+.

Proof: T XnY n

ǫ and T
XnY n

ǫ are PXnY n -measurable be-

cause iXnY n(xn, yn) is a measurable function. From the

definition of I(X;Y) and the limit inferior in probability (see

[15]), we know that for every ǫ > 0,

lim
n→∞

P{
1

n
iXnY n(xn, yn) > I(X;Y)− ǫ} = 1.

Thus {T Xn|Y n

ǫ }∞n=1 satisfies condition (1) in Lemma 1. So

does T
Xn|Y n

ǫ .

Remark 4. Under the condition of Lemma 2, if given an xn

and let Y n ∼ PY n|Xn(·|xn), then we have

PY n|Xn(T Y n|xn

ǫ |xn) = P{(xn, Y n) ∈ T XnY n

ǫ },

PY n|Xn(T
Y n|xn

ǫ |xn), = P{(xn, Y n) ∈ T
XnY n

ǫ }.

Lemma 3 (Joint Inf-Typicality). Give PXY, for all n ∈ Z
+,

1) for all xn ∈ T Xn|Y n

ǫ ,

e−n(I(X;Y)+ǫ) ≤ PY n(T Y n|xn

ǫ ) ≤ e−n(I(X;Y)−ǫ);

2)

e−n(I(X;Y)+ǫ) ≤ (PXn × PY n)(T XnY n

ǫ ) ≤ e−n(I(X;Y)−ǫ).

Proof:

1) From the definition of T XnY n

ǫ , we have

PY n(T Y n|xn

ǫ )

=

∫

T
Y n|xn

ǫ

dPY n(ỹn)

=

∫

T
Y n|xn

ǫ

dPY n

dPY n|Xn(·|xn)
(ỹn)dPY n|Xn(ỹn|xn)

=

∫

T
Y n|xn

ǫ

e−iXnY n (xn,ỹn)dPY n|Xn(ỹn|xn).

Hence,

e−n(I(X;Y)+ǫ) ≤ PY n(T Y n|xn

ǫ ) ≤ e−n(I(X;Y)−ǫ).



2) Part 2) is a corollary of part 1), i.e.,

(PXn × PY n)(T XnY n

ǫ ) =

∫

T
Xn|Y n

ǫ

PY n(T Y n|xn

ǫ )dPXn(xn),

which establishes part 2).

Remark 5. Under the condition of Lemma 3, if given

Ȳ n ∼ PȲ n|Xn(·|xn) where PȲ n|Xn(·|xn) = PY n(·) and

(X̃n, Ỹ n) ∼ PX̃nỸ n where PX̃nỸ n = PXn × PY n , we have

PY n(T Y n|xn

ǫ ) = P{(xn, Ȳ n) ∈ T XnY n

ǫ },

(PXn × PY n)(T XnY n

ǫ ) = P{(X̃n, Ỹ n) ∈ T XnY n

ǫ }.

Similarly, we obtain the joint sup-typicality lemma.

Lemma 4 (Joint Sup-Typicality). Given PXY, for all n ∈ Z
+,

1) for all xn ∈ T
Xn|Y n

ǫ ,

e−n(I(X;Y)+ǫ) ≤ PY n(T
Y n|xn

ǫ ) ≤ e−n(I(X;Y)−ǫ);

2)

e−n(I(X;Y)+ǫ) ≤ (PXn × PY n)(T
XnY n

ǫ ) ≤ e−n(I(X;Y)−ǫ).

IV. APPLICATION TO GELFAND-PINSKER CODING

Gelfand-Pinsker (GP) coding problem [7] is a channel cod-

ing problem in which a channel state is noncausally available

at the encoder. We restate the general GP coding problem [16]

as follows. The channel is defined by the input X, the output

Y, the general state S ∼ PS, and the transition probability

PY|SX. For a fixed codelenth n, the encoder f is a mapping

from M×Sn to Xn where M is the message set and S is the

state space, and the decoder g is a mapping from Yn to M.

The average error probability ǫn is the average probability of

the event that g(Y n) is not equal to the sent message.

In [16], Tan obtained the capacity of the general channel

with general states, which is a generalised GP coding problem

[7].

Theorem 1 (Gelfand-Pinsker-Tan). The capacity of the gen-

eral channel PY|XS with general non-causal state S only

available at the encoder is

C = sup
PUX∈P

I(U;Y)− I(U;S),

where P is the set of all PUX’s satisfying that U → (X,S) →
Y forms a Markov chain.

In order to prove the achievability of the capacity, Tan

employed a modified piggyback coding lemma (PBL) [10,

Lemma 4.3] to get around a counterpart of the conditional

typical lemma in the case where typicality is defined by the

information-spectral quantity. In the following, we will recover

the achievability of the capacity of the general GP coding using

our proposed conditional typicality lemma (Lemma 2), instead

of a lemma analogous to PBL.

A. Packing and Covering Lemmas

As counterparts to the conventional method of typical

sequences, we will first prove the following two lemmas which

will be used in our proof of the achievability of the capacity

in Theorem 1.

Lemma 5 (Packing). Given PXY, for all n ∈ Z
+, let

Ỹ n ∼ PỸ n , which is not necessarily equal to PY n , Xn(m) ∼
PXn ,m ∈ Mn with |Mn| = enR, and Xn(m) are indepen-

dent of Ỹ n for all m ∈ Mn. If R < I(X;Y), then there

exists an ǫ > 0 such that

lim
n→∞

P

(

⋃

m∈Mn

{(Xn(m), Ỹ n) ∈ T XnY n

ǫ }

)

= 0.

Proof: From the union bound and the joint inf-typicality

lemma (Lemma 3), we have

P

(

⋃

m∈Mn

{(Xn(m), Ỹ n) ∈ T XnY n

ǫ }

)

=
∑

m∈Mn

P{(Xn(m), Ỹ n) ∈ T XnY n

ǫ }

≤
∑

m∈Mn

∫

T
Y n|Xn

ǫ

P{(Xn(m), ỹn) ∈ T XnY n

ǫ }dPỸ n(ỹ
n)

≤|Mn|e
−n(I(X;Y)−ǫ)

≤en(R−I(X;Y)+ǫ),

which establishes the lemma.

Lemma 6 (Covering). Given PXY, for all n ∈ Z
+, let Xn ∼

PXn , Y n(m) ∼ PY n ,m ∈ Mn with |Mn| = enR, and Xn

and Y n(m)’s are independent of each other. If R > I(X;Y),
then there exists an ǫ such that

lim
n→∞

P

(

⋂

m∈Mn

{(Xn, Y n(m)) /∈ T
XnY n

ǫ }

)

= 0.

Proof: From the joint sup-typicality lemma (Lemma 4)

and the inequality (1− y)n ≤ e−yn for 0 ≤ y ≤ 1 and n ≥ 0
[3, Lemma 10.5.3], we have

P

(

⋂

m∈Mn

{(Xn, Y n(m)) /∈ T
XnY n

ǫ }

)

≤(1− e−n(I(X;Y)+ǫ))|Mn|

≤ exp(−en(R−I(X;Y)−ǫ)),

which establishes the lemma.

Remark 6. It is evident that we can obtain a packing lemma

based on joint sup-typicality and a covering lemma based on

joint inf-typicality. For this paper, Lemmas 5 and 6 is sufficient.

B. Proof of the Achievability of Theorem 1

Analogous to the proof of [2, Theorem 7.3], we employ

the random coding and the typicality decoding techniques to

prove the achievability of Theorem 1. The difference is that

we employ the general information-density-based definition

of typicality in the decoding metrics and the error probability

analysis.



Random codebook generation: For fixed PU|S, PX|US

and let PUSXY be determined by PS and the transition

probability distributions PU|S, PX|US and PY|USX = PY|SX.

For R̃ > R, a fixed codelength n and each m ∈ M, randomly

and independently generate en(R̃−R) un(l)’s according to

PUn , where l’s are indices of the sequences. For each un(l)
and sn, randomly and independently generate an xn(sn, l)
according to PXn|UnSn(·|un(l), sn).

Encoding: Assume that a specified message M is sent.

Choose a un(L) from un(l)’s corresponding to M such

that (un(L), sn) ∈ T
UnSn

ǫ ∩ T Un|Y n

ǫ , where PUnY n is the

marginal of PUnSnXnY n , and then the index L is specified.

Send the corresponding xn(sn, L).
Decoding: Assume that yn is received. The decoding

output returns that m̂ is sent if there exists an un(l̂) satisfying

(un(l̂), yn) ∈ T UnY n

ǫ , where un(l̂) corresponds to m̂.

Error probability analysis:

ǫn ≤ P(E1) +P(E∁
1 ∩ E2) +P(E3),

where the error events are E1:(Un(l), Sn) /∈ T
UnSn

ǫ ∩T Un|Y n

ǫ

for all Un(l) corresponding to M , E2:(Un(L), Y n) /∈ T UnY n

ǫ ,

E3:(Un(l), Y n) ∈ T
UnY n

ǫ for some Un(l) corresponding to

m 6= M .

From the covering lemma and part 1) of the conditional typ-

icality lemma, limn→∞ P(E1) = 0 if R̃−R > I(U;S); from

part 2) of the conditional typicality lemma, limn→∞ P(E∁
1 ∩

E2) = 0; and from the packing lemma, limn→∞ P(E3) = 0 if

R̃ < I(U;Y). The achievability is established.

V. APPLICATION TO THE BROADCAST CHANNEL

In this section, the general BC is defined by the input X, the

outputs Y1,Y2, and the transition probability PY1Y2|X. For a

fixed codelenth n, the encoder fj is a mapping from M1×M2

to Xn where M1,M2 are the message sets corresponding to

the j-th receiver, and the decoder gj is a mapping from Yn
j to

Mj (j = 1, 2). The average error probability ǫn is the average

probability of the event that g1(Y
n
1 ) or g2(Y

n
2 ) is not equal

to the sent message.

In [18], the authors obtained a Marton-type inner bound

for the non-iid classic-quantum BC with finite alphabets. In

this section, we will obtain a Marton-type inner bound for the

general BC by employing a mutual covering lemma based on

a “rejection sampling” method. Though the capacity region

of the general BC was found in [19] using the information-

spectrum approach [15], we will directly obtain the single-

letter Marton-type inner bound for the BC with general alpha-

bets, without discretisation or approximation.

A. Mutual Covering Lemma

We will first prove the generalised mutual covering lemma.

Lemma 7 (Mutual Covering). Given PXY, let Xn(m1) ∼
PXn ,m1 ∈ M1n with |M1n| = enR1 , Y n(m2) ∼
PXn ,m2 ∈ M2n with |M2n| = enR2 , Xn(m1)’s are

pairwise independent, Y n(m2)’s are pairwise independent,

and {Xn(m1)}m1∈M1n
is independent of {Y n(m2)}m2∈M2n

.

If R1 +R2 > I(X;Y ), then there exists an ǫ > 0 such that

lim
n→∞

P









⋂

(m1,m2)∈
M1n×M2n

{(Xn(m1), Y
n(m2)) /∈ T

XnY n

ǫ }









= 0.

Proof: Similar to the proof of the mutual covering lemma

based on strong typicality [2, Appendix 8A], following Cheby-

shev’s inequality, we obtain

P{|Mn| = 0} ≤
D(|An|)

(E|Mn|)2
,

with

E(|Mn|) = en(R1+R2)p1n,

D(|Mn|) ≤ en(R1+R2)p1n + en(R1+2R2)p2n + en(2R1+R2)p3n,

where

Mn =

{(m1,m2) ∈ M1n ×M2n|(X
n(m1), Y

n(m2)) ∈ T
XnY n

ǫ },

and

p1n = P{(Xn(m1), Y
n(m2)) ∈ T

XnY n

ǫ },

p2n = P{(Xn(m1), Y
n(m2)) ∈ T

XnY n

ǫ

∧ (Xn(m1), Y
n(m̃2)) ∈ T

XnY n

ǫ },

p3n = P{(Xn(m1), Y
n(m2)) ∈ T

XnY n

ǫ

(Xn(m̃1), Y
n(m2)) ∈ T

XnY n

ǫ }.

From the joint sup-typicality lemma (Lemma 4), we have

p2n ≤ e−n(2I(Xn;Y n)−2ǫ), p3n ≤ e−n(2I(Xn;Y n)−2ǫ),

and

p1n ≥ e−n(I(Xn;Y n)+ǫ).

Hence,

P{|Mn| = 0} ≤

e−n(R1+R2−I(Xn;Y n)−ǫ) + e−n(R1−4ǫ) + e−n(R2−4ǫ).

which establishes the lemma.

Remark 7. We can obtain a mutual covering lemma based

on joint inf-typicality. For this paper, Lemmas 7 is sufficient.

B. Proof of Marton’s Inner Bound for the General BC

Analogous to the achievability proof in [2, Section 8.3], we

perform the standard analysis as in Section IV.

Random codebook generation: For fixed PU1U2X
,

R̃1 > R1, R̃2 > R2 and a fixed codelength n, and

each mj ∈ Mj , j = 1, 2, randomly and independently

generate en(R̃j−Rj) un
j (lj)’s according to PUn

j
. For each

(un
1 (l1), u

n
2 (l2)), randomly and independently generate an

xn(l1, l2) according to PXn|Un
1
Un

2
(·|un

1 (l1), u
n
2 (l2)).



Encoding: Assume (M1,M2) is sent. Choose a pair

(un
1 (L1), u

n
2 (L2)) from (un

1 (l1), u
n
2 (l2))’s corresponding to

(M1,M2) such that (un
1 (L1), u

n
2 (L2) ∈ T

Un
1
Un

2

ǫ and un
j (Lj) ∈

T
Un

j |Y n
j

ǫ , j = 1, 2. Then send the corresponding xn(L1, L2).
Decoding: Assume that ynj (j = 1, 2) is received at

the j-th receiver. The j-th receiver outputs that m̂j is sent

if (un
j (lj), y

n
j ) ∈ T

Un
j Y n

j
ǫ , where un

j (l̂j) corresponds to m̂j .

Error probability analysis: For j = 1, 2,

ǫ1n ≤ P(E1) +P(E∁
1 ∩ E2j) +P(E3j),

where the error events are E1:(Un
1 (l1), U

n
2 (l2)) /∈ T

Un
1
Un

2

ǫ

or un
j (Lj) /∈ T

Un
j |Y n

j
ǫ (j = 1, 2) for all (Un

1 (l1), U
n
2 (l2))

corresponding to (M1,M2), E2j :(Un
j (Lj), Y

n
j ) /∈ T

Un
j Y n

j
ǫ ,

E3j :(Un
j (lj), Y

n
j ) ∈ T

Un
j Y n

j

ǫ for some Un
j (lj) corresponding

to mj 6= Mj .

From part 1) of the conditional typicality lemma and the

mutual covering lemma, limn→∞ P(E1) = 0 if R̃1+R̃2−R1−
R2 > I(U1;U2); from part 2) of the conditional typicality

lemma, limn→∞ P(E∁
1 ∩ E2j) = 0; and from the packing

lemma, limn→∞ P(E3j) = 0 if R̃j < I(Uj ;Yj). Then using

the Fourier-Motzkin elimination [2, Appendix D], we obtain

the Marton-type inner bound for the general BC as

R =
⋃

PU1U2X























(R1, R2) :
0 ≤ R1 ≤ I(U1;Y1),
0 ≤ R2 ≤ I(U2;Y2),
R1 +R2 ≤ I(U1;Y1) + I(U2;Y2)

−I(U1;U2)























.

VI. CONCLUSION

We have proposed a generalised typicality for general al-

phabets and with respect to general probability distributions.

By studying a sequence of sets with probability tending to one,

we have obtained the conditional and joint typicality lemmas

for the proposed generalised typicality. As applications of

the proposed typicality lemmas, we have proved the packing,

covering and mutual covering lemmas for the proposed gener-

alised typicality, then recovered the direct part of the capacity

theorem on the general GP coding, and obtained the Marton-

type inner bound of the general BC, without any discretisation

or approximation.

APPENDIX

It is evident that the sequence of robust typicality sets

constructed in the conventional conditional typicality lemma

[2, Section 2.5] satisfies condition (1) in Lemma 1. In [2,

Problem 2.17], it is shown that the conditional typicality

lemma is not necessarily established for a given {xn}∞n=1,

where xn ∈ T Xn

ǫ (for robust typicality) for all n ∈ Z
+.

We can prove that the given xn actually falls out of T
Xn|Y n

ǫ

asymptotically.

In the above problem, PXY is given as the production

probability distribution of two Bernoulli distributions B(1/2),
and xn is given as a binary sequence with kn 1’s followed

by (n − kn) 0’s, where kn = ⌊(n/2)(1 + ǫ)⌋. According

to the definition of robust jointly typical set, xn will fall

out of T
Xn|Y n

ǫ if ⌈kn/2⌉/n − 1/4 > ǫ/4. Let {n′
l} be

a subsequence of all n’s satisfying n = 4ln + 1. Assume

that kn = (n/2)(1 + ǫ) − δn and ⌈kn/2⌉ = kn/2 + γn.

Because kn = 2ln + 1/2 + (2ln + 1/2)ǫ − δn, (2ln +
1/2)ǫ− δn +1/2 is an integer denoted by Nln . Then because

⌈kn/2⌉ = ln + Nln/2 + γn, γn = 1/2 if Nln is odd, thus

⌈kn/2⌉/n − 1/4 = ǫ/4 + (1 − δn)/(2n) > ǫ/4. The range

0 < ǫ < 1 implies that there exist infinitely many odd Nln ’s

in {Nln}. Hence, there exist infinitely many n’s such that

xn /∈ T
Xn|Y n

ǫ .
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