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Cooling system analysis for a data center using
liquid immersed servers

A. Almaneea, H. Thompson, J. Summers and N. Kapur

heat from racks via liquid loops. The cooling system is
Abstract—data centers are large consumers of power, of whichexplained in detail in the next sections. The ambient
large proportion is spent on removing the heat generated by t@mperature for the calculations in this paper are taken for the
semiconductors inside IT servers. This paper develops a full analysigy of Leeds@. A MATLAB program is used to calculate
of the cooling system when servers are immersed in a dielectfife inlet water temperature to the rack based on the ambient
liquid and water is used to transport the heat outside of the dgnperature and pump flow rate&/ith the evaluated rack
center. The analysis combines empirical curve fits and flow analysﬂﬁet flow rate and temperature, a computational model based
with computational fluid dynamics (CFD) simulations of quuidOn COMSOL is used to determ,ine the outlet temperature and

immersed servers placed in parallelamack ofa data center. The d f he i d h f th
liquid immersed server concept is based on a dielectric quuidsxhatpressure rop for the immersed servers. e power of the

in direct contact with the semiconductor components to improve hd#Mmps can be determined for the pressure drop and flow rate.
rejection. The heat generated from the microelectronics is naturaljle@ power usage effectiveness (PUE) of the data center is
convected, via buoyancy, in the dielectric liquid to a cold platinen calculated from the IT power consumption and power
opposing side. The cooling system of the data center in this stucynsumed by the pumps and fans in the cooling.|dd@
consists ofa dry air cooler and a liquith-liquid buffer heat variation of PUE is determined with varying rack load &nd
exchanger. It was found that the power usage effectiveness (PUE}|gq presented.
as low as 1.08 for the cooling system. The results also show that the
PUE is affected by the server-rack occupancy and can incrgase b
26% as occupancy drops by 80%, thus the better the server-rack II. COOLING DATA CENTER SYSTEM
occupancy, the better the PUE. A schematic diagram of the data centre cooling system that
is used in this section is shown in Fig.1. On the right of the
Keywords— data center, liquid cooling, power usagefigure isadry air cooler and fan, which mesthe air at the

effectivenessliquid immersed servers ambient outside temperatures)Through the heat exchanger.
A pump circulates the water from the dry air cooler heat
I. INTRODUCTION exchanger toa buffer (liquid4to-liquid) heat exchanger at

The increasing demand for digital services today has led flew rate Qur, to reject the heat from the data center. On the
an unprecedented growth globally in data centers and thigft side of the figure the immersed servers are housed in the
energy demand. Efficient cooling of data center is needed@ck and are connected to the buffer heat exchanger via a

since over 30 % of data center power consumption is used fiuid loop inside the data centek second pump circulates

cooling [ [2). Data centers can be cooled by the mor#ater between the buffer heat exchanger and the racas at

traditional air cooling, but some are now being cooled directow rate, Q.. The cold (supply) temperature to the buffer

with the aid of liquidgR] The latter approach is usually usedneat exchanger issTand the inlet (supply) water temperature

in data centers with high density racks. The liquid cooling df the serverss, T,.

data centers can be classified in essentially three ways; rack

heat exchanger, in server and on chip heat exchangers

total liquid immersion. The heat transfer in the immerse Rack

server is by way of natural convection of a dielectric liquid : el

which transfers the thermal energy produced by tF

microelectronics into a water jacket, through which a pumpe

coolant passé¢s|i&). Immersed
The main interest in this paper involves the integration « I:l: U: Water

Buffer heat exchanger Dry air cooler

L ]
A
A
[ ]

liquid immersed servers in the whole data center coolir (p:IUallde
system. The cooling system in this study consists of dry ¢
cooler and buffer heat exchanger, together they can reject

A. Almaneea, H. Thompsed. Summers and N. Kapur are with Institute of *— b =)
Engineering Thermofluids TF), School of Mechanical Engineering, : : °
University of Leeds, United Kingdom (corresponding authMechanical

Engineering, University of Leeds, LS2 9JT, Leeds, UK, email. . L .
mnaalm@leeds.ac.uk). Fig. 1 Schematic diagram of the data center cooling system



The model using COMSOL is applied to simulate the hedry cooler is spinning at 196 rpm and a cooling load of 5000
transfer at the server level only. However, the data of dky.
cooler and buffer heat exchanger data are taken from an
experimental study[ J7]. They studied a data center coolir
system experimentally, which had a cooling syster
arrangement that included a dry cooler, buffer heat exchan(
and servers that were cooled by a combination of pump
water cold plates on the CPU and air, via fans, for the rest
the server.

In this study, the server is fully immersed without any ai
used to cool the servers. Therefore, the relative humidity is r
considered in the system. This gives an advantage of limitii
the number of variables to be only the temperature. Ti
ambient temperatuyreTls, is chosen for the city of Leeds,
England [[]. The annual average temperature of Leeds
shown in Fig. 2.
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The flow rate Qn, is function of AT, and this function is
obtained from curve fitting the graph in Figure 3, it is

Elo —#—Coldest

- expressed as:
8 _:””"’EI“ ATqyr = —7x10%Q%, + 9366.8Qs, — 0.5
° 1 o The flow rate between the dry cooler and the buffer heat
b exchangerQiy, is known, so the AT,y can be calculated from
27 the equation above and the inlet water temperature to the
0

buffer heat exchanggrs, can be evaluated using
T; =Ts + ATy

Having obtained the value of;Tthe next step is to
determine the inlet water temperature to the serversJHe
value of T, is baed on AT, which is the temperature
difference between the water temperature entering the buffer
heat exchangeil s, and the inlet water temperatucethe rack
) ) ) Ty, based on the following relationship

In the previous section, the data center cooling system and T, =Ty + AT,
method of obtaining the ambient temperature, Were The value of AT,y iS conductec;a from Q and Q,. The

explained. This section develops an approach to determine {he o ¢ Qsand Q, are varying at 5, 7.5 and 10 GPM.[ [7]
S r y 0 .

other system parameters, which are the flow rate from d{1¥e caph lines for AT. varving with and which is
cooler to buffer heat exchange,Qthe flow rate from the doni gt cooling Ioagpsls,oyoogw . I(r?nsthis s%crtion the rack

buiier heat exchanger to the rack,sQhe cold (supply) water cooling load is5S000W and the flow rate is kept the same as in
temperature entering the buffer heat exchanger.amd the the experimental work[ ]7], however the cooling load is

Wa_lt_ir inlelt temp;erarl]tur;al of seryak. q 5 75 10 different SOAT .y is scaled down as explained befdrey. 4
GPMe Vahl_JehS of the kOW ]E&‘eqns ana Qhr arle ’ ’7 shows the variation oAT,,s for a 5000 W cooling load for
, which are taken from experimental wolk| [7] @Sjifferent flow rates from the dry air cooler heat exchanger to

explained in sectiofl. In [8], a graph is plotted between ATapr  p ter heat exchanger and from the rack to the buffer heat
and the flow rate, R, for dry cooler fanspeeds of 169 rpm. exchanger.

The ATqy is the temperature difference between the ambient
temperatureTs, and the inlet water temperature of buffer heat
exchangerTs. The flow rate Q.s, and dry air cooler fan speed
used are taken directly frofn][7however the cooling load is
different. In[[7]the AT,y is varied with @, has been plotted at

a cooling load of 15,000 W, where the rack cooling load in
this work is 5000 W (each server load is 100 W and the
number of servers in one rack56 servers). As the flow rate

and fan speed are the same as usdd]in [8] and the heat load is
different, the AT,y is scaled down by interpolating between
two rack heat load, 5KW and 15KWFig. 3 shows the
variation of AT, at different flow rats, Qy,, where the fan of
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Fig. 2 Average temperature of Leeds, Engl@d [6]

I1l. METHODOLOGY OF FLOW RATE AND TEMPERATURE
CALCULATION
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Fig 4. The variation of AT 5psWith Qins and Qr
The AT,y is affected by the Q and the @, variation and
the relation can be obtained by fitting curves from the results
in Fig.4. The equations &T ,,scan be expressed as:
At Qi,s=5 GPM
AT,y = 8x10°Q%, — 11609Q;y, + 5.2

At Qs = 7.5 GPM
AT,ps = 1x107Q%, — 14037Q, + 6.23

At Qs = 10 GPM
AT,ps = 1x107Q%, — 14248Q;,, + 6.5
The M script in MATLAB v7.11 is used to solve all above
equations to find the inlet water temperature of the ,ragk
The flow chart of the programing steps is shown in Fig. 5.

IV. RESULTS OF RACK INLET TEMPERATURE

Imput: T3
Q,=5.7.5. 10GPM

Q,=5.7.5.10 GPM

Calculate: I‘_:, AT, AT,

P T

T

Convergence

Plot: Q, and Q_vs. T

inr

)

End

This section presents the results of the rack water inlgtg 5. Flow chart of calculations to find, Tising MATLAB

temperature, T which is obtained from MATLAB. The y7
ambient temperature that is selected from Fig. 2is T9°C
which is the highest temperature of the year in Lepds [6]
There are two flow rates through the buffer heat exchanger the
first one is the flow rate from dry air cooler heat exchanger to
buffer heat exchanger,;2 and the second flow rate is from
the buffer heat exchanger to the rackeQ he flow rates, ¢

and @,, are set independently to a value from 5, 7.5 and 10
GPM.

The effects of varyinthe flow rates on the rack water inlet
temperature, 7, are presented in Fig. 6. Both flow rates,sQ
and Q,, are varied independently between the values 5, 7.5
and 10 GPM. The results show tha Tecreases with
increasing @, and decreasing @ The lowest T value is
found to occur, at the highest,and lowest Q..
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Fig 6.: Water inlet temperature of rack,, varying Q,, for

different Qs

From the above results the lowest water inlet temperature to
the rack is found to be,;¥ 27.9°C at Q,=5 GPM.



V.SIMULATION MODEL AND RESULTS For natural convection inside the server, the dielectric fluid

The geometry and boundary condition of the "qui(ﬁv behaviour can be indicated by using Rayleigh number
immersed server model is shown in Fig. 7. Heat is genera '
from the CPU underneath the heat sink and cooled by the 9B (Th— TC)ng%cp
water that passes through the cooler solid block representing Ra = Aph,
the water jacketat T,= 27.9 °C and Q< 5 GPM. The
conjugate heat model with symmetry planes for the immersed\yhere H is the server height, q is the heat flux per unit area,
server is S|m.ulated via COMSOL 4.3. The simulation modg is the acceleration of gravity, & Specific heat capacity, pp
set up Is Val!dat(,ad against the experimental work of riaturi@ density, Ap is the thermal conductivity, pp is viscosity, P is
heat convection irf 9], wherea 320mm x 200mm x 40mM he coefficient of volumetric expansion. All these fluid
enplosure with f_|ns_ attached on the hot wall. The buoyangyaormal properties are taken from Chi e{E[and listed in
drives the flow inside the enclosure due to the temperatufgpie 1. The Ra is equal to 1.8%1@hich is greater than 10
difference between the hot and cold walls. The average er{q indicates therefore that the flow is turbule [
between the simulation model presented here and thengige the server the fluid flow is turbulent and governed by
experimental work is 4.8%. the conservation equations for mass, momentum and energy
for turbulent natural convection of the dielectric liquid
domain,

Continuity equation

q V.(pup) =0
g Momentum equation
p(up. Mty = V. =P+ (hp + pr) (Vatp + (Vup)")

400 mm

2 2
~ 5 (o + o) (V. up)l = S pkd | + F

1.2 7 The body force i which mainly depends on the density
Xe |~ ~ variation. The temperature increases the density of the fluid
& i Symmetry plane decreases. This driving buoyancy force which can be
expressed as:

Heat sink

. — F=p(Mg
| D. | t 3 |. .d 37[TIITI Whereg = (0701 g)
' L i (b) The dielectric fluid has density-temperature variations

Tin= 27.9 °C p(T)=1716.2 -2.2T

Qinc=1.15x107 m3/s i
@) In turbulent natural convection in enclosyrébe ko
turbulent model has been found to &eobust model which
can offer solutions close to experimental results as
c) investigated in[TI4-16]. The ko turbulent models introduce
two additional variables turbulent kinetic energy, k, and
specific dissipation rate, o. The transport equations are based
on [17, which are applied in the CFD model are:

In this study, the model consists of two types of flugovf p(up. M)k =V.{(1p + upro")VK] + pi — pf ke
The dielectric liquidis circulating inside the server due t W
natural convection and the other fluid is flowing by forced p(up.V)w = V.[(1p + UpT0,) VW] + d—py
convection through the channel. Before solving the full 5 k
conjugate heat model, the two fluid flows are checked to — PPow
determine whether the flow is turbulent. For the water flowing
in the channel this is determined by calculating the Reynolds
number, R

Fig 7. The geometry of the symmetry simulation model used
in COMSOL a) Isometric view b) Side view c¢) Front View

The turbulent viscosity can be defined as

_k
PWVD uDT p(,l)
e =
. HW . .
Where D is the water channel diameter (3.5x), Vis  The production term is found from the fluid velocity as

the average flow velocity (1.2xFGn/s), p,, (996.6 kg/ni) and 2
uy (7.96x10° pa.s) are the density and viscosity of water, p, = Iy |Vup: (Vup + (Vup)?) —§(V. up)?
respectively. The Rs 53 for a flow rateof 1.15x10’ m*/s and

can therefore be considered as lam{a&t.[ —%pkv. up



constrained to ensure its reliable operation, to be predicted. In
Energy equation the example below Js60.4C.

CpH
pc upVT = V. ((AD + 2 DT)VT)
Pry A0.0212 —
Where Ap is thermal conductivity and Pis turbulent o 60
Prandtl Number (using Kays-Crawford) '
The empirical turbulent model constants parameters are A
_ 13 _ 1 _ 1 _ 9 . 9 _ 55
(X—g,dk—z,a}u—z,ﬁg—ﬁ,ﬁo—m,kv—o.‘l'l,B o 0
=5.2
For the water channel which is the forced convection 0.014 =0
laminar fluid domain, the governing equations are:
Continuity equation g "
V(pu,) =0 0.01
Momentum equation 0.008 -
p(uy,.Vu, =V. [—le + uw(Vuw + (Vuw)T) 0.006
2
3 wy, (V.u,,) I] 0.004 32
0.002
Energy equation 30
pepuy VT = V. (A, VT) ¥ 6.228x10° ::.'I Al wzr.eso

In the solid domain, only the energy equation is required
0=V.(AVT)

(b)
Fig 8. a) Velocity field inside the server for the dialectic

Where, the As is the thermal conductivity for the solids"qUid' b) Temperature filed

which are Copper and Aluminum. . . .
The material of the heat sink is copper and the baffles andThe simulation model based on COMSOL 4.3b is now used

cold plate are made of Aluminium alloy. The working fluids int© determine the rack outlet temperaturg,and pressure drop

this paper are water and dielectric liquid (seeError! In order to cal_culate the required pump power. .
Reference source not found. 1 for properties). The water is The Wfter inlet temperature of th? server channeliys T
used as cooling liquid that passes through the cold pl é 27.9°C. 'I('jh_e flr?w rate of thl?j ra}ck 'S"stﬁPM T.]d_the
channel and the server is filled with the dielectric liquid fclOW rate used in the server cold plate water channel Is:

which the thermal properties are kept constant except for t @W rate for one water channel

density which is a function of temperature. Qine = L(GPM)
TABLE 1 "¢ N.0.SxN.0.C.S
THERMAL PROPERTIES OMIELECTRIC LIQUID m3
= S0x 55x 15852 =115x10"7 —
Properties Abbrev. Dielectric Fluid 50x 55x 15852
Where F.R.R is flow rate to the rack, N.O.S is number of
Specific heat capacity  Cyp 1140 (J/kg.K) servers per rack and N.O.C.S is the number of water channels
Thermal expansion Bo 1.151496x10 (K™) in one server.
Dynamic viscosity MUp 1.124782x10 (Pa.s)
Thermal conductivity Ap 6.9x10% (W/m.K) The pressure drop across the water channel (AP.y,) is found

be 11.6 Pa of the simulation model with temperature inlet to
A typical fluid flow inside the immersed server is shown irthe server water channel equal to 2%C9and the water flow

fig.8 (a). The heat transferred to the liquid as it flows througl@te inlet server channel is 1.15X101/s.

the CPU heat sink leads to a buoyancy-driven flow which

results in the liquid rising on the left hand portion above the

CPU and falling on the right side as it is cooled by the cold VI. PUEOFCOOLING SYSTEM

plate. The flow velocities below the CPU are generally smaller

than those above it. The corresponding temperature field isThe power usage effectiveness (PUE) is used to indicate the
shown in fig 8(b) and demonstrates that the liquid above tegfectiveness of the data center cooling systems and is

CPU is significantly hotter than that below it. The CFDralculated on the basis of the total power consumed by the
analysis is very important in practice as it enables theata center relative to power that supplied theAlPUE of 1
maximum temperature of the CPUcd which must be means that the data center has achieved the best data center



efficiency [L§]. The equation that is used to calculate the PUE PV Dr
is R, = T = 1.04x10*

PUE = Total Power _Pir + F which is within the range of the experimahtorrelation.

IT Power Py The D and R parameters are selected as D.(254 m and
The power of data center utilities and power of IT is Pr=0.0762 m within the range of the correlation limits, thus

required to calculate the PUE. The power consumed biyithe the fanning factor fraction can be defined as:
in this work is coming from the rack power which is ~ P\ 09?7
Pr = 50x100W& 5.0 kW f =18.93R;%31° (D—) = 0.367

T

In this study there are two pumps to circulate water betwegp,q Q = pa Vs = 4.26 kg/nh.s
the heat exchangers and fans to reject heat from the dry fjfe pressure drop across the dry air cooler heat exchanger is

cooler. The power of the pumpgPthat circulates the water 2fN, G?
between the rack and buffer heat exchanger is determined by APy = . =79.4Pa
21 . : . :
21] AP, Q; The power required for one fan in the dry air cooler is,
) o= ——° AP; Qf  794x0.444
€ bp=—cr= 47— =72W

Where, Qs is flow rate between the rack and buffer hea}
exchangerge is the pump efficiency. The pressure drop frorr? 2
; . - ans yielding R= 360 W.
thi;g‘;rlsgsgr;n g:joepl ;g: (t)hnf rg;iquliﬁv%g bbl.GPa To calculate B which is the total power required for
AP=N.O.S x N.O.C.S 2P, =50x55x11.6= 31.9kPa cooling R= pust Pt fr. To calculate the power of the pump

Pump efficiencies are between 0.5 and [28],[in this that circulates the water between the dry air cooler heat

study the pump efficiency is chosen to be 0.5 for the Worgf@hanger and the buffer heat exclang. requires an

case scenario. The power required pumping the water betw%ec'ltl'mate of the pressure drop. However, the pressure drop in

the rack and buffer heat exchanger is he rack is greater than the pressure drop in the dry air cooler

he dry air cooler has 5 fans and the power required for all

AP, Q;c  31900x 0.000316 heat exchanger and sincg, @ doublt_a Qs assuming R to be
By = - - 05 =20.15W double to Bsis a worst case scenario. The pumps, fans and IT

The power required by the dry air cooler heat exchangBP‘Ner are all determined and hence the PUE can be calculated

fans is based on the flow rate and pressure drop. The powefdf
the fans calculated from,

b _ AP; Q; PUE = Total Power _ Pir + Py + Py + Py
F= " ¢ IT Power P
Where the Pis fans powerAP; is pressure drop across the _ 5000 + 2015 +40.3 + 360 _ 1.08
dry air cooler heat exchanger andiQair flow rate. TheAP; 5000 '
is calculated fronfg3] which is written as:
2
2fN,Q}
APy = p VII. PUE FOR DIFFERENT NUMBER OF SERVERS
a
Where f is fanning friction factor, Number of tube rows, _ _ _ _
pais the air density and air flow ra#@, is calculated from In previous section the PUE is determined for a full rack
Qi = pa Vs with 50 servers. This section investigates the effect of
The fanning factor friction f can be determined by the flowinglecreasing the number of serversairack on the PUE. The
expression pressure drop per server is 6B& However, the flow rate
o316/ PT 0927 passing through the rack is varying based on the nuwiber
f=1893R. ()™ servers. This affects the power that is required by the pumps
T . .
Where R is Reynolds number, Ds root diameter and-P &S Shown in equation.
tube pitch.This correlation from experimental work for six P = AF; Qins

rows of bank tube with parameters range: bs

€
2000< R, < 50000 0.0186m < D< 0.041m, and 0.0428m < Where, Bsis the pumping poweAP is the pressure drop
Pr<0.114m across the rack, i |s_the flow rate _bgtween the_ rack_and
The R needs to be calculated to check if this case can puffer heat exchange is the pump_efﬂmency. In this section,
applied to the experimental correlation in determining th&1€ number of servers per rack is changing from 1300
fanning factor friction. The fans of the dry air cooler spins aic/Vers and based on that the rack cooling load start from
rotational speeds (N) of 169 RPM and the diameter of the fahP00 10 5,000 W. The required pumping power to circulate

is D= 0.4 m. Hence, the velocity is the water between the rack and buffer heat exchanger is
DN varying from 0.8 t®20 W. The power of circulating the water
=60 — 6.19m/s between the bL_Jffer hgat exchanger and the dry air cooler heat
At the ambient temperature ofsT=19 °C, the thermal ©XchangerPy, is again assumed to be doydRgs The fan
properties ar¢4; p.= 1.2 kg/ni andp.= 18.2x10" Pa. s power of the dry air cooler is unchanged
The Reynolds number can be calculated from: Fig. 9 shows the effect of the number of server per rack on

the PUE. The results show that the PUE increase&t¥%yfor
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