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#### Abstract

In this thesis, the boundary element method (BEM) is applied for solving inverse source problems for the heat equation. Through the employment of the Green's formula and fundamental solution, the BEM naturally reduces the dimensionality of the problem by one although domain integrals are still present due to the initial condition and the heat source. We mainly consider the identification of time-dependent source for heat equation with several types of conditions such as non-local, non-classical, periodic, fixed point, time-average and integral which are considered as boundary or overdetermination conditions. Moreover, the more challenging cases of finding the space- and time-dependent heat source functions for additive and multiplicative cases are also considered.

Under the above additional conditions a unique solution is known to exist, however, the inverse problems are still ill-posed since small errors in the input measurements result in large errors in the output heat source solution. Then some type of regularisation method is required to stabilise the solution. We utilise regularisation methods such as the Tikhonov regularisation with order zero, one, two, or the truncated singular value decomposition (TSVD) together with various choices of the regularisation parameter.

The numerical results obtained from several benchmark test examples are presented in order to verify the efficiency of adopted computational methodology. The retrieved numerical solutions are compared with their analytical solutions, if available, or with the corresponding direct numerical solution, otherwise. Accurate and stable numerical solutions have been obtained throughout for all the inverse heat source problems considered.


## Nomenclature

## Roman Symbols

| $A, A_{0}, A_{L}, A_{k}^{(1)}, A_{0, k}^{(1)}, A_{L, k}^{(1)}, A^{I}, A_{i}^{I I}$ |  |
| :---: | :---: |
|  | BEM coefficient matrices |
| $A_{0 j}(x, t), A_{L j}(x, t)$ | BEM coefficient functions |
| $B, B^{*}, B_{0}, B_{L}, B_{k}^{(1)}, B_{k}^{(1)^{*}}, B_{L, k}^{(1)}, B^{I}, B_{i}^{I I}, B^{I I I}$ |  |
|  | BEM coefficient matrices |
| $B_{0 j}(x, t), B_{L j}(x, t)$ | BEM coefficient integral functions |
| $C, C_{k}^{(1)}, C^{I}, C_{i}^{I I}, C^{I I I}$ | BEM coefficient matrices |
| $C^{k}([0, T])$ | the space of $k$-order continuously differentiable function on $[0, T]$ |
| $C^{k, l}\left(D_{T}\right)$ | the space of $k$-order and $l$-order continuously differentiab functions in time and space, respectively |
| $d(x, t), d_{0}(x, t), d_{1}(x, t), d_{2}(x, t)$ |  |
|  | BEM integral functions for the source term |
| $\underline{\mathrm{d}}, \underline{\mathrm{d}}^{I}, \underline{\mathrm{~d}}^{I I}$ | BEM coefficient vectors |
| $D, D_{0}, D_{1}, D_{2}, D_{k}^{(1)}, D_{1}^{I}, D_{2}^{I}, D_{1}^{I I}, D_{2}^{I I}, D^{r}, D_{k}^{r}, D^{r I}, D^{r I I I}$ |  |
|  | BEM coefficient matrices |
| $D_{T}:=(0, L) \times(0, T)$ | solution domain |
| $\bar{D}_{T}:=[0, L] \times[0, T]$ | closure of the solution domain $D_{T}$ |
| $e_{i}$ | discrete components of function $E(t)$ |
| $E(t)$ | mass or energy |
| E | vector of $E(t)$ |
| $\underline{E}^{\epsilon}$ | noisy vector of $E(t)$ |
| $\mathrm{E}=\operatorname{diag}\left(e_{i}\right)$ | diagonal matrix with components $e_{i}$ |
| $f(x, t), F(x, t), f(\mathbf{x}, t)$ | source functions |
| $\mathbb{F}, \mathbb{F}_{0}, \mathbb{F}_{\lambda}$ | objective functions |
| $G(x, t, \xi, \tau)$ | fundamental solution for one-dimensional heat equation |


| $h(x, t)$ | given source function |
| :---: | :---: |
| $h_{0 j}, h_{L j}$ | boundary temperatures |
| $\underline{\mathrm{h}}, \underline{\underline{\mathrm{h}}} 0, \underline{\mathrm{~h}}_{L}$ | boundary temperature vectors |
| $H(t)$ | Heaviside step function |
| $H^{\gamma / 2}[0, T], H^{\gamma}[0, L], H^{2+\gamma, 1+\gamma / 2}\left(\bar{D}_{T}\right)$ |  |
|  | Hölder spaces in Chapter 6 |
| $i, j, k$ | indices |
| $k(t), k_{i}(t)$ | given boundary and overdetermination functions |
| $k^{*}$ | the largest index of space $x$ satisfying $x_{k^{*}}<X_{0}$ |
| $\underline{\underline{k}}$ | vector of function $k(t)$ |
| L | length of one-dimensional space domain |
| n | outward unit normal to the space boundary |
| $N$ | number of time steps |
| $N_{0}$ | number of space cells |
| $N_{t}$ | truncation number (for TSVD) |
| p, $p_{0}$ | percentages of perturbation |
| $P(t)$ | perfusion coefficient function |
| $\underline{\mathrm{q}}, \underline{\mathrm{q}}_{0}, \underline{\mathrm{q}}_{L}$ | boundary heat flux vectors |
| $q_{0 j}, q_{L j}$ | boundary heat fluxes |
| $r(t), r_{1}(t)$ | time-dependent source functions |
| $R, R_{0}, R_{1}, R_{2}, R^{(1)}, R^{(2)}, \mathcal{R}$ |  |
|  | regularisation matrices |
| $s(x), s_{1}(x)$ | space-dependent source functions |
| S | coefficient matrix |
| $S_{0}, \check{S}_{0}$ | values of the sources at the fixed point |
| T, $T_{1}, T_{2}$ | final and fixed times |
| $u(x, t), u(\mathbf{x}, t)$ | temperatures |
| $u_{0}(x), u_{0}(\mathbf{x})$ | initial temperature |
| $u_{0, k}$ | initial temperature at $\tilde{x}_{k}$ |


| $\underline{\mathrm{u}}_{0}, \underline{\underline{u}}_{0}$ | initial temperature vectors |
| :--- | :--- |
| $\underline{\mathrm{U}}, \underline{\mathrm{V}}$ | orthogonal vectors for SVD |
| $v(x, t)$ | transformation function |
| $v_{1}(t), v_{2}(t)$ | given functions |
| $V_{1}, V_{2}$ | diagonal matrices of $v_{1}(t), v_{2}(t)$ |
| $\mathbb{W}_{2}^{1}(0, T), \mathbb{W}_{2}^{2}(0, T), \mathbb{W}_{2}^{2}(0, L), \mathbb{W}_{2}^{4}(0, L), \mathbb{W}_{2}^{4,2}\left(D_{T}\right)$ |  |

Sobolev space in Chapter 7
unknown vector of $r(t)$ and $s(x)$
spaces (variable)
left-hand side coefficient matrices of BEM linear system
fixed location
contaminated left-hand side coefficient matrix
eigenfunction of the spectral problem
$\underline{\mathrm{y}}, \underline{\mathrm{y}}_{i}$
$\underline{y}^{\epsilon} \quad$ noisy right-hand side vector

## Greek Symbols

| $\alpha, a, b$ | heat transfer coefficients |
| :--- | :--- |
| $\beta(x), \beta_{1}(x), \beta_{2}(x), \beta(\mathbf{x}, t)$ |  |
|  | given functions |
| $\delta_{i j}$ | the Kronecker delta symbol |
| $\psi(x)$ | given function |
| $\chi(t), \chi_{1}(t)$ | given functions |
| $\epsilon, \epsilon_{0}$ | noise levels |
| $\gamma_{1}, \gamma_{2}$ | fixed point source values |
| $\gamma_{i j}(t)$ | given functions |
| $\lambda, \lambda_{L}, \lambda_{\text {dis }}, \lambda_{G C V}, \lambda_{\text {opt }}$ | regularisation parameters |
| $\mu_{1}(t), \mu_{2}(t), \mu_{0}(t), \mu_{L}(t)$ |  |

given boundary temperatures

## $\Omega$

$\partial \Omega$
$\bar{\Omega}=\Omega \cup \partial \Omega$
$\Phi_{n_{0}}^{4}$
$\tau, t$
$\sigma, \sigma_{\psi}, \sigma_{\chi}, \sigma_{\mu}, \sigma_{r}, \sigma_{s}$
$\sigma_{i}$
$\Sigma$
$\vartheta(\mathbf{x}, t)$

Abbreviations
BEM
CBEM
erf, erfc
FDM
FEM
FOTR
GCV
PDE
RMSE
SOTR
SVD
TSVD
ZOTR
domain
boundary of the domain $\Omega$
closure of the domain $\Omega$
space of functions
times (variable)
standard deviations
singular values
diagonal matrix with components of $\sigma_{i}$
given function
boundary element method
constant boundary element method
error and complementary error functions
finite difference method
finite element method
first-order Tikhonov regularisation
generalised cross-validation
partial differential equation
root mean square error
second-order Tikhonov regularisation
singular value decomposition
truncated singular value decomposition
zeroth-order Tikhonov regularisation
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## Chapter 1

## General Introduction

### 1.1 Introduction

Inverse problems are becoming an essential part in the development of several applications in science and engineering such as in medical diagnosis and therapy, groundwater/air pollution phenomena, or the designing of thermal equipment, systems and instruments. Such problems, particularly for the heat equation, have important applications in the field of applied sciences such as in melting and freezing processes, the designing and manufacturing areas in which the strength of heat sources is not exactly recognised, especially in the discovery of the quantity of energy generation in a computer chip, in a microwave heating process, or in a chemical reaction process.

In this thesis, the interest is specialised to solve several inverse source problems for the heat equation using the boundary element method (BEM).

### 1.2 Inverse and ill-posed problems

A direct problem consists of solving a system where an input cause is given and an output effect is desired. However, if the situation is reversed then we have an inverse problem which is in general ill-posed (improperly-posed, incorrectly-posed). For more definitions and examples of inverse and ill-posed problems see the excellent review by

## Kabanikhin [31].

The study of ill-posed problems began in the early 20th century through the definition of well-posedness given by J. Hadamard in 1902. In the sense of Hadamard, a mathematical problem is well-posed if it satisfies the following properties:

- Existence: For all (suitable) data, there exists a solution of the problem (in an appropriate sense).
- Uniqueness: For all (suitable) data, the solution is unique.
- Stability: The solution depends continuously on its data (i.e. small perturbations in the input data do not result in large perturbations in the solution).

According to above definition, any mathematical problem is ill-posed if any one of these three conditions is violated. In the cases investigated in this thesis, the problems violate the third condition, i.e. stability.

The main purpose of this thesis focuses on applying BEM to inverse heat source problems, which are in generally ill-posed in the sense that small measurement errors greatly magnify the sought solutions.

### 1.3 The boundary element method (BEM)

One of the main advantage of the BEM over domain discretisation methods such as the finite-difference method (FDM) or the finite element mehtod (FEM) is that the discretisation is necessary only on the boundary, i.e. the BEM uses less number of nodes and elements when compared to the FDM and the FEM. The main idea of the BEM, which is based on using the Green's identity and the fundamental solution, is to find the solution inside the domain by using the solution to the partial differential equation (PDE) on the boundary only.

The mathematical background of the BEM is represented by the knowledge of the fundamental solution and the application of the Green's identities. We first introduce
the Heaviside step function and the Dirac delta distribution as follows:

The Heaviside step function:

$$
H(t)= \begin{cases}1, & \text { if } \quad t>0 \\ 0, & \text { if } \quad t \leq 0\end{cases}
$$

The Dirac delta distribution function:

$$
\delta(x, \xi)=\delta(x-\xi)=\left\{\begin{array}{lll}
0, & \text { if } & x \neq \xi \\
\infty, & \text { if } & x=\xi
\end{array}\right.
$$

The fundamental properties of the Dirac delta distribution are

$$
\delta(x)=H^{\prime}(x), \quad \int_{\Omega} f(\xi) \delta(x, \xi) d \xi=f(x), \quad x \in \Omega
$$

Basically, the one-dimensional transient heat equation is governed by the partial differential heat operator $\mathcal{L}:=\frac{\partial^{2}}{\partial x^{2}}-\frac{\partial}{\partial t}$. Let $L>0$ and $T>0$ be the length of the space domain and the time duration, respectively, and define the solution domain

$$
\begin{equation*}
D_{T}:=(0, L) \times(0, T] . \tag{1.1}
\end{equation*}
$$

Consider the classical heat equation

$$
\begin{equation*}
\mathcal{L} u(x, t)=\frac{\partial^{2} u}{\partial x^{2}}(x, t)-\frac{\partial u}{\partial t}(x, t)=0, \quad(x, t) \in D_{T} . \tag{1.2}
\end{equation*}
$$

A function $G(x, t, y, \tau)$ is called a fundamental solution for the heat equation (1.2) if

$$
\begin{equation*}
\mathcal{L}^{*} G(x, t, y, \tau)=-\delta(x, t ; y, \tau)=-\delta(|x-y|,|t-\tau|) \tag{1.3}
\end{equation*}
$$

where $\mathcal{L}^{*}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial}{\partial t}$ is the adjoint of $\mathcal{L},(x, t)$ is a field point, and $(y, \tau)$ is a source point. Solving (1.3) using the method of Fourier transform gives the fundamental
solution, see [60],

$$
\begin{equation*}
G(x, t, y, \tau)=\frac{H(t-\tau)}{\sqrt{4 \pi(t-\tau)}} \exp \left(-\frac{(x-y)^{2}}{4(t-\tau)}\right) . \tag{1.4}
\end{equation*}
$$

In order to develop the BEM, let us introduce the Green's identities, as follows:

$$
\left\{\begin{array}{l}
\int_{\Omega}\left(U \nabla^{2} V-V \nabla^{2} U\right) d \Omega=\int_{\partial \Omega}\left(U \frac{\partial V}{\partial n}-V \frac{\partial U}{\partial n}\right) d S  \tag{1.5}\\
\int_{\Omega}\left(U \nabla^{2} V+\nabla U \cdot \nabla V\right) d \Omega=\int_{\partial \Omega} U \frac{\partial V}{\partial n} d S
\end{array}\right.
$$

for any functions $U, V \in C^{2}(\Omega)$, where $\mathbf{n}$ is the outward normal to the boundary $\partial \Omega$ of the bounded domain $\Omega$.

### 1.4 The BEM for solving one-dimensional direct heat problem

In order to understand how the BEM performs, let us consider the direct classical (onedimensional) heat conduction problem which requires finding the temperature $u(x, t)$ satisfying the heat equation

$$
\begin{equation*}
u_{t}=u_{x x}+F(x, t), \quad(x, t) \in D_{T}, \tag{1.6}
\end{equation*}
$$

where $F$ is a heat source, subject to the initial condition

$$
\begin{equation*}
u(x, 0)=u_{0}(x), \quad x \in[0, L], \tag{1.7}
\end{equation*}
$$

and the Neumann boundary conditions

$$
\begin{equation*}
u_{x}(0, t)=\mu_{1}(t), \quad u_{x}(L, t)=\mu_{2}(t), \quad t \in(0, T], \tag{1.8}
\end{equation*}
$$

(or the Dirichlet boundary conditions)

$$
\begin{equation*}
u(0, t)=\mu_{1}(t), \quad u(L, t)=\mu_{2}(t), \quad t \in(0, T] . \tag{1.9}
\end{equation*}
$$

Mixed or Robin boundary conditions can also be considered. For using the BEM, we first multiply (1.6) by $G$ and integrate over $D_{T}$ to result in

$$
\begin{aligned}
\int_{D_{T}} G(x, t, y, \tau) \frac{\partial u}{\partial \tau}(y, \tau) d y d \tau= & \int_{D_{T}} G(x, t, y, \tau) \frac{\partial^{2} u}{\partial y^{2}}(y, \tau) d y d \tau \\
& +\int_{D_{T}} G(x, t, y, \tau) F(y, \tau) d y d \tau
\end{aligned}
$$

Using the Green's identities (1.5) gives

$$
\begin{align*}
& \int_{D_{T}} G(x, t, y, \tau) \frac{\partial u}{\partial \tau}(y, \tau) d y d \tau \\
& =\int_{0}^{T}\left[G(x, t, \xi, \tau) \frac{\partial u}{\partial n(\xi)}(\xi, \tau)-u(\xi, \tau) \frac{\partial G}{\partial n(\xi)}(x, t, \xi, \tau)\right]_{\xi \in\{0, L\}} d \tau \\
& \quad+\int_{D_{T}} u(y, \tau) \frac{\partial^{2} G}{\partial y^{2}}(x, t, y, \tau) d y d \tau+\int_{D_{T}} G(x, t, y, \tau) F(y, \tau) d y d \tau, \tag{1.10}
\end{align*}
$$

where $\mathbf{n}$ is the outward unit normal to the space boundary $\{0, L\}$, i.e. $\frac{\partial}{\partial n(\xi)}=-\frac{\partial}{\partial \xi}$ for $\xi=0$, and $\frac{\partial}{\partial n(\xi)}=\frac{\partial}{\partial \xi}$ for $\xi=L$. Then, using that the fundamental solution satisfies (1.3) and the property of the Dirac delta function result in the integral equation

$$
\begin{align*}
\eta(x) u(x, t)= & \int_{0}^{t}\left[G(x, t, \xi, \tau) \frac{\partial u}{\partial n(\xi)}(\xi, \tau)-u(\xi, \tau) \frac{\partial G}{\partial n(\xi)}(x, t, \xi, \tau)\right]_{\xi \in\{0, L\}} d \tau \\
& +\int_{0}^{L} G(x, t, y, 0) u(y, 0) d y+\int_{0}^{L} \int_{0}^{T} G(x, t, y, \tau) F(y, \tau) d \tau d y \\
& (x, t) \in[0, L] \times(0, T], \tag{1.11}
\end{align*}
$$

where $\eta(0)=\eta(L)=\frac{1}{2}$ and $\eta(x)=1$ for $x \in(0, L)$.
The discretisation of the integral equation (1.11) is performed by dividing the boundaries $\{0\} \times(0, T]$ and $\{L\} \times(0, T]$ into a series of $N$ small boundary elements
$\left[t_{j-1}, t_{j}\right]$ for $j=\overline{1, N}, t_{j}=\frac{j T}{N}, j=\overline{0, N}$, whilst the space domain $[0, L] \times\{0\}$ is discretised into a series of $N_{0}$ small cells $\left[x_{k-1}, x_{k}\right]$ for $k=\overline{1, N_{0}}, x_{k}=\frac{k}{N_{0}}, k=\overline{0, N_{0}}$. Over each boundary element $\left(t_{j-1}, t_{j}\right]$, the temperature $u$ and the flux $\frac{\partial u}{\partial n}$ are assumed to be constant and take their values at the midpoint $\tilde{t}_{j}=\frac{t_{j-1}+t_{j}}{2}$, i.e.

$$
\begin{align*}
& u(0, t)=u\left(0, \tilde{t}_{j}\right)=: h_{0 j}, \quad u(L, t)=u\left(L, \tilde{t}_{j}\right)=: h_{L j}, \quad t \in\left(t_{j-1}, t_{j}\right]  \tag{1.12}\\
& \frac{\partial u}{\partial n}(0, t)=\frac{\partial u}{\partial n}\left(0, \tilde{t}_{j}\right)=: q_{0 j}, \quad \frac{\partial u}{\partial n}(L, t)=\frac{\partial u}{\partial n}\left(L, \tilde{t}_{j}\right)=: q_{L j}, \quad t \in\left(t_{j-1}, t_{j}\right] . \tag{1.13}
\end{align*}
$$

Note that since $\mathbf{n}$ is the outward unit normal to the (one-dimensional) space boundary, then

$$
\begin{equation*}
q_{0 j}=-\frac{\partial u}{\partial x}\left(0, \tilde{t}_{j}\right), \quad q_{L j}=\frac{\partial u}{\partial x}\left(L, \tilde{t}_{j}\right) . \tag{1.14}
\end{equation*}
$$

In each cell $\left[x_{k-1}, x_{k}\right]$, the temperature $u$ is assumed to be constant and takes its value at the midpoint $\tilde{x}_{k}=\frac{x_{k-1}+x_{k}}{2}$, i.e.

$$
\begin{equation*}
u(x, 0)=u\left(\tilde{x}_{k}, 0\right)=: u_{0, k}, \quad x \in\left(x_{k-1}, x_{k}\right] . \tag{1.15}
\end{equation*}
$$

Also, for the source function $F(x, t)$, we assume the piecewise constant approximation in time as

$$
\begin{equation*}
F(x, t)=F\left(x, \tilde{t}_{j}\right), \quad t \in\left(t_{j-1}, t_{j}\right] . \tag{1.16}
\end{equation*}
$$

With these approximations, the integral equation (1.11) is discretised as

$$
\begin{align*}
\eta(x) u(x, t)= & \sum_{j=1}^{N}\left[A_{0 j}(x, t) q_{0 j}+A_{L j}(x, t) q_{L j}-B_{0 j}(x, t) h_{0 j}-B_{L j}(x, t) h_{L j}\right] \\
& +\sum_{k=1}^{N_{0}} C_{k}(x, t) u_{0, k}+\sum_{j=1}^{N} D_{0, j}(x, t), \quad(x, t) \in[0, L] \times(0, T], \tag{1.17}
\end{align*}
$$

where the integral coefficients are given by

$$
\begin{equation*}
A_{\xi j}(x, t)=\int_{t_{j-1}}^{t_{j}} G(x, t, \xi, \tau) d \tau, \quad \xi=\{0, L\}, \tag{1.18}
\end{equation*}
$$

$$
\begin{align*}
B_{\xi j}(x, t) & =\int_{t_{j-1}}^{t_{j}} \frac{\partial G}{\partial n(\xi)}(x, t, \xi, \tau) d \tau, \quad \xi=\{0, L\},  \tag{1.19}\\
C_{k}(x, t) & =\int_{x_{k-1}}^{x_{k}} G(x, t, y, 0) d y \tag{1.20}
\end{align*}
$$

and the double integral source term is given by

$$
\begin{equation*}
D_{0, j}(x, t)=\int_{t_{j-1}}^{t_{j}} \int_{0}^{L} G(x, t, y, \tau) F\left(y, \tilde{t}_{j}\right) d y d \tau . \tag{1.21}
\end{equation*}
$$

The integrals in expressions (1.18)-(1.20) can be evaluated analytically as, see [15],

$$
\begin{align*}
& A_{\xi j}(x, t)= \begin{cases}0 & ; t \leq t_{j-1}, \\
\sqrt{\frac{t-t_{j-1}}{\pi}} & ; t_{j-1}<t \leq t_{j}, x=\xi, \\
\frac{|x-\xi|}{2 \sqrt{\pi}}\left(\frac{e^{-z_{0}^{2}}}{z_{0}}-\sqrt{\pi} \operatorname{erfc}\left(z_{0}\right)\right) & ; t_{j-1}<t \leq t_{j}, x \neq \xi, \\
\sqrt{\frac{t-t_{j-1}}{\pi}}-\sqrt{\frac{t-t_{j}}{\pi}} & ; t>t_{j}, x=\xi, \\
\frac{|x-\xi|}{2 \sqrt{\pi}}\left(\frac{e^{-z_{0}^{2}}}{z_{0}}-\frac{e^{-z_{1}^{2}}}{z_{1}}+\sqrt{\pi}\left(\operatorname{erf}\left(z_{0}\right)-\operatorname{erf}\left(z_{1}\right)\right)\right)\end{cases}  \tag{1.22}\\
& B_{\xi j}(x, t)= \begin{cases}0 & ; t \leq t_{j-1}, \\
-\frac{\operatorname{erfc}\left(z_{0}\right)}{2} & ; t_{j-1}<t \leq t_{j}, x=\xi, \\
\frac{\operatorname{erf}\left(z_{0}\right)-\operatorname{erf}\left(z_{1}\right)}{2} & ; t>t_{j},\end{cases}  \tag{1.23}\\
& C_{k}(x, t)=\frac{1}{2}\left[\begin{array}{ll}
0 & \left.\operatorname{erf}\left(\frac{x-x_{k-1}}{2 \sqrt{t}}\right)-\operatorname{erf}\left(\frac{x-x_{k}}{2 \sqrt{t}}\right)\right],
\end{array}\right. \tag{1.24}
\end{align*}
$$

where $\xi \in\{0, L\}, z_{0}=\frac{|x-\xi|}{2 \sqrt{t-t_{j-1}}}, z_{1}=\frac{|x-\xi|}{2 \sqrt{t-t_{j}}}$ and erf, erfc are the error functions defined by $\operatorname{erf}(x)=\frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-\sigma^{2}} d \sigma, \operatorname{erfc}(x)=1-\operatorname{erf}(x)$, respectively. Mean-
while the double integral (1.21) becomes

$$
D_{0, j}(x, t)=\int_{t_{j-1}}^{t_{j}} \int_{0}^{L} G(x, t, y, \tau) F\left(y, \tilde{t}_{j}\right) d y d \tau=\int_{0}^{L} F\left(y, \tilde{t}_{j}\right) A_{y j}(x, t) d y
$$

and can be evaluated using the midpoint rule for numerical integration.
Hence on considering the BEM, we apply the initial condition (1.7) at the nodes $\tilde{x}_{k}$ for $k=\overline{1, N_{0}}$, as in (1.15), and the integral equation (1.17) at the boundary nodes $\left(0, \tilde{t}_{i}\right)$ and $\left(L, \tilde{t}_{i}\right)$ for $i=\overline{L, N}$. This gives the system of $2 N$ linear equations

$$
\begin{equation*}
A \underline{\mathrm{q}}-B \underline{\mathrm{~h}}+C \underline{\mathrm{u}}_{0}+\underline{\mathrm{d}}=\underline{0}, \tag{1.25}
\end{equation*}
$$

where

$$
\begin{aligned}
& A=\left[\begin{array}{ll}
A_{0 j}\left(0, \tilde{t}_{i}\right) & A_{L j}\left(0, \tilde{t}_{i}\right) \\
A_{0 j}\left(L, \tilde{t}_{i}\right) & A_{L j}\left(L, \tilde{t}_{i}\right)
\end{array}\right]_{2 N \times 2 N}, \\
& B=\left[\begin{array}{cc}
B_{0 j}\left(0, \tilde{t}_{i}\right)+\frac{1}{2} \delta_{i j} & B_{L j}\left(0, \tilde{t}_{i}\right) \\
B_{0 j}\left(L, \tilde{t}_{i}\right) & B_{L j}\left(L, \tilde{t}_{i}\right)+\frac{1}{2} \delta_{i j}
\end{array}\right]_{2 N \times 2 N}, C=\left[\begin{array}{c}
C_{k}\left(0, \tilde{t}_{i}\right) \\
C_{k}\left(L, \tilde{t}_{i}\right)
\end{array}\right]_{2 N \times N_{0}}, \\
& \underline{\mathbf{q}}=\left[\begin{array}{c}
q_{0 j} \\
q_{L j}
\end{array}\right]_{2 N}, \quad \underline{\mathrm{~h}}=\left[\begin{array}{c}
h_{0 j} \\
h_{L j}
\end{array}\right]_{2 N}, \quad \underline{\mathrm{u}}_{0}=\left[u_{0, k}\right]_{N_{0}}, \quad \underline{\mathrm{~d}}=\left[\begin{array}{c}
\sum_{j=1}^{N} D_{0, j}\left(0, \tilde{t}_{i}\right) \\
\sum_{j=1}^{N} D_{0, j}\left(L, \tilde{t}_{i}\right)
\end{array}\right]_{2 N},
\end{aligned}
$$

where $\delta_{i j}$ is the Kronecker delta symbol, defined by $\delta_{i j}=1$ for $i=j$, and $\delta_{i j}=0$ for $i \neq j$. Note that matrix term $B$ also includes the contribution from the left-hand side of equation (1.17). At this stage, we can find the boundary temperature $\underline{h}$, if the Neumann boundary conditions (1.8) are prescribed as

$$
\underline{\mathrm{h}}=B^{-1}\left(A \underline{\mathrm{q}}+C \underline{\mathrm{u}}_{0}+\underline{\mathrm{d}}\right) .
$$

Whereas if the Dirichlet boundary conditions (1.9) are prescribed, we can then obtain the heat flux $q$ as

$$
\underline{\mathrm{q}}=A^{-1}\left(B \underline{\mathrm{~h}}-C \underline{\mathrm{u}}_{0}-\underline{\mathrm{d}}\right) .
$$

### 1.5 Condition number

The insight into the degree of conditioning of the system of equations (1.25) is merely given by the condition number of a matrix herein defined as the ratio between the largest to the smallest singular values. Obviously, the larger the condition number is the more ill-conditioned is our system of equations.

### 1.6 Regularisations

Inverse problems are well-known to be in general ill-posed by violating the stability condition at least. Upon discretisation, this results in an ill-conditioned systems of equations to be solved. To deal with these difficulties the inverse problem is usually solved as an optimisation problem with regularisation in order to achieve the stability of the solution. Below we briefly describe two such classical methods of regularisation.

### 1.6.1 The truncated singular value decomposition (TSVD)

Suppose we wish to solve the system of $M$ linear equations with $N$ unknowns

$$
\begin{equation*}
X \underline{\mathrm{r}}=\underline{\mathrm{y}}^{\epsilon}, \tag{1.26}
\end{equation*}
$$

where $y^{\epsilon}$ is a noisy perturbation of the exact right-hand side vector $\underline{y}$, i.e. $\left\|y-y^{\epsilon}\right\| \approx \epsilon$. We first decompose the matrix $X$ in the form,

$$
\begin{equation*}
X=U \Sigma V^{\mathrm{T}} \tag{1.27}
\end{equation*}
$$

where $U=\left[\underline{\mathrm{U}}_{1}, \underline{\mathrm{U}}_{2}, \ldots, \underline{\mathrm{U}}_{N}\right]$ and $V=\left[\underline{\mathrm{V}}_{1}, \underline{\mathrm{~V}}_{2}, \ldots, \underline{\mathrm{~V}}_{N}\right]$ are $M \times N$ matrices with columns $\underline{\mathrm{U}}_{j}$ and $\underline{\mathrm{V}}_{j}$ for $j=\overline{1, N}$, such that $U^{\mathrm{T}} U=I=V^{\mathrm{T}} V$, and $\Sigma=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{N}\right)$ is an $N$ diagonal matrix containing the singular values of
the matrix $X, \sigma_{j}$ for $j=\overline{1, N}$, in decreasing order

$$
\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{N} \geq 0
$$

Then the matrix system (1.26) can be reformed to obtain the singular value decomposition (SVD) solution as follows:

$$
\begin{equation*}
\underline{\mathrm{r}}=\left(\sum_{j=1}^{N} \frac{1}{\sigma_{j}} \underline{\mathrm{~V}}_{j} \cdot \underline{\mathrm{U}}_{j}^{\mathrm{T}}\right) \underline{\mathrm{y}}^{\epsilon} . \tag{1.28}
\end{equation*}
$$

In MATLAB, this decomposition is operated using the command $[U, \Sigma, V]=\operatorname{svd}(X)$ or $[U, \Sigma, V]=\operatorname{svds}(X, N)$. For ill-posed problems, the truncation of (1.28) is needed to be considered as a regularisation method, by omitting its last $N-N_{t}$ small singular values, where $N_{t}$ denotes the truncation level. This way, the regularised solution is given by

$$
\begin{equation*}
\underline{\mathrm{r}}_{N_{t}}=\left(\sum_{j=1}^{N_{t}} \frac{1}{\sigma_{j}} \underline{\mathrm{~V}}_{j} \cdot \underline{\mathrm{U}}_{j}^{\mathrm{T}}\right) \underline{\mathrm{y}}^{\epsilon}, \tag{1.29}
\end{equation*}
$$

which is simply a truncated SVD (TSVD) stable solution of the full SVD unstable solution (1.28). And the MATLAB command for the TSVD becomes $\left[U_{N_{t}}, \Sigma_{N_{t}}, V_{N_{t}}\right]=$ $\operatorname{svds}\left(X, N_{t}\right)$ where $\Sigma_{N_{t}}=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{N_{t}}\right)$ and $U_{N_{t}}=\left[\underline{\mathrm{U}}_{1}, \underline{\mathrm{U}}_{2}, \ldots, \underline{\mathrm{U}}_{N_{T}}\right], V_{N_{t}}=$ $\left[\underline{\mathrm{V}}_{1}, \underline{\mathrm{~V}}_{2}, \ldots, \underline{\mathrm{~V}}_{N_{t}}\right]$.

### 1.6.2 The Tikhonov regularisation

Alternatively, the Tikhonov regularisation is another way of obtaining a stable solution of the ill-conditioned system of equations (1.26). This method is based on minimising the regularised linear least-squares objective function, [42, 57],

$$
\begin{equation*}
\left\|X \underline{\mathrm{r}}-\underline{\mathrm{y}}^{\epsilon}\right\|^{2}+\lambda\|R \underline{r}\|^{2} \tag{1.30}
\end{equation*}
$$

where $R$ is a (differential) regularisation matrix of order $k \in\{0,1,2, \ldots\}$ imposing a $C^{k}$-smoothing constraint on the solution, and $\lambda>0$ is a regularisation parameter to be prescribed. Note that the norm $\|\cdot\|$ is defined as the Euclidean norm of vector. In this study, we are considering the order of regularisation matrix $R$ to be order zero, one, two as defined by [15, 57],
$R_{0}=\left[\begin{array}{cccc}1 & 0 & 0 & . \\ 0 & 1 & 0 & . \\ 0 & 0 & 1 & . \\ . & . & . & .\end{array}\right], \quad$ the zeroth-order regularisation,
$R_{1}=\left[\begin{array}{ccccc}1 & -1 & 0 & 0 & . \\ 0 & 1 & -1 & 0 & . \\ 0 & 0 & 1 & -1 & . \\ . & \cdot & \cdot & \cdot & .\end{array}\right], \quad$ the first-order regularisation,
$R_{2}=\left[\begin{array}{cccccc}1 & -2 & 1 & 0 & 0 & . \\ 0 & 1 & -2 & 1 & 0 & . \\ 0 & 0 & 1 & -2 & 1 & . \\ . & . & . & . & . & .\end{array}\right], \quad$ the second-order regularisation.
On solving the minimisation of (1.30) one obtains the regularised solution

$$
\begin{equation*}
\underline{\mathrm{r}}_{\lambda}=\left(X^{\mathrm{T}} X+\lambda R^{\mathrm{T}} R\right)^{-1} X^{\mathrm{T}} \underline{\mathrm{y}}^{\epsilon} . \tag{1.34}
\end{equation*}
$$

### 1.6.3 Choice of the regularisation parameter

The regularisation parameter $\lambda$ is very important in (1.34) (also the truncation level $N_{t}$ in (1.29)) and it can be chosen according to many criteria, e.g. the $L$-curve method [16], the generalised cross-validation (GCV) [63], or the discrepancy principle [40]. The $L$-curve method suggests choosing $\lambda$ at the corner of the $L$-curve which is a plot of the norm of the residual $\left\|X \underline{\underline{r}}_{\lambda}-\underline{\mathrm{y}}^{\epsilon}\right\|$ versus the solution norm $\left\|\underline{\underline{r}}_{\lambda}\right\|$. Alternatively, the
discrepancy principle chooses $\lambda>0$ such that the residual $\left\|X \underline{\mathbf{r}}_{\lambda}-\underline{\mathrm{y}}^{\epsilon}\right\| \approx \epsilon$. Whereas the GCV criterion suggests choosing the parameter $\lambda$ as the minimum of the GCV function,

$$
\begin{equation*}
G C V(\lambda)=\frac{\left\|X \underline{\mathrm{r}}_{\lambda}-\underline{\mathrm{y}}^{\epsilon}\right\|^{2}}{\left[\operatorname{trace}\left(I-X\left(X^{\mathrm{T}} X+\lambda R^{\mathrm{T}} R\right)^{-1} X^{\mathrm{T}}\right)\right]^{2}}, \quad \lambda>0 \tag{1.35}
\end{equation*}
$$

Note that both the $L$-curve and the GCV criteria are heuristic methods, which are not always convert [58], because they do not require the knowledge of the level of noise $\epsilon$. Then these two methods do not guarantee to give the regularisation parameter.

### 1.7 Purpose of the thesis

In this thesis, we mainly consider inverse heat source problems for the heat equation (1.6), where $u$ is the unknown temperature and $F$ is a heat source term to be identified. We focus on the identification of the source term $F(x, t)$ in (1.6) in various special cases. This approach is necessary because otherwise there will be no unique solution to the inverse problem unless $u(x, t)$ is specified or measured throughout the whole solution domain $D_{T}$, [56].

Moreover, even though uniqueness of solution can be ensured by restricting the source term to be of certain special forms, e.g. space-dependent, time-dependent, additive or multiplicative, the inverse problem is still ill-posed in the sense that the continuous dependence upon the input data is violated (small errors in the input data give rise to large errors in the estimated results). This has to be dealt with by using some sort of regularisation, e.g. the TSVD as described in Subsection 1.6.1, the Tikhoknov regularisation as described in Subsection 1.6.2 [1, 15, 63], the iterative algorithm [30], the variational method [29], the augmented Tikhonov regularisation derived from a Bayesian perspective [65], the mollification methods [68, 69], the smoothing spline approximation [59], etc.

The structure of the thesis is as follows. In Chapter 1, the background knowledge
of inverse and ill-posed problems is provided. The BEM is detailed together with the application to the classical heat equation.

In Chapter 2, three general boundary conditions of inverse heat source problems are considered to determine the time-dependent heat source $r(t)$ in $F(x, t)=r(t) f_{0}(x, t)+$ $f_{1}(x, t)$ and the temperature $u(x, t)$ in the heat equation (1.6), subject to the initial condition (1.7), and the following three general nonlocal boundary and overdetermination conditions:

$$
\left.\begin{array}{l}
\gamma_{11}(t) u(0, t)+\gamma_{12}(t) u(L, t)+\gamma_{13}(t) u_{x}(0, t)+\gamma_{14}(t) u_{x}(L, t)=k_{1}(t)  \tag{1.36}\\
\gamma_{21}(t) u(0, t)+\gamma_{22}(t) u(L, t)+\gamma_{23}(t) u_{x}(0, t)+\gamma_{24}(t) u_{x}(L, t)=k_{2}(t) \\
\gamma_{31}(t) u(0, t)+\gamma_{32}(t) u(L, t)+\gamma_{33}(t) u_{x}(0, t)+\gamma_{34}(t) u_{x}(L, t)=k_{3}(t)
\end{array}\right\}
$$

where $\left(k_{i}\right)_{i=\overline{1,3}}$ are given functions and $\left(\gamma_{i j}\right)_{i=\overline{1,3}, j=\overline{1,4}}$ is a given matrix of coefficients having rank 3. The BEM is combined with the Tikhonov regularisation in order to obtain an accurate and stable numerical solution.

In Chapter 3, we investigate an identification of the time-dependent heat source, i.e. we seek $r(t)$ in $F(x, t)=r(t) f(x, t)$, together with the temperature $u(x, t)$ in the heat equation (1.6), subject to the initial condition (1.7), the periodic and Robin boundary conditions

$$
\begin{align*}
& u(0, t)=u(1, t), \quad t \in[0, T]  \tag{1.37}\\
& u_{x}(0, t)+\alpha u(0, t)=0, \quad t \in[0, T], \tag{1.38}
\end{align*}
$$

where $\alpha \neq 0$ is a given constant, and the integral additional measurement

$$
\begin{equation*}
\int_{0}^{1} u(x, t) d x=E(t), \quad t \in[0, T] . \tag{1.39}
\end{equation*}
$$

In this inverse problem, the BEM is developed as a numerical method and combined with two case studies of the regularisation method. Firstly, we apply the BEM together with the TSVD method in order to obtain a stable solution, and then the BEM is con-
sidered again and combined with various orders of Tikhonov's regularisation method.
In Chapter 4, we determine the time-dependent blood perfusion coefficient function $P(t) \geq 0$ and the temperature $u(x, t)$ in the following bioheat equation

$$
\begin{equation*}
u_{t}(x, t)=u_{x x}(x, t)-P(t) u(x, t)+f(x, t), \quad(x, t) \in(0,1) \times(0, T] \tag{1.40}
\end{equation*}
$$

where $f$ is a given heat source term. We subject this bioheat equation to the initial condition (1.7), the boundary conditions (1.37) and (1.38), and the integral overdetermination condition (1.39). A simple transformation is used to reduce the bioheat equation (1.40) to the classical heat equation (1.6). The BEM for the heat equation is employed, together with either the second-order Tikhonov regularisation combined with finite differences, or with a smoothing spline regularisation technique for computing the first-order derivative of a noisy function.

Chapter 5 presents an investigation for the identification of the time-dependent heat source $r(t)$ in $F(x, t)=r(t) f(x, t)$ and the temperature $u(x, t)$ in the heat equation in (1.6), subject to the initial condition (1.7), the non-classical boundary condition

$$
\begin{equation*}
a u_{x x}(1, t)+\alpha u_{x}(1, t)+b u(1, t)=0, \quad t \in[0, T] \tag{1.41}
\end{equation*}
$$

where $a, b, \alpha$ are given numbers not simultaneously equal to zero, and the overdetermination condition (1.39). We are using the same techniques as before.

More challenging, the purpose in Chapter 6 is the simultaneous determination of an additive space- and time-dependent heat sources, i.e. identifying the unknown components $r(t)$ and $s(x)$ in the source term $F(x, t)=r(t) f(x, t)+s(x) g(x, t)+h(x, t)$, together with the temperature $u(x, t)$ in the heat equation (1.6), subject to the initial condition (1.7), the Dirichlet boundary conditions,

$$
\begin{equation*}
u(0, t)=\mu_{0}(t), \quad u(L, t)=\mu_{L}(t), \quad t \in[0, T] \tag{1.42}
\end{equation*}
$$

and additional conditions. These latter ones consist of a specified temperature measure-
ment at an internal point $X_{0} \in(0, L)$, a time-average temperature, and an additional fixing conditions, as follows:

$$
\begin{align*}
& u\left(X_{0}, t\right)=\chi(t), \quad t \in[0, T]  \tag{1.43}\\
& \int_{0}^{T} u(x, t) d t=\psi(x), \quad x \in[0, L]  \tag{1.44}\\
& s\left(X_{0}\right)=S_{0} . \tag{1.45}
\end{align*}
$$

The mathematical problem is linear but ill-posed since the continuous dependence on the input data is violated. In discretised form the problem reduces to solving an illconditioned system of linear equations. We investigate the performances of several regularisation methods, i.e. the TSVD and the Tikhonov regularisation, and examine their stability with respect to noise in the input data.

A nonlinear heat source problem is finally studied in Chapter 7. This consists of the simultaneous determination of multiplicative space- and time-dependent source components $f(t)$ and $g(x)$ in $F(x, t)=r(t) s(x)$, in the heat equation (1.6), subject to the initial condition (1.7), the homogeneous Neumann boundary conditions

$$
\begin{equation*}
u_{x}(0, t)=u_{x}(L, t)=0, \quad t \in[0, T], \tag{1.46}
\end{equation*}
$$

the specified interior measurement (1.43), the final time temperature measurement at the 'upper-base' final time $t=T$, and an additional fixing condition, as follows:

$$
\begin{align*}
& u(x, T)=\beta(x), \quad x \in[0, L],  \tag{1.47}\\
& s\left(X_{0}\right)=S_{0} . \tag{1.48}
\end{align*}
$$

For the numerical discretisation, the BEM combined with a regularised nonlinear optimisation are utilised.

Finally, in Chapter 8, the conclusions which summarise the main work of this thesis and possible future work are highlighted.

## Chapter 2

## Determination of a Time-dependent Heat Source from Nonlocal Boundary <br> Conditions

### 2.1 Introduction

Recently, nonlocal boundary and overdetermination conditions have become a centre of interest in the mathematical formulation and numerical solution of several inverse and improperly posed problems in transient heat conduction, see e.g. [23, 24, 33, 51], to mention only a few. They opened a new area of applied numerical and mathematical modelling research. Practical applications of nonlocal boundary value problems are encountered in chemical diffusion for heat conduction in biological processes, see e.g. [11, 41, 46]. For example, in multiphase flows involving fluids, solids and gases, the heat flux is often taken to be proportional to the difference in boundary temperature between the various phases, and the quantities $\gamma_{i j}, i=\overline{1,3}, j=\overline{1,4}$, present in the nonlocal boundary condition (2.3) below (see also equation (1.36)) represent those proportionality factors.

In this chapter, we consider obtaining the numerical solution of several inverse
time-dependent heat source problems for the heat equation with non-local boundary and overdetermination conditions whose unique solvabilities have previously been investigated/established by Ivanchov [28]. The mathematical inverse formulations are described in Section 2.2. Since the inverse problems under investigations are linear, but ill-posed (in the sense that the continuous dependence upon the input data is violated), the numerical method is based on the boundary element direct solver combined with the Tikhonov regularisation, as described in Section 2.3. The choice of the regularisation parameter in the latter procedure is based on the discrepancy principle, [40]. The above combination yields accurate and stable numerical solutions, as it will be presented and discussed in Section 2.4. Finally, Section 2.5 highlights the conclusions of this chapter.

### 2.2 Mathematical formulation

Consider the problem of finding the time-dependent heat source $r(t) \in C([0, T])$ and the temperature $u(x, t) \in C^{2,1}\left(D_{T}\right) \cap C^{1,0}\left(\bar{D}_{T}\right)$ which satisfy the heat conduction equation

$$
\begin{equation*}
u_{t}=u_{x x}+r(t) f(x, t)+h(x, t), \quad(x, t) \in D_{T}, \tag{2.1}
\end{equation*}
$$

subject to the initial condition (1.7), namely

$$
\begin{equation*}
u(x, 0)=u_{0}(x), \quad x \in[0, L], \tag{2.2}
\end{equation*}
$$

and the following general boundary and overdetermination conditions:

$$
\left.\begin{array}{r}
\gamma_{11}(t) u(0, t)+\gamma_{12}(t) u(L, t)+\gamma_{13}(t) u_{x}(0, t)+\gamma_{14}(t) u_{x}(L, t)=k_{1}(t)  \tag{2.3}\\
\gamma_{21}(t) u(0, t)+\gamma_{22}(t) u(L, t)+\gamma_{23}(t) u_{x}(0, t)+\gamma_{24}(t) u_{x}(L, t)=k_{2}(t) \\
\gamma_{31}(t) u(0, t)+\gamma_{32}(t) u(L, t)+\gamma_{33}(t) u_{x}(0, t)+\gamma_{34}(t) u_{x}(L, t)=k_{3}(t)
\end{array}\right\}
$$

where

$$
\begin{equation*}
f, h \in C^{1,0}\left(\bar{D}_{T}\right), \quad u_{0} \in C^{2}([0, L]), \quad k_{i} \in C^{1}([0, T]), \quad i=\overline{1,3}, \tag{2.4}
\end{equation*}
$$

and the matrix $\gamma=\left(\gamma_{i j}\right)_{i=\overline{1,3}, j=\overline{1,4}} \in C^{1}([0, T])$ has rank 3 for all $t \in[0, T]$.
Actually, this inverse problem was studied theoretically by Ivanchov [28] who established its unique solvability. Moreover, by assuming, without any loss of generality, that the same third-order minor of the matrix $\gamma$ is non-zero we can express three of the four boundary data $u(0, t), u(L, t), u_{x}(0, t)$, and $u_{x}(L, t)$ in terms of the fourth one and distinguish the following six cases:

Case $1 \quad u_{x}(0, t)=\mu_{1}(t), \quad u_{x}(L, t)=\mu_{2}(t)$,

$$
\begin{equation*}
v_{1}(t) u(0, t)+v_{2}(t) u(L, t)=k(t) ; \tag{2.5}
\end{equation*}
$$

Case $2 u(0, t)=\mu_{1}(t), \quad u_{x}(L, t)=\mu_{2}(t)$,

$$
\begin{equation*}
v_{1}(t) u_{x}(0, t)+v_{2}(t) u(L, t)=k(t) ; \tag{2.7}
\end{equation*}
$$

Case $3 \quad u(0, t)=\mu_{1}(t), \quad u(L, t)=\mu_{2}(t)$,
$v_{1}(t) u_{x}(0, t)+v_{2}(t) u_{x}(L, t)=k(t) ;$
Case $4 u(0, t)=\mu_{1}(t), \quad u_{x}(L, t)+v_{1}(t) u(L, t)=\mu_{2}(t)$,
$u_{x}(0, t)+v_{2}(t) u_{x}(L, t)=k(t) ;$
Case $5 \quad u_{x}(0, t)=\mu_{1}(t), \quad u_{x}(L, t)+v_{1}(t) u(L, t)=\mu_{2}(t)$,
$u(0, t)+v_{2}(t) u(L, t)=k(t) ;$
Case $6 u_{x}(0, t)-v_{1}(t) u(0, t)=\mu_{1}(t), u_{x}(L, t)+v_{2}(t) u(L, t)=\mu_{2}(t)$, $v_{3}(t) u(0, t)+v_{4}(t) u(L, t)=k(t)$,
for $t \in[0, T]$, where $k \in C^{1}([0, T])$ is a given function resulted from manipulating the system (2.3). The other mixed boundary conditions cases corresponding to Cases 2, $4-6$ can be reduced to these ones by the change of variable $y=L-x$.

The following Theorems 2.2.1-2.2.5 from [28] give the unique solvability, i.e. ex-
istence and uniqueness of the solutions of the inverse problem (2.1)-(2.3) in all the above six cases.

Theorem 2.2.1 Assume that the regularity conditions (2.4) are satisfied and that:
(i) $v_{1}, v_{2} \in C^{1}([0, T]), v_{1}^{2}(t)+v_{2}^{2}(t)>0, \quad t \in[0, T]$;
(ii) $v_{1}(t) f(0, t)+v_{2}(t) f(L, t) \neq 0, \quad t \in[0, T]$;
(iii) $\mu_{1}(0)=u_{0}^{\prime}(0), \mu_{2}(0)=u_{0}^{\prime}(L), v_{1}(0) u_{0}(0)+v_{2}(0) u_{0}(L)=k(0)$.

Then the inverse problem (2.1), (2.2), (2.5), (2.6) representing Case 1 is uniquely solvable.

Theorem 2.2.2 Assume that, in addition to conditions (2.4) and (i) of Theorem 2.2.1, the following conditions are satisfied:
(i) $v_{1}(t) f(0, t) \neq 0, \quad t \in[0, T]$;
(ii) $\mu_{1}(0)=u_{0}(0), \mu_{2}(0)=u_{0}^{\prime}(L), v_{1}(0) u_{0}^{\prime}(0)+v_{2}(0) u_{0}(L)=k(0)$.

Then the inverse problem (2.1), (2.2), (2.7), (2.8) representing Case 2 is uniquely solvable.

Theorem 2.2.3 Assume that, in addition to conditions (2.4), (i) and (ii) of Theorem 2.2.1, the following conditions are satisfied:

$$
\mu_{1}(0)=u_{0}(0), \mu_{2}(0)=u_{0}(L), v_{1}(0) u_{0}^{\prime}(0)+v_{2}(0) u_{0}^{\prime}(L)=k(0) .
$$

Then the inverse problem (2.1), (2.2), (2.9), (2.10) representing Case 3 is uniquely solvable.

Theorem 2.2.4 Assume that the regularity conditions (2.4) are satisfied and that:
(i) $v_{1} \in C[0, T], v_{2}, \mu_{i} \in C^{1}[0, T], i=\overline{1,2}, v_{1}(t)>0, \quad t \in[0, T]$;
(ii) in Case 4,

$$
\begin{aligned}
& f(0, t)-v_{2}(t) f(L, t) \neq 0, \quad t \in[0, T] \\
& \mu_{1}(0)=u_{0}(0), \mu_{2}(0)=u_{0}^{\prime}(L)+v_{1}(0) u_{0}(L), k(0)=u_{0}^{\prime}(0)+v_{2}(0) u_{0}^{\prime}(L)
\end{aligned}
$$

(iii) in Case 5,
$f(0, t)+v_{2}(t) f(L, t) \neq 0, \quad t \in[0, T]$,
$\mu_{1}(0)=u_{0}^{\prime}(0), \mu_{2}(0)=u_{0}^{\prime}(L)+v_{1}(0) u_{0}(L), k(0)=u_{0}(0)+v_{2}(0) u_{0}(L)$.
Then the inverse problem (2.1), (2.2), (2.11), (2.12) representing Case 4, and (2.1), (2.2), (2.13), (2.14) representing Case 5 are uniquely solvable.

Theorem 2.2.5 Assume that the regularity conditions (2.4) are satisfied and that:
(i) $v_{i} \in C[0, T], v_{3}, v_{4}, \mu_{i} \in C^{1}[0, T], v_{i}(t)>0, i=1,2, t \in[0, T]$;
(ii) $v_{1}(t) f(0, t)+v_{2}(t) f(L, t) \neq 0, v_{3}^{2}(t)+v_{4}^{2}(t)>0, t \in[0, T]$;
(iii) $\mu_{1}(0)=u_{0}^{\prime}(0)-v_{1}(0) u_{0}(0), \mu_{2}(0)=u_{0}^{\prime}(L)+v_{2}(0) u_{0}(L)$, $k(0)=v_{3}(0) u_{0}(0)+v_{4}(0) u_{0}(L)$.

Then the inverse problem (2.1), (2.2), (2.15), (2.16) representing Case 6 is uniquely solvable.

Although the problems of Cases 1-6 are uniquely solvable, they are still ill-posed since small errors in the input data $k(t)$ lead to large errors in the output source solution $r(t)$. In the next subsection we describe how the BEM discretising numerically the heat equation (2.1) can be used in conjunction with the Tikhonov regularisation in order to obtain a stable solution.

### 2.3 The boundary element method (BEM)

In the numerical process, we employ the BEM as introduced in Section 1.3. For the heat equation (2.1) we then obtain the integral equation

$$
\begin{align*}
\eta(x) u(x, t)= & \int_{0}^{t}\left[G(x, t, \xi, \tau) \frac{\partial u}{\partial n(\xi)}(\xi, \tau)-u(\xi, \tau) \frac{\partial G}{\partial n(\xi)}(x, t, \xi, \tau)\right]_{\xi \in\{0, L\}} d \tau \\
& +\int_{0}^{L} G(x, t, y, 0) u(y, 0) d y+\int_{0}^{L} \int_{0}^{t} G(x, t, y, \tau) r(\tau) f(y, \tau) d \tau d y \\
& +\int_{0}^{L} \int_{0}^{t} G(x, t, y, \tau) h(y, \tau) d \tau d y, \quad(x, t) \in[0, L] \times(0, T) . \tag{2.17}
\end{align*}
$$

We use the constant BEM (CBEM) with the midpoint approximations (1.12), (1.13) and (1.15). Nevertheless, higher-order, e.g. linear boundary element approximations will be more accurate than constant boundary elements. This improvement in accuracy will be significant in higher-dimension, see e.g. [49], but in our one-dimensional timedependent setting the use of the CBEM approximation was found sufficiently accurate. With this, the integral equation (2.17) can be approximated as

$$
\begin{align*}
\eta(x) u(x, t)= & \sum_{j=1}^{N}\left[A_{0 j}(x, t) q_{0 j}+A_{L j}(x, t) q_{L j}-B_{0 j}(x, t) h_{0 j}-B_{L j}(x, t) h_{L j}\right] \\
& +\sum_{k=1}^{N_{0}} C_{k}(x, t) u_{0, k}+d(x, t)+d_{0}(x, t) \tag{2.18}
\end{align*}
$$

where the coefficients $A_{\xi j}, B_{\xi j}, \xi \in\{0,1\}$, and $C_{k}$ are given by (1.18)-(1.20) and can be evaluated analytically as in (1.22)-(1.24), respectively. Whereas the double integral source terms $d$ and $d_{0}$ are given by

$$
\begin{align*}
& d(x, t)=\int_{0}^{L} \int_{0}^{t} G(x, t, y, \tau) r(\tau) f(y, \tau) d \tau d y  \tag{2.19}\\
& d_{0}(x, t)=\int_{0}^{L} \int_{0}^{t} G(x, t, y, \tau) h(y, \tau) d \tau d y \tag{2.20}
\end{align*}
$$

and can be evaluated by assuming the piecewise constant approximations for the source functions $f(x, t), h(x, t)$, and $r(t)$, i.e.

$$
\begin{equation*}
f(x, t)=f\left(x, \tilde{t}_{j}\right), \quad h(x, t)=h\left(x, \tilde{t}_{j}\right), \quad r(t)=r\left(\tilde{t}_{j}\right)=: r_{j}, \tag{2.21}
\end{equation*}
$$

for $t \in\left(t_{j-1}, t_{j}\right]$ and $j=\overline{1, N}$. By these approximations, the integrals (2.19) and (2.20) become

$$
\begin{align*}
& d(x, t)=\int_{0}^{t} r(\tau) \int_{0}^{L} G(x, t, y, \tau) f(y, \tau) d y d \tau=\sum_{j=1}^{N} D_{j}(x, t) r_{j},  \tag{2.22}\\
& d_{0}(x, t)=\int_{0}^{t} \int_{0}^{L} G(x, t, y, \tau) h(y, \tau) d y d \tau=\sum_{j=1}^{N} D_{0, j}(x, t), \tag{2.23}
\end{align*}
$$

where

$$
\begin{aligned}
D_{j}(x, t) & =\int_{t_{j-1}}^{t_{j}} \int_{0}^{L} G(x, t, y, \tau) f\left(y, \tilde{t}_{j}\right) d y d \tau=\int_{0}^{L} f\left(y, \tilde{t}_{j}\right) \int_{t_{j-1}}^{t_{j}} G(x, t, y, \tau) d \tau d y \\
& =\int_{0}^{L} f\left(y, \tilde{t}_{j}\right) A_{y j}(x, t) d y \\
D_{0, j}(x, t) & =\int_{t_{j-1}}^{t_{j}} \int_{0}^{L} G(x, t, y, \tau) h\left(y, \tilde{t}_{j}\right) d y d \tau=\int_{0}^{L} h\left(y, \tilde{t}_{j}\right) \int_{t_{j-1}}^{t_{j}} G(x, t, y, \tau) d \tau d y \\
& =\int_{0}^{L} h\left(y, \tilde{t}_{j}\right) A_{y j}(x, t) d y
\end{aligned}
$$

are evaluated numerically using the midpoint integral approximation. Here, the integral equation (2.18) can be rewritten as

$$
\begin{align*}
\eta(x) u(x, t)= & \sum_{j=1}^{N}\left[A_{0 j}(x, t) q_{0 j}+A_{L j}(x, t) q_{L j}-B_{0 j}(x, t) h_{0 j}-B_{L j}(x, t) h_{L j}\right] \\
& +\sum_{k=1}^{N_{0}} C_{k}(x, t) u_{0, k}+\sum_{j=1}^{N} D_{j}(x, t) r_{j}+\sum_{j=1}^{N} D_{0, j}(x, t) . \tag{2.24}
\end{align*}
$$

Applying (2.24) at the boundary nodes $\left(0, \tilde{t}_{i}\right)$ and $\left(L, \tilde{t}_{i}\right)$ for $i=\overline{1, N}$, we obtain the following system of $2 N$ equations

$$
\begin{equation*}
A \underline{\mathrm{q}}-B \underline{\mathrm{~h}}+C \underline{\mathrm{u}}_{0}+D \underline{\mathrm{r}}+\underline{\mathrm{d}}=\underline{0} \tag{2.25}
\end{equation*}
$$

where matrices $A, B, C, D$ and vectors $\underline{\underline{q}}, \underline{\mathbf{h}}, \underline{\mathrm{u}}_{0}, \underline{\mathrm{r}}, \underline{\mathrm{d}}$ are defined as same as in Section 1.4, and $D=\left[\begin{array}{c}D_{j}\left(0, \tilde{t}_{i}\right) \\ D_{j}\left(L, \tilde{t}_{i}\right)\end{array}\right]_{2 N \times N}$.

In this section, we consider the heat equation (2.1) with the general conditions (2.3) which can be separated into the 6 cases presented in (2.5)-(2.16). Applying the boundary and the overdetermination conditions of these 6 cases results as follows.

### 2.3.1 Case 1

The Neumann heat flux boundary conditions (2.5) give

$$
\underline{\mathbf{q}}=\left[\begin{array}{c}
-u_{x}\left(0, \tilde{t}_{j}\right)  \tag{2.26}\\
u_{x}\left(L, \tilde{t}_{j}\right)
\end{array}\right]_{2 N}=\left[\begin{array}{c}
-\mu_{1}\left(\tilde{t}_{j}\right) \\
\mu_{2}\left(\tilde{t}_{j}\right)
\end{array}\right]_{2 N} .
$$

Also, from (2.25) we obtain

$$
\begin{equation*}
\underline{\mathrm{h}}=B^{-1}\left(A \underline{\mathrm{q}}+C \underline{\mathrm{u}}_{0}+D \underline{\mathrm{r}}+\underline{\mathrm{d}}\right) . \tag{2.27}
\end{equation*}
$$

The overdetermination condition (2.6) can be rewritten as a matrix equation as follows:

$$
\left[\begin{array}{ll}
V_{1} & V_{2} \tag{2.28}
\end{array}\right] \underline{\mathrm{h}}=\underline{\mathrm{k}},
$$

where $V_{1}, V_{2}$ are $N \times N$ diagonal matrices of components $v_{1}\left(\tilde{t_{1}}\right), \ldots, v_{1}\left(\tilde{t_{N}}\right)$ and $v_{2}\left(\tilde{t_{1}}\right), \ldots, v_{2}\left(\tilde{t_{N}}\right)$, respectively, and $\underline{\underline{k}}$ is an $N$-column vector of the piecewise constant approximation of $k(t)$, namely

$$
k(t)=k\left(\tilde{t}_{i}\right)=: k_{i}, \text { for } t \in\left(t_{j-1}, t_{j}\right], j=\overline{1, N}
$$

Substituting (2.27) into (2.28) yields

$$
\left[\begin{array}{ll}
V_{1} & V_{2}
\end{array}\right] B^{-1}\left(A \underline{\mathrm{q}}+C \underline{\mathrm{u}}_{0}+D \underline{\mathrm{r}}+\underline{\mathrm{d}}\right)=\underline{\mathrm{k}} .
$$

Rearranging this expression the inverse source problem in Case 1 reduces to solving the $N \times N$ linear system of equations

$$
\begin{equation*}
X_{1} \underline{\underline{r}}=\underline{\mathrm{y}}_{1}, \tag{2.29}
\end{equation*}
$$

where $X_{1}=\left[\begin{array}{ll}V_{1} & V_{2}\end{array}\right] B^{-1} D$, and $\underline{\mathrm{y}}_{1}=\underline{\mathrm{k}}-\left[\begin{array}{ll}V_{1} & V_{2}\end{array}\right] B^{-1}\left(A \underline{\mathrm{q}}+C \underline{\mathrm{u}}_{0}+\underline{\mathrm{d}}\right)$.

### 2.3.2 Case 2

We rearrange the matrix equation (2.25) as follows:

$$
\left[\begin{array}{ll}
A_{0} & A_{L}
\end{array}\right]\left[\begin{array}{l}
-u_{x}\left(0, \tilde{t}_{j}\right)  \tag{2.30}\\
u_{x}\left(L, \tilde{t}_{j}\right)
\end{array}\right]-\left[\begin{array}{ll}
B_{0} & B_{L}
\end{array}\right]\left[\begin{array}{l}
u\left(0, \tilde{t}_{j}\right) \\
u\left(L, \tilde{t}_{j}\right)
\end{array}\right]+C \underline{\mathbf{u}}_{0}+D \underline{\mathrm{r}}+\underline{\mathbf{d}}=\underline{0}
$$

where $A_{0}=\left[\begin{array}{c}A_{0 j}\left(0, \tilde{t}_{j}\right) \\ A_{0 j}\left(L, \tilde{t}_{j}\right)\end{array}\right], A_{L}=\left[\begin{array}{c}A_{L j}\left(0, \tilde{t}_{j}\right) \\ A_{L j}\left(L, \tilde{t}_{j}\right)\end{array}\right], B_{0}=\left[\begin{array}{c}B_{0 j}\left(0, \tilde{t}_{j}\right)+\frac{1}{2} \delta_{i j} \\ B_{0 j}\left(L, \tilde{t}_{j}\right)\end{array}\right]$,
and $B_{L}=\left[\begin{array}{c}B_{L j}\left(0, \tilde{t}_{j}\right) \\ B_{L j}\left(L, \tilde{t}_{j}\right)+\frac{1}{2} \delta_{i j}\end{array}\right]$ are $2 N \times N$ matrices. Next, we apply the boundary conditions ( 2.7 ) such that this system becomes

$$
A_{0} \underline{\mathrm{q}}_{0}+A_{L} \underline{\mu}_{2}-B_{0} \underline{\mu}_{1}-B_{L} \underline{\mathrm{~h}}_{L}+C \underline{\mathrm{u}}_{0}+D \underline{\mathrm{r}}+\underline{\mathrm{d}}=\underline{0},
$$

where $\underline{\mu}_{1}=\left[\mu_{1}\left(\tilde{t}_{j}\right)\right]_{N}, \underline{\mu}_{2}=\left[\mu_{2}\left(\tilde{t}_{j}\right)\right]_{N}, \underline{\mathbf{q}}_{0}=\left[q_{0 j}\right]_{N}$, and $\underline{\mathbf{h}}_{L}=\left[h_{L j}\right]_{N}$. From this system we obtain

$$
\left[\begin{array}{c}
-\underline{\mathrm{q}}_{0}  \tag{2.31}\\
\underline{\mathrm{~h}}_{L}
\end{array}\right]=\left[\begin{array}{ll}
A_{0} & B_{L}
\end{array}\right]^{-1}\left(A_{L} \underline{\mu}_{2}-B_{0} \underline{\mu}_{1}+C \underline{\mathrm{u}}_{0}+D \underline{\mathrm{r}}+\underline{\mathrm{d}}\right) .
$$

The overdetermination condition (2.8) can be written in matrix equation as follows:

$$
\left[\begin{array}{ll}
V_{1} & V_{2}
\end{array}\right]\left[\begin{array}{c}
-\underline{\mathrm{q}}_{0}  \tag{2.32}\\
\underline{\mathrm{~h}}_{L}
\end{array}\right]=\underline{\mathrm{k}} .
$$

Substituting the expression (2.31) into (2.32) we obtain

$$
\left[\begin{array}{ll}
V_{1} & V_{2}
\end{array}\right]\left[\begin{array}{ll}
A_{0} & B_{L}
\end{array}\right]^{-1}\left(A_{L} \underline{\mu}_{2}-B_{0} \underline{\mu}_{1}+C \underline{\mathrm{u}}_{0}+D \underline{\mathrm{r}}+\underline{\mathrm{d}}\right)=\underline{\mathrm{k}} .
$$

Rearranging this expression the inverse source problem reduces to solving the $N \times N$ linear system of equations

$$
\begin{equation*}
X_{2} \underline{\underline{r}}=\underline{\mathrm{y}}_{2}, \tag{2.33}
\end{equation*}
$$

where $X_{2}=\left[\begin{array}{ll}V_{1} & V_{2}\end{array}\right]\left[\begin{array}{ll}A_{0} & B_{L}\end{array}\right]^{-1} D$
and $\underline{\mathrm{y}}_{2}=\underline{\mathrm{k}}-\left[\begin{array}{ll}V_{1} & V_{2}\end{array}\right]\left[\begin{array}{ll}A_{0} & B_{L}\end{array}\right]^{-1}\left(A_{L} \underline{\mu}_{2}-B_{0} \underline{\mu}_{1}+C \underline{\mathrm{u}}_{0}+\underline{\mathrm{d}}\right)$.

### 2.3.3 Case 3

The Dirichlet boundary temperature conditions (2.9) give

$$
\underline{\mathbf{h}}=\left[\begin{array}{l}
u\left(0, \tilde{t}_{j}\right)  \tag{2.34}\\
u\left(L, \tilde{t}_{j}\right)
\end{array}\right]_{2 N}=\left[\begin{array}{l}
\mu_{1}\left(\tilde{t}_{j}\right) \\
\mu_{2}\left(\tilde{t}_{j}\right)
\end{array}\right]_{2 N} .
$$

Also, from (2.25) we obtain

$$
\begin{equation*}
\underline{\mathrm{q}}=A^{-1}\left(B \underline{\mathrm{~h}}-C \underline{\mathrm{u}}_{0}-D \underline{\mathrm{r}}-\underline{\mathrm{d}}\right) . \tag{2.35}
\end{equation*}
$$

The overdetermination condition (2.10) can be written as

$$
\left[\begin{array}{ll}
-V_{1} & V_{2} \tag{2.36}
\end{array}\right] \underline{\mathrm{q}}=\underline{\mathrm{k}} .
$$

Substituting (2.35) into (2.36) gives the $N \times N$ linear system of equations

$$
\begin{equation*}
X_{3 \underline{\mathrm{r}}}=\underline{\mathrm{y}}_{3}, \tag{2.37}
\end{equation*}
$$

where $X_{3}=\left[\begin{array}{ll}-V_{1} & V_{2}\end{array}\right] A^{-1} D$ and $y_{3}=-\underline{\mathrm{k}}+\left[\begin{array}{ll}-V_{1} & V_{2}\end{array}\right] A^{-1}\left(B \underline{\mathrm{~h}}-C \underline{\mathrm{u}}_{0}-\underline{\mathrm{d}}\right)$.

### 2.3.4 Case 4

Consider the boundary condition (2.11) which can be rewritten as

$$
u_{x}(L, t)=\mu_{2}(t)-v_{1}(t) u(L, t)
$$

Apply this to the matrix equation (2.30), derived from (2.25), then the system becomes

$$
A_{0} \underline{\mathrm{q}}+A_{L}\left(\underline{\mu}_{2}-V_{1} \underline{\mathrm{~h}}_{L}\right)-B_{0} \underline{\mu}_{1}-B_{L} \underline{\mathrm{~h}}_{L}+C \underline{\mathrm{u}}_{0}+D \underline{\mathrm{r}}+\underline{\mathrm{d}}=\underline{0} .
$$

We rearrange the matrix equation above as follows:

$$
\left[\begin{array}{ll}
A_{0} & A_{L} V_{1}+B_{L}
\end{array}\right]\left[\begin{array}{c}
-\underline{\mathrm{q}}_{0} \\
\underline{\mathrm{~h}}_{L}
\end{array}\right]=A_{L} \underline{\mu}_{2}-B_{0} \underline{\mu}_{1}+C \underline{\mathrm{u}}_{0}+D \underline{\mathrm{r}}+\underline{\mathrm{d}} .
$$

From this system we obtain

$$
\left[\begin{array}{c}
-\underline{\mathrm{q}}_{0}  \tag{2.38}\\
\underline{\mathrm{~h}}_{L}
\end{array}\right]=\left[\begin{array}{ll}
A_{0} & A_{L} V_{1}+B_{L}
\end{array}\right]^{-1}\left(A_{L} \underline{\mu}_{2}-B_{0} \underline{\mu}_{1}+C \underline{\mathrm{u}}_{0}+D \underline{\mathrm{r}}+\underline{\mathrm{d}}\right) .
$$

The overdetermined condition (2.12) becomes $u_{x}(0, t)+v_{2}(t) \mu_{2}(t)-v_{2}(t) v_{1}(t) u(L, t)=$ $k(t)$ and can be rewritten in the matrix form as,

$$
\left[\begin{array}{ll}
I & -V_{2} V_{1}
\end{array}\right]\left[\begin{array}{c}
-\underline{\mathrm{q}}_{0}  \tag{2.39}\\
\underline{\mathrm{~h}}_{L}
\end{array}\right]=\underline{\mathrm{k}}-V_{2} \underline{\mu}_{2},
$$

where $I$ is the $N \times N$ identity matrix. We then substitute (2.38) into (2.39) to obtain the $N \times N$ linear system of equations

$$
\begin{equation*}
X_{4} \underline{\underline{r}}=\underline{\mathrm{y}}_{4}, \tag{2.40}
\end{equation*}
$$

where $X_{4}=\left[\begin{array}{ll}I & -V_{2} V_{1}\end{array}\right]\left[\begin{array}{ll}A_{0} & A_{L} V_{1}+B_{L}\end{array}\right]^{-1} D$ and $\underline{\mathrm{y}}_{4}=\underline{\mathrm{k}}-V_{2} \underline{\mu}_{2}-\left[\begin{array}{ll}I & -V_{2} V_{1}\end{array}\right]\left[\begin{array}{ll}A_{0} & A_{L} V_{1}+B_{L}\end{array}\right]^{-1}\left(A_{L} \underline{\mu}_{2}-B_{0} \underline{\mu}_{1}+C \underline{\mathrm{u}}_{0}+\underline{\mathrm{d}}\right)$.

### 2.3.5 Case 5

Consider the boundary condition (2.13) which can be rewritten as

$$
\begin{equation*}
u_{x}(L, t)=\mu_{2}(t)-v_{1}(t) u(L, t) \tag{2.41}
\end{equation*}
$$

Apply this to the matrix equation (2.30), derived from (2.25), then the system becomes

$$
-A_{0} \underline{\mu}_{1}+A_{L}\left(\underline{\mu}_{2}-V_{1} \underline{\mathrm{~h}}_{L}\right)-B_{0} \underline{\mathrm{~h}}_{0}-B_{L} \underline{\mathrm{~h}}_{L}+C \underline{\mathrm{u}}_{0}+D \underline{\mathrm{r}}+\underline{\mathrm{d}}=\underline{0} .
$$

We rearrange the matrix equation above as follows:

$$
\left[B_{0} \quad A_{L} V_{1}+B_{L}\right] \underline{\mathrm{h}}=-A_{0} \underline{\mu}_{1}+A_{L} \underline{\mu}_{2}+C \underline{\mathrm{u}}_{0}+D \underline{\mathrm{r}}+\underline{\mathrm{d}} .
$$

From this system we obtain

$$
\underline{\mathrm{h}}=\left[\begin{array}{ll}
B_{0} & A_{L} V_{1}+B_{L} \tag{2.42}
\end{array}\right]^{-1}\left(-A_{0} \underline{\mu}_{1}+A_{L} \underline{\mu}_{2}+C \underline{\mathrm{u}}_{0}+D \underline{\mathrm{r}}+\underline{\mathrm{d}}\right) .
$$

The overdetermination condition (2.14) gives

$$
\left[\begin{array}{ll}
I & V_{2} \tag{2.43}
\end{array}\right] \underline{\mathrm{h}}=\underline{\mathrm{k}} .
$$

Substitute (2.42) into (2.43) to obtain the $N \times N$ linear system of equations

$$
\begin{equation*}
X_{5} \underline{\underline{r}}=\underline{\mathrm{y}}_{5} \tag{2.44}
\end{equation*}
$$

where $X_{5}=\left[\begin{array}{ll}I & V_{2}\end{array}\right]\left[\begin{array}{ll}B_{0} & A_{L} V_{1}+B_{L}\end{array}\right]^{-1} D$
and $\underline{\mathrm{y}}_{5}=\underline{\mathrm{k}}-\left[\begin{array}{ll}I & V_{2}\end{array}\right]\left[\begin{array}{ll}B_{0} & A_{L} V_{1}+B_{L}\end{array}\right]^{-1}\left(-A_{0} \underline{\mu}_{1}+A_{L} \underline{\mu}_{2}+C \underline{\mathrm{u}}_{0}+\underline{\mathrm{d}}\right)$.

### 2.3.6 Case 6

Consider the boundary condition (2.15) which can be rearranged as

$$
\underline{\mathrm{q}}=\left[\begin{array}{c}
-u_{x}\left(0, \tilde{t}_{j}\right) \\
u_{x}\left(L, \tilde{t}_{j}\right)
\end{array}\right]_{2 N}=\left[\begin{array}{c}
-\underline{\mu}_{1}-V_{1} u\left(0, \tilde{t}_{j}\right) \\
\underline{\mu}_{2}-V_{2} u\left(L, \tilde{t}_{j}\right)
\end{array}\right]_{2 N} .
$$

Substituting this into the matrix equation (2.30) we obtain

$$
A_{0}\left(-\underline{\mu}_{1}-V_{1} \underline{\mathbf{h}}_{0}\right)+A_{L}\left(\underline{\mu}_{2}-V_{2} \underline{\mathrm{~h}}_{L}\right)-B_{0} \underline{\mathbf{h}}_{0}-B_{L} \underline{\mathrm{~h}}_{L}+C \underline{\mathbf{u}}_{0}+D \underline{\mathrm{r}}+\underline{\mathrm{d}}=\underline{0},
$$

and this can be rearranged as

$$
\left[A_{0} V_{1}+B_{0} \quad A_{L} V_{2}+B_{L}\right] \underline{\mathrm{h}}=-A_{0} \underline{\mu}_{1}+A_{L} \underline{\mu}_{2}+C \underline{\mathrm{u}}_{0}+D \underline{\mathrm{r}}+\underline{\mathrm{d}} .
$$

Then we have

$$
\underline{\mathrm{h}}=\left[\begin{array}{ll}
A_{0} V_{1}+B_{0} & A_{L} V_{2}+B_{L} \tag{2.45}
\end{array}\right]^{-1}\left(-A_{0} \underline{\mu}_{1}+A_{L} \underline{\mu}_{2}+C \underline{\mathrm{u}}_{0}+D \underline{\mathrm{r}}+\underline{\mathrm{d}}\right)
$$

The overspecified condition (2.16) gives

$$
\left[\begin{array}{ll}
V_{3} & V_{4} \tag{2.46}
\end{array}\right] \underline{\mathrm{h}}=\underline{\mathrm{k}} .
$$

Substitute (2.45) into (2.46) to obtain the $N \times N$ linear system of equations

$$
\begin{equation*}
X_{6 \underline{\mathrm{r}}}=\underline{\mathrm{y}}_{6}, \tag{2.47}
\end{equation*}
$$

where $\left[\begin{array}{ll}V_{3} & V_{4}\end{array}\right]\left[\begin{array}{ll}A_{0} V_{1}+B_{0} & A_{L} V_{2}+B_{L}\end{array}\right]^{-1} D$
and $\underline{\mathrm{k}}-\left[\begin{array}{ll}V_{3} & V_{4}\end{array}\right]\left[\begin{array}{ll}A_{0} V_{1}+B_{0} & A_{L} V_{2}+B_{L}\end{array}\right]^{-1}\left(-A_{0} \underline{\mu}_{1}+A_{L} \underline{\mu}_{2}+C \underline{\mathrm{u}}_{0}+\underline{\mathrm{d}}\right)$.

From the above assembly one can see that the solution of the inverse heat source problem (2.1)-(2.3) separated into the 6 cases, has been reduced to solving the $N \times N$ linear system of equations, generally written as

$$
\begin{equation*}
X \underline{\mathrm{r}}=\underline{\mathrm{y}}, \tag{2.48}
\end{equation*}
$$

where $X$ and $\underline{y}$ are the coefficient matrix and the right-hand side vector, respectively, corresponding to the case we are dealing with; that is, the linear systems of equations, (2.29), (2.33), (2.37), (2.40), (2.44), and (2.47) for Cases 1-6, respectively. We note that the system of equations (2.48) is ill-conditioned since the inverse problems under investigation are ill-posed. Therefore, a straightforward inversion of (2.48) such as the Gaussian elimination or the singular value decomposition will result into an unstable numerical solution, especially when the right-hand side vector $\underline{y}$ is contaminated by random noise as $\underline{y}^{\epsilon}=\underline{y}+\epsilon$ where $\epsilon$ represents the noise to contaminate into the problem. In order to ensure a stable solution we employ the Tikhonov regularisation method for (2.48) which gives solution (1.34) together with the regularisation parameter chosen by the discrepancy principle. Let us denote by $\lambda_{\text {dis }}$ the regularisation parameter which is determined by the discrepancy principle, i.e. the largest $\lambda$ for which the residual $\left\|X \underline{\mathrm{r}}-y^{\epsilon}\right\|$ becomes less than the noise level $\epsilon$.

### 2.4 Numerical examples and discussion

In order to test the accuracy of the approximations, let us introduce the root mean square error (RMSE) defined as

$$
\begin{equation*}
\operatorname{RMSE}(r(t))=\sqrt{\frac{T}{N} \sum_{i=1}^{N}\left(r_{\text {exact }}\left(\tilde{t}_{i}\right)-r_{\text {numerical }}\left(\tilde{t}_{i}\right)\right)^{2}} \tag{2.49}
\end{equation*}
$$

### 2.4.1 Example 1

We consider a smooth benchmark test with the input data

$$
\left\{\begin{array}{l}
u(x, 0)=u_{0}(x)=1+x-x^{2}  \tag{2.50}\\
f(x, t)=\left(1-x^{2}\right) e^{-t}, \quad h(x, t)=(2+x) e^{t}
\end{array}\right.
$$

Assuming that all quantities involved have been non-dimensionalised we can take $T=$ $L=1$. In addition, the boundary and overdetermination conditions are as follows:

Case $1 \quad u_{x}(0, t)=e^{t}, \quad u_{x}(1, t)=-e^{t}$,

$$
\begin{equation*}
u(0, t)+u(1, t)=2 e^{t} . \tag{2.51}
\end{equation*}
$$

Case $2 u(0, t)=e^{t}, \quad u_{x}(1, t)=-e^{t}$,
$u_{x}(0, t)+u(1, t)=2 e^{t}$.
Case $3 u(0, t)=e^{t}, \quad u(1, t)=e^{t}$,
$e^{t} u_{x}(0, t)+t u_{x}(1, t)=\left(e^{t}-t\right) e^{t}$,
where $v_{1}(t)=e^{t}, v_{2}(t)=t$.
Case $4 u(0, t)=e^{t}, \quad u_{x}(1, t)+(1+t) u(1, t)=t e^{t}$,
$u_{x}(0, t)+e^{-t} u_{x}(1, t)=e^{t}-1$,
where $v_{1}(t)=1+t, v_{2}(t)=e^{-t}$.

Case $5 \quad u_{x}(0, t)=e^{t}, \quad u_{x}(1, t)+e^{-t} u(1, t)=1-e^{t}$,
$u(0, t)+(1+t) u(1, t)=(2+t) e^{t}$,
where $v_{1}(t)=e^{-t}, v_{2}(t)=1+t$.
Case $6 u_{x}(0, t)-e^{t} u(0, t)=e^{t}-e^{2 t}, \quad u_{x}(1, t)+(1+t) u(1, t)=t e^{t}$,
$t u(0, t)+(1-t) u(1, t)=e^{t}$,
where $v_{1}(t)=e^{t}, v_{2}(t)=1+t, v_{3}(t)=t, v_{4}(t)=1-t$.

In this example the analytical solution is given by

$$
\begin{equation*}
u(x, t)=\left(1+x-x^{2}\right) e^{t}, \quad r(t)=e^{2 t} \tag{2.63}
\end{equation*}
$$

for $0 \leq x \leq 1$ and $0 \leq t \leq 1$. Note that the input data in expressions (2.50)-(2.62) satisfy the conditions of Theorems 2.2.1-2.2.5 for the existence and uniqueness of the solution of the inverse problems of Cases 1-6 under investigation.

Figure 2.1 and Table 2.1 show the condition numbers of matrix $X$ in (2.48) corresponding to $N_{0}=N \in\{20,40,80\}$ for all Cases 1-6. From these it can be seen that the condition numbers of the matrix $X$ for Cases 1, 5, and, 6 are high and this ill-conditioning will need to be dealt with using the Tikhonov regularisation described in Section 1.6.2. On the other hand, the matrices for Cases 2-4 do not have a very large condition number and, in principle, the system of equations (2.48) can be solved directly using, for example, the Gauss elimination method or the SVD. In what follows, we illustrate the numerical results obtained with $N_{0}=N=40$.

## Case 1

Figures 2.2(a)-2.2(c) show the analytical and numerical solutions for $r(t), u(0, t)$ and $u(1, t)$, respectively, for exact input data and no regularisation, i.e. $\lambda=0$. From this figure it can be seen that although the solution for the boundary values of the temperatures $u(0, t)$ and $u(1, t)$ is stable and accurate, the retrieved source term $r(t)$


Figure 2.1: The normalised singular values of matrix $X$ for (a) Case 1 - (f) Case 6 for $N_{0}=N=\{20(-\cdot-), 40(\cdots), 80(---)\}$, for Example 1.

Table 2.1: The condition numbers of the matrix $X$ in equation (2.48) for $N=N_{0} \in$ $\{20,40,80\}$ for Example 1 Cases 1-6.

| Case | Condition Number |  |  |
| :---: | :---: | :---: | :---: |
|  | $N=N_{0}=20$ | $N=N_{0}=40$ | $N=N_{0}=80$ |
| 1 | $6.19 \mathrm{E}+3$ | $1.26 \mathrm{E}+5$ | $7.49 \mathrm{E}+6$ |
| 2 | 87 | 248 | 705 |
| 3 | 22 | 54 | 125 |
| 4 | 38 | 107 | 298 |
| 5 | $1.52 \mathrm{E}+4$ | $7.36 \mathrm{E}+5$ | $1.76 \mathrm{E}+8$ |
| 6 | $1.61 \mathrm{E}+4$ | $2.52 \mathrm{E}+6$ | $5.89 \mathrm{E}+9$ |

seems unstable. This is to be expected since the inverse problem in Case 1 is illposed, see also the condition number in Table 2.1. Regularisation needs to be employed and more stable results are illustrated in Figure 2.3. In this figure, numerical results obtained with the zeroth-order Tikhonov regularisation. Initially, we have tried the $L$-curve criterion, but we have found that an $L$-corner could not be clearly identified. We then have tried with the trial and error and found that the regularisation parameters $\lambda \in\left\{10^{-7}, 10^{-5}\right\}$ are most suitable as presented in Figure 2.3. Moreover, although not illustrated, it is reported that the slight inaccuracies near $t=1$ observed in Figure 2.3(a) can be further eliminated by employing higher-order regularisations such as the first- or second-order.

Table 2.2: The RMSE for the zeroth- and first-order Tikhonov regularisation for $p \in$ $\{0,1,3\} \%$ noise, for Example 1 Case 1.

| Regularisation | $(\%)$ | parameter | RMSE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\lambda$ | $r(t)$ | $u(0, t)$ | $u(1, t)$ |
| - | 0 | 0 | 0.983 | $3.67 \mathrm{E}-4$ | $3.67 \mathrm{E}-4$ |
| - | 1 | 0 | $4.90 \mathrm{E}+2$ | $1.90 \mathrm{E}-1$ | $1.81 \mathrm{E}-1$ |
| zeroth-order | 0 | $\lambda=1.0 \mathrm{E}-5$ | 0.499 | $1.27 \mathrm{E}-3$ | $7.92 \mathrm{E}-5$ |
|  | 1 | $\lambda_{\text {dis }}=6.6 \mathrm{E}-4$ | 1.264 | $2.01 \mathrm{E}-2$ | $7.31 \mathrm{E}-3$ |
|  | 3 | $\lambda_{\text {dis }}=4.0 \mathrm{E}-3$ | 1.982 | $6.25 \mathrm{E}-2$ | $2.91 \mathrm{E}-2$ |
| first-order | 0 | $\lambda=1.0 \mathrm{E}-7$ | $9.49 \mathrm{E}-3$ | $3.06 \mathrm{E}-5$ | $3.07 \mathrm{E}-5$ |
|  | 1 | $\lambda_{\text {dis }}=4.3 \mathrm{E}-2$ | 0.364 | $7.19 \mathrm{E}-3$ | $3.03 \mathrm{E}-3$ |
|  | 3 | $\lambda_{\text {dis }}=9.7 \mathrm{E}-1$ | 1.007 | $3.59 \mathrm{E}-2$ | $1.78 \mathrm{E}-2$ |

In order to investigate the stability of the numerical solution we add noise to the

(a)

(b)
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Figure 2.2: The analytical (-) and numerical (- - -) results of (a) $r(t)$, (b) $u(0, t)$, and (c) $u(1, t)$ for exact data and $\lambda=0$, for Example 1 Case 1 .
right-hand side of the overspecified condition (2.6) as

$$
\begin{equation*}
\underline{\mathrm{k}}^{\epsilon}=\underline{\mathrm{k}}+\operatorname{random}\left({ }^{\prime} \text { Normal' }^{\prime}, 0, \sigma, 1, N\right), \tag{2.64}
\end{equation*}
$$

where the random('Normal' $, 0, \sigma, 1, N)$ is a command in MATLAB which generates the random variables by normal distribution with zero mean and standard deviation $\sigma$, computed as

$$
\begin{equation*}
\sigma=p \times \max _{t \in[0,1]}|k(t)|, \tag{2.65}
\end{equation*}
$$

where $p$ represents the percentage of noise. In Case $1, k$ is given by (2.52) and therefore, $\sigma=2 e p$ in (2.65). The ill-posedness of the inverse problem and the instability of


Figure 2.3: The analytical (-) and numerical (-. -) results of $r(t)$ obtained by using the zeroth-order Tikhonov regularisation with the regularisation parameters (a) $\lambda=10^{-7}$ gives RMSE $=0.319$, and (b) $\lambda=10^{-5}$ gives $\mathrm{RMSE}=0.499$, for exact data for Example 1 Case 1.
the numerical solution in Case 1 are further enhanced by the presence of noise in the measured data, as illustrated in Figure 2.4 (compare with Figure 2.2). In order to remove the highly unwanted oscillations recorded in Figure 2.4, we employ the Tikhonov regularisation with the choice of the regularisation parameter $\lambda$, as described in (1.34), given by the discrepancy principle as introduced in Section 1.6.3. Figures 2.5(a) and 2.6(a) present the discrepancy principle curves obtained by the Tikhonov regularisation of order zero and one, respectively, for $p=1 \%$ and $3 \%$ noisy data. Generated as in (2.64), this results in the amounts of noise $\epsilon=0.32$ and 1.01 for $p=1 \%$ and $3 \%$, respectively. The intersections between these horizontal lines and the discrepancy (residual) curves yield the regularisation parameter denoted by $\lambda_{\text {dis }}$ and tabulated in Table 2.2. With these values of $\lambda_{\text {dis }}$, Figures 2.5(b)-2.5(d) and 2.6(b)-2.6(d) present the numerical results for $r(t), u(0, t)$, and $u(1, t)$ obtained using the zeroth- and firstorder Tikhonov regularisation, respectively. By comparing Figures 2.5(b) and 2.6(b) it can be seen that the first-order regularisation produces more accurate and stable results than the zeroth-order regularisation since it imposes a higher-order smoothness constraint onto the solution.


Figure 2.4: The analytical (-) and numerical (- - -) results of (a) $r(t)$, (b) $u(0, t)$, and (c) $u(1, t)$ for $p=1 \%$ noisy data and $\lambda=0$, for Example 1 Case 1 .

## Cases 2-4

In Cases 2-4, Table 2.1 shows that the condition numbers of the matrices $X_{2}, X_{3}$, and $X_{4}$ are much smaller than the condition numbers of the matrices for the rest of the cases. Therefore, for exact data, i.e. $p=0$, we expect accurate and stable results of the inversion even if no regularisation is employed, i.e. $\lambda=0$. This is clearly illustrated in Figure 2.7 for Case 2 where it can be seen that the agreement between the analytical and numerical solutions for $r(t), u(1, t)$ and $u_{x}(0, t)$ is excellent. The same overlapping agreement has also been obtained for Cases 3 and 4 and therefore these results are omitted. Next we add $p \%$ noise in the input data, as described in


Figure 2.5: (a) The discrepancy principle curve, and the analytical (-) and numerical results of (b) $r(t)$, (c) $u(0, t)$, and (d) $u(1, t)$ obtained using the zeroth-order Tikhonov regularisation for $p=1 \%(-\cdot-)$ and $p=3 \%(---)$ noise with the regularisation parameters $\lambda_{\text {dis }}$ given in Table 2.2, for Example 1 Case 1.
(2.64). According to expression (2.65), and equations (2.54), (2.56), and (2.58), we have the standard deviations $\sigma=2 e p, \sigma=\left(e^{2}-e\right) p$, and $\sigma=(e-1) p$ for Cases $2-4$, respectively. As expected, and previously reported in Figure 2.4 for Case 1, if no regularisation is imposed, i.e. $\lambda=0$, when $p=1 \%$ noise contaminates the input data $k(t)$, then an unstable solution for $r(t)$ is obtained, see Figures 2.8, 2.11, and 2.14 for Cases 2-4, respectively. However, the high oscillations in these figures have smaller magnitudes than these reported in Figure 2.4 for Case 1. This is consistent with the fact that the inverse problems of Cases 2-4 are less ill-posed than the inverse


Figure 2.6: (a) The discrepancy principle curve, and the analytical (-) and numerical results of (b) $r(t)$, (c) $u(0, t)$, and (d) $u(1, t)$ obtained using the first-order Tikhonov regularisation for $p=1 \%(-\cdot-)$ and $p=3 \%(---)$ noise with the regularisation parameters $\lambda_{\text {dis }}$ given in Table 2.2, for Example 1 Case 1.
problem of Case 1 (and Cases 5 and 6), see the condition numbers reported in Table 2.1. It is also interesting to remark that the retrieval of the boundary temperature is more accurate and stable than of the heat flux, e.g. compare Figures 2.8(b) and 2.14(b) with Figures 2.8(c) and 2.14(c), see also Figures 2.11(b) and 2.11(c). This is to be expected since retrieving higher-order derivatives is less accurate than retrieving lower-order derivatives, see Lesnic et al. [38]. In order to obtain a stable solution, regularisation needs to be employed. The numerical results obtained for $p \in\{1,3\} \%$ noise using the zeroth-order Tikhonov regularisation with the regularisation parameter
chosen according to the discrepancy principle are shown in Figures 2.9, 2.12, and 2.15 for Cases $2-4$, respectively. The corresponding results obtained using the firstorder regularisation illustrated in Figures 2.10, 2.13, and 2.16 show much improvement in terms of both stability and accuracy compared to the results obtained using the zeroth-order regularisation. The regularisation parameters and the RMSE errors of the output solutions are given in Tables 2.3-2.5 for Cases 2-4, respectively. From these tables it can be observed that, as expected, $\lambda_{d i s}$ and RMSE increase with increasing the percentage of noise $p$.


Figure 2.7: The analytical (-) and numerical (- - -) results of (a) $r(t)$, (b) $u(1, t)$, and (c) $u_{x}(0, t)$ for exact data and $\lambda=0$, for Example 1 Case 2.
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Figure 2.8: The analytical (-) and numerical (- - -) results of (a) $r(t)$, (b) $u(1, t)$, and (c) $u_{x}(0, t)$ for $p=1 \%$ noisy data and $\lambda=0$, for Example 1 Case 2.

## Cases 5 and 6

In Cases 5 and 6 we expect even higher ill-conditioning to occur in the systems of equations (2.44) and (2.47), compare the condition numbers in Table 2.1. This is reflected indeed in the numerical results presented in Figures 2.17(a) and 2.18 for Case 5, and even more prominently in Figure 2.21 for Case 6 where unstable numerical results can be clearly seen if $\lambda=0$ even when exact data are inverted. When $p \%$ noise is added to the measured data (2.60) and (2.62), the standard deviations in (2.65) are given by $\sigma=3 e p$ and $\sigma=e p$ for Cases 5 and 6, respectively. Numerical results obtained using the zeroth- and first-order regularisation are presented in Figures 2.19, 2.20 and Table


Figure 2.9: (a) The discrepancy principle curve, and the analytical (-) and numerical results of (b) $r(t)$, (c) $u(1, t)$, and (d) $u_{x}(0, t)$ obtained using the zeroth-order Tikhonov regularisation for $p=1 \%(-\cdot-)$ and $p=3 \%(---)$ noise with the regularisation parameters $\lambda_{\text {dis }}$ given in Table 2.3, for Example 1 Case 2.

Table 2.3: The RMSE for the zeroth- and first-order Tikhonov regularisation for $p \in$ $\{0,1,3\} \%$ noise, for Example 1 Case 2.

| Regularisation | $p(\%)$ | parameter | RMSE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $r(t)$ | $u(1, t)$ | $u_{x}(0, t)$ |
| - | 0 | 0 | $7.15 \mathrm{E}-3$ | $4.33 \mathrm{E}-5$ | $4.33 \mathrm{E}-5$ |
| - | 1 | 0 | 3.29 | $5.94 \mathrm{E}-3$ | $5.31 \mathrm{E}-2$ |
| zeroth-order | 1 | $2.8 \mathrm{E}-3$ | 0.785 | $7.63 \mathrm{E}-3$ | $5.83 \mathrm{E}-2$ |
|  | 3 | $8.8 \mathrm{E}-3$ | 1.331 | $1.66 \mathrm{E}-2$ | $1.24 \mathrm{E}-1$ |
| first-order | 1 | $3.0 \mathrm{E}-1$ | $3.23 \mathrm{E}-1$ | $3.29 \mathrm{E}-3$ | $2.95 \mathrm{E}-2$ |
|  | 3 | $9.4 \mathrm{E}-1$ | $5.53 \mathrm{E}-1$ | $8.58 \mathrm{E}-3$ | $5.81 \mathrm{E}-2$ |



Figure 2.10: (a) The discrepancy principle curve, and the analytical (-) and numerical results of (b) $r(t)$, (c) $u(1, t)$, and (d) $u_{x}(0, t)$ obtained using the first-order Tikhonov regularisation for $p=1 \%(-\cdot-)$ and $p=3 \%(---)$ noise with the regularisation parameters $\lambda_{\text {dis }}$ given in Table 2.3, for Example 1 Case 2.


Figure 2.11: The analytical (-) and numerical (-.-) results of (a) $r(t)$, (b) $u_{x}(0, t)$, and (c) $u_{x}(1, t)$ for $p=1 \%$ noisy data and $\lambda=0$, for Example 1 Case 3.
2.6 for Case 5, whilst for Case 6 the corresponding results are presented in Figures 2.22, 2.23 and Table 2.7. Furthermore, for Case 6 , which is the most ill-conditioned case, we have increased the percentage of noise to $p=5 \%$ in order to show that the Tikhonov regularisation method combined with the BEM can satisfactorily deal in a stable and accurate manner with higher measurement errors. We finally report that, although not illustrated, we have also implemented the second-order Tikhonov regularisation and similar results, in terms of accuracy and stability, to those given by first-order regularisation have been obtained.


Figure 2.12: (a) The discrepancy principle curve, and the analytical (-) and numerical results of (b) $r(t)$, (c) $u_{x}(0, t)$, and (d) $u_{x}(1, t)$ obtained using the zeroth-order Tikhonov regularisation for $p=1 \%(-\cdot-)$ and $p=3 \%(---)$ noise with the regularisation parameters $\lambda_{\text {dis }}$ given in Table 2.4, for Example 1 Case 3.

### 2.4.2 Example 2

We finally investigate specially in the most ill-posed Case 6, the retrieval of a nonsmooth heat source given by

$$
\begin{equation*}
r(t)=\left|t-\frac{1}{2}\right|+1, \quad 0<t<1=T \tag{2.66}
\end{equation*}
$$



Figure 2.13: (a) The discrepancy principle curve, and the analytical (-) and numerical results of (b) $r(t)$, (c) $u_{x}(0, t)$, and (d) $u_{x}(1, t)$ obtained using the first-order Tikhonov regularisation for $p=1 \%(-\cdot-)$ and $p=3 \%(---)$ noise with the regularisation parameters $\lambda_{\text {dis }}$ given in Table 2.4, for Example 1 Case 3.
and, for brevity, the boundary and overdetermination conditions as given by (2.61), (2.62) and the input data as follows:

$$
\left\{\begin{array}{l}
u(x, 0)=u_{0}(x)=1+x-x^{2}, \quad f(x, t)=\left(1-x^{2}\right) e^{-t}  \tag{2.67}\\
h(x, t)=\left(3+x-x^{2}\right) e^{t}-\left(1-x^{2}\right)\left(\left|t-\frac{1}{2}\right|+1\right) e^{-t}
\end{array}\right.
$$

which are generated from the analytical temperature solution

$$
\begin{equation*}
u(x, t)=\left(1+x-x^{2}\right) e^{t} \tag{2.68}
\end{equation*}
$$

Table 2.4: The RMSE for the zeroth- and first-order Tikhonov regularisation for $p \in$ $\{0,1,3\} \%$ noise, for Example 1 Case 3.

| Regularisation | $p(\%)$ | parameter | RMSE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\lambda_{\text {dis }}$ | $r(t)$ | $u_{x}(0, t)$ | $u_{x}(1, t)$ |
| - | 0 | 0 | $3.29 \mathrm{E}-3$ | $4.04 \mathrm{E}-5$ | $1.49 \mathrm{E}-4$ |
| - | 1 | 0 | 1.776 | $3.58 \mathrm{E}-2$ | $2.41 \mathrm{E}-2$ |
| zeroth-order | 1 | $3.2 \mathrm{E}-3$ | $4.42 \mathrm{E}-1$ | $3.65 \mathrm{E}-2$ | $1.74 \mathrm{E}-2$ |
|  | 3 | $8.7 \mathrm{E}-3$ | $7.80 \mathrm{E}-1$ | $6.81 \mathrm{E}-2$ | $3.09 \mathrm{E}-2$ |
| first-order | 1 | $3.0 \mathrm{E}-1$ | $1.78 \mathrm{E}-1$ | $1.72 \mathrm{E}-2$ | $7.58 \mathrm{E}-3$ |
|  | 3 | $5.8 \mathrm{E}-1$ | $2.47 \mathrm{E}-1$ | $2.41 \mathrm{E}-2$ | $1.07 \mathrm{E}-2$ |



Figure 2.14: The analytical (--) and numerical (- - -) results of (a) $r(t)$, (b) $u(1, t)$, (c) $u_{x}(0, t)$, and $u_{x}(1, t)$ for $p=1 \%$ noisy data and $\lambda=0$, for Example 1 Case 4.

Numerical results are presented for $N=N_{0}=80$. Also, results are illustrated for the first-order Tikhonov regularisation only, as for the zeroth-order regularisation the re-

Table 2.5: The RMSE for the zeroth- and first-order Tikhonov regularisation for $p \in$ $\{0,1,3\} \%$ noise, for Example 1 Case 4.

| Regularisation | $p(\%)$ | parameter <br>  |  | $\lambda_{\text {dis }}$ | RMSE |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $u(1, t)$ | $u_{x}(0, t)$ | $u_{x}(1, t)$ |  |  |  |
| - | 0 | 0 | $4.13 \mathrm{E}-3$ | $3.63 \mathrm{E}-5$ | $3.19 \mathrm{E}-5$ | $5.77 \mathrm{E}-5$ |  |  |
| - | 1 | 0 | $4.98 \mathrm{E}-1$ | $9.11 \mathrm{E}-4$ | $1.71 \mathrm{E}-2$ | $1.33 \mathrm{E}-3$ |  |  |
| zeroth-order | 1 | $6.2 \mathrm{E}-4$ | $4.35 \mathrm{E}-1$ | $1.52 \mathrm{E}-3$ | $1.89 \mathrm{E}-2$ | $2.70 \mathrm{E}-3$ |  |  |
|  | 3 | $2.0 \mathrm{E}-3$ | $7.31 \mathrm{E}-1$ | $4.55 \mathrm{E}-3$ | $4.95 \mathrm{E}-2$ | $8.24 \mathrm{E}-3$ |  |  |
| first-order | 1 | $4.8 \mathrm{E}-2$ | $1.23 \mathrm{E}-1$ | $9.29 \mathrm{E}-4$ | $9.61 \mathrm{E}-3$ | $1.38 \mathrm{E}-3$ |  |  |
|  | 3 | $1.3 \mathrm{E}-1$ | $1.77 \mathrm{E}-1$ | $2.16 \mathrm{E}-3$ | $1.72 \mathrm{E}-2$ | $3.15 \mathrm{E}-3$ |  |  |

Table 2.6: The RMSE for the zeroth- and first-order Tikhonov regularisation for $p \in$ $\{0,1,3\} \%$ noise, for Example 1 Case 5.

| Regularisation | $p(\%)$ | parameter | RMSE |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\lambda_{\text {dis }}$ | $r(t)$ | $u(0, t)$ | $u(1, t)$ | $u_{x}(1, t)$ |
| - | 0 | 0 | 5.598 | $3.35 \mathrm{E}-3$ | $1.72 \mathrm{E}-3$ | $6.76 \mathrm{E}-4$ |
| - | 1 | 0 | $2.9 \mathrm{E}+3$ | 1.776 | $9.09 \mathrm{E}-1$ | $3.56 \mathrm{E}-1$ |
| zeroth-order | 1 | $2.2 \mathrm{E}-3$ | 1.584 | $3.92 \mathrm{E}-2$ | $1.60 \mathrm{E}-2$ | $7.79 \mathrm{E}-3$ |
|  | 3 | $9.5 \mathrm{E}-3$ | 2.033 | $9.38 \mathrm{E}-2$ | $4.73 \mathrm{E}-2$ | $2.53 \mathrm{E}-2$ |
| first-order | 1 | $1.7 \mathrm{E}-1$ | 0.673 | $2.29 \mathrm{E}-2$ | $1.02 \mathrm{E}-2$ | $4.93 \mathrm{E}-3$ |
|  | 3 | 3.4 | 1.334 | $7.52 \mathrm{E}-2$ | $3.92 \mathrm{E}-2$ | $2.00 \mathrm{E}-2$ |

Table 2.7: The RMSE for the zeroth- and first-order Tikhonov regularisation for $p \in$ $\{0,1,3,5\} \%$ noise, for Example 1 Case 6.

| Regularisation | $p(\%)$ | parameter | RMSE |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\lambda_{\text {dis }}$ | $r(t)$ | $u(0, t)$ | $u(1, t)$ | $u_{x}(0, t)$ | $u_{x}(1, t)$ |
| - | 0 | 0 | $1.49 \mathrm{E}+2$ | $2.58 \mathrm{E}-2$ | $6.08 \mathrm{E}-2$ | $4.66 \mathrm{E}-2$ | $1.09 \mathrm{E}-1$ |
| - | 1 | 0 | $6.78 \mathrm{E}+4$ | $1.17 \mathrm{E}+1$ | $2.77 \mathrm{E}+1$ | $2.13 \mathrm{E}+1$ | $4.98 \mathrm{E}+1$ |
| zeroth-order | 1 | $1.8 \mathrm{E}-4$ | 1.380 | $1.96 \mathrm{E}-2$ | $9.67 \mathrm{E}-3$ | $4.59 \mathrm{E}-2$ | $1.68 \mathrm{E}-2$ |
|  | 3 | $6.3 \mathrm{E}-4$ | 1.559 | $4.03 \mathrm{E}-2$ | $2.61 \mathrm{E}-2$ | $8.14 \mathrm{E}-2$ | $4.28 \mathrm{E}-2$ |
|  | 5 | $8.8 \mathrm{E}-4$ | 1.737 | $4.07 \mathrm{E}-2$ | $2.23 \mathrm{E}-2$ | $8.51 \mathrm{E}-2$ | $3.78 \mathrm{E}-2$ |
| first-order | 1 | $2.4 \mathrm{E}-2$ | $5.90 \mathrm{E}-1$ | $1.19 \mathrm{E}-2$ | $6.82 \mathrm{E}-3$ | $2.59 \mathrm{E}-2$ | $1.10 \mathrm{E}-2$ |
|  | 3 | $8.4 \mathrm{E}-2$ | $5.36 \mathrm{E}-1$ | $1.71 \mathrm{E}-2$ | $1.12 \mathrm{E}-2$ | $2.81 \mathrm{E}-2$ | $1.52 \mathrm{E}-2$ |
|  | 5 | $9.5 \mathrm{E}-2$ | $5.04 \mathrm{E}-1$ | $1.80 \mathrm{E}-2$ | $1.36 \mathrm{E}-2$ | $3.49 \mathrm{E}-2$ | $2.31 \mathrm{E}-2$ |



Figure 2.15: (a) The discrepancy principle curve, and the analytical ( - ) and numerical results of (b) $r(t)$, (c) $u(1, t)$, (d) $u_{x}(0, t)$, and (e) $u_{x}(1, t)$ obtained using the zeroth-order Tikhonov regularisation for $p=1 \%(-\cdot-)$ and $p=3 \%(---)$ noise with the regularisation parameters $\lambda_{\text {dis }}$ given in Table 2.5, for Example 1 Case 4.


Figure 2.16: (a) The discrepancy principle curve, and the analytical (-) and numerical results of (b) $r(t)$, (c) $u(1, t)$, (d) $u_{x}(0, t)$, and (e) $u_{x}(1, t)$ obtained using the first-order Tikhonov regularisation for $p=1 \%(-\cdot-)$ and $p=3 \%(---)$ noise with the regularisation parameters $\lambda_{\text {dis }}$ given in Table 2.5, for Example 1 Case 4.


Figure 2.17: The analytical (-) and numerical (- - -) results of (a) $r(t)$, (b) $u(0, t)$, (c) $u(1, t)$ and (d) $u_{x}(1, t)$ for exact data and $\lambda=0$, for Example 1 Case 5.


Figure 2.18: The analytical (-) and numerical (- - ) results of (a) $r(t)$, (b) $u(0, t)$, (c) $u(1, t)$ and (d) $u_{x}(1, t)$ for $p=1 \%$ noisy data and $\lambda=0$, for Example 1 Case 5.


Figure 2.19: (a) The discrepancy principle curve, and the analytical (-) and numerical results of (b) $r(t)$, (c) $u(0, t)$, (d) $u(1, t)$, and (e) $u_{x}(1, t)$ obtained using the zeroth-order Tikhonov regularisation for $p=1 \%(-\cdot-)$ and $p=3 \%(---)$ noise with the regularisation parameters $\lambda_{\text {dis }}$ given in Table 2.6, for Example 1 Case 5.


Figure 2.20: (a) The discrepancy principle curve, and the analytical (-) and numerical results of (b) $r(t)$, (c) $u(0, t)$, (d) $u(1, t)$, and (e) $u_{x}(1, t)$ obtained using the first-order Tikhonov regularisation for $p=1 \%(-\cdot-)$ and $p=3 \%(---)$ noise with the regularisation parameters $\lambda_{\text {dis }}$ given in Table 2.6, for Example 1 Case 5.


Figure 2.21: The analytical (-) and numerical (- - ) results of (a) $r(t)$, (b) $u(0, t)$, (c) $u(1, t)$, (d) $u_{x}(0, t)$, and (e) $u_{x}(1, t)$ for exact data and $\lambda=0$, for Example 1 Case 6.


Figure 2.22: (a) The discrepancy principle curve, and the analytical (-) and numerical results of (b) $r(t)$, (c) $u(0, t)$, (d) $u(1, t)$, (e) $u_{x}(0, t)$, and (f) $u_{x}(1, t)$ obtained using the zeroth-order Tikhonov regularisation for $p \in\{1(-\cdot-), 3(\cdots), 5(---)\} \%$ noise with the regularisation parameters $\lambda_{\text {dis }}$ given in Table 2.7, for Example 1 Case 6.


Figure 2.23: (a) The discrepancy principle curve, and the analytical (-) and numerical results of (b) $r(t)$, (c) $u(0, t)$, (d) $u(1, t)$, (e) $u_{x}(0, t)$, and (f) $u_{x}(1, t)$ obtained using the first-order Tikhonov regularisation for $p \in\{1(-\cdot-), 3(\cdots), 5(---)\} \%$ noise with the regularisation parameters $\lambda_{\text {dis }}$ given in Table 2.7, for Example 1 Case 6.
sults obtained were oscillatory as in Figure 2.22(b). Figure 2.24 shows the numerical results obtained for various amounts of noise $p \in\{0,0.1,0.5,1\} \%$ for the regularisation parameters $\lambda_{\text {dis }}$ given in Table 2.8. From this figure it can be seen that the regularised BEM can invert accurately up to about $0.1 \%$ noisy data. For higher levels of noise the reconstruction of the non-smooth heat source (2.66) starts to deteriorate.

Table 2.8: The RMSE for the first-order Tikhonov regularisation for $p \in$ $\{0,0.1,0.5,1\} \%$ noise, for Example 2.

| $p(\%)$ | parameter | RMSE |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\lambda$ | $r(t)$ | $u(0, t)$ | $u(1, t)$ | $u_{x}(0, t)$ | $u_{x}(1, t)$ |
| 0 | $\lambda=1.0 \mathrm{E}-5$ | $1.63 \mathrm{E}-3$ | $1.40 \mathrm{E}-5$ | $9.88 \mathrm{E}-6$ | $1.77 \mathrm{E}-5$ | $1.54 \mathrm{E}-5$ |
| 0.1 | $\lambda_{\text {dis }}=2.7 \mathrm{E}-2$ | $2.60 \mathrm{E}-2$ | $1.11 \mathrm{E}-3$ | $7.93 \mathrm{E}-4$ | $1.48 \mathrm{E}-3$ | $1.02 \mathrm{E}-3$ |
| 0.5 | $\lambda_{\text {dis }}=3.1 \mathrm{E}-1$ | $1.02 \mathrm{E}-1$ | $4.51 \mathrm{E}-3$ | $3.11 \mathrm{E}-3$ | $6.84 \mathrm{E}-3$ | $4.21 \mathrm{E}-3$ |
| 1 | $\lambda_{\text {dis }}=1.1$ | $1.28 \mathrm{E}-1$ | $8.10 \mathrm{E}-3$ | $5.84 \mathrm{E}-3$ | $1.09 \mathrm{E}-2$ | $7.61 \mathrm{E}-3$ |



Figure 2.24: (a) The discrepancy principle curve, and the analytical (-) and numerical results of (b) $r(t)$ obtained using the first-order Tikhonov regularisation for $p \in\{0(\circ \circ \circ), 0.1(-\cdot-), 0.5(\cdots), 1(---)\} \%$ noise with the regularisation parameters $\lambda_{d i s}$ given in Table 2.8, for Example 2.

### 2.5 Conclusions

In this chapter, inverse problems with nonlocal boundary conditions have been investigated in order to find the time-dependent heat source and the temperature entering
equation (2.1). Three general boundary and overdetermination conditions (2.3) have been expanded into 6 separate Cases 1-6 generating six inverse problems to solve in the context of inverse time-dependent source identification. It was found, see Table 2.1, that most ill-posed problems are given by Cases 6 and 5 followed by Case 1. It turns out that Cases 2-4 are less ill-posed compared to the previous ones. This is consistently reflected in the accuracy and stability of the numerical results obtained with no regularisation for both exact and noisy data. Regularisation was found essential in all cases investigated, with the first-order regularisation performing better than the zeroth-order one.

As we have studied in this chapter, the nonlocal boundary and overdetermination conditions are considered in general boundary condition form. In the next chapter, the nonlocal boundary condition will be considered together with an integral overdetermination to find the time-dependent heat source.

Chapter 3.

## Chapter 3

## Determination of a Time-dependent Heat Source from Nonlocal Boundary and Integral Conditions

### 3.1 Introduction

In many of studies of solving inverse source problems for the heat equation, see e.g. [15, 17, 29, 61, 63, 66-68], the overdetermination conditions were selected among classical boundary conditions and similar conditions given at interior points located inside the body under investigation. More general, nonlocal and integral overdetermination conditions have also been considered, see the monographs [25] and [43].

In the previous chapter, we have investigated the retrieval of the time-dependent heat source $r(t)$ and the temperature $u(x, t)$ in the heat equation (2.1) with the three general boundary and overdetermination conditions (2.3). In this chapter, the investigation of finding the time-dependent heat source and the temperature for the heat equation is still of our interest, but an integral condition is considered as overdetermination condition.

This chapter is organised as follows. In Section 3.2, the mathematical inverse for-
mulation is described and the numerical discretisation of the problem using the BEM is presented in Section 3.3. The TSVD and the Tikhonov regularisation are described in Section 3.4, as procedures for overcoming the instability of the solution. Finally, Sections 3.5 and 3.6 discuss the numerical results and highlight the conclusions of this chapter.

### 3.2 Mathematical formulation

Consider the problem of finding the time-dependent heat source $r(t) \in C([0, T])$ and the temperature $u(x, t) \in C^{2,1}\left(D_{T}\right) \cap C^{1,0}\left(\bar{D}_{T}\right)$ which satisfy the heat conduction equation

$$
\begin{equation*}
u_{t}=u_{x x}+r(t) f(x, t), \quad(x, t) \in D_{T}, \tag{3.1}
\end{equation*}
$$

where $L=1$ in the definition of $D_{T}$ in (1.1), subject to the initial condition (1.7), namely

$$
\begin{equation*}
u(x, 0)=u_{0}(x), \quad x \in[0,1], \tag{3.2}
\end{equation*}
$$

the boundary conditions

$$
\begin{equation*}
u(0, t)=u(1, t), \quad u_{x}(0, t)+\alpha u(0, t)=0, \quad t \in[0, T] \tag{3.3}
\end{equation*}
$$

and the energy/mass specification

$$
\begin{equation*}
\int_{0}^{1} u(x, t) d x=E(t), \quad t \in[0, T] \tag{3.4}
\end{equation*}
$$

where $\alpha \neq 0$ is a given constant and $f, u_{0}, E$ are given functions. The first periodicity condition in (3.3) is nonlocal, whilst (3.4) specifies an integral specification of the energy of the thermal system. The nature of the boundary conditions (3.3) in mathematical biology is demonstrated in [41], whilst the prescription of the energy, or mass, (3.4), is encountered in heat transfer applications, [10, 22].

The unique solvability of the inverse problem (3.1)-(3.4) has been established in
[18], as given by the following theorem.

Theorem 3.2.1 Let the following conditions be satisfied:
$\left(A_{1}\right) u_{0}(x) \in C^{2}[0,1] ; u_{0}(0)=u_{0}(1), u_{0}^{\prime}(0)+\alpha u_{0}(0)=0 ;$
$\left(A_{2}\right) E(t) \in C^{1}[0, T] ; E(0)=\int_{0}^{1} u_{0}(x) d x ;$
$\left(A_{3}\right) f(x, t) \in C\left(\bar{D}_{T}\right) ; f(\cdot, t) \in C^{2}[0,1], \forall t \in[0, T] ; f(0, t)=f(1, t)$,
$f_{x}(0, t)+\alpha f(0, t)=0 ;$ and $\int_{0}^{1} f(x, t) d x \neq 0, \forall t \in[0, T]$.
Then the inverse problem (3.1)-(3.4) has a unique solution $(r(t), u(x, t)) \in C[0, T] \times$ $\left(C^{2,1}\left(D_{T}\right) \cap C^{1,0}\left(\bar{D}_{T}\right)\right)$.

Although the inverse problem (3.1)-(3.4) is uniquely solvable, it is still ill-posed. In the next section we will demonstrate how the BEM discretising numerically, the heat equation (3.1) can be used together with the regularisation, to be described in Section 3.4 either the TSVD or the Tikhonov regularisation, in order to obtain stable solutions.

### 3.3 The boundary element method (BEM)

In this section, we use the BEM to discretise the heat equation (3.1). As introduced in Section 1.3, the use of BEM results in the boundary integral equation

$$
\begin{align*}
\eta(x) u(x, t)= & \int_{0}^{t}\left[G(x, t, \xi, \tau) \frac{\partial u}{\partial n(\xi)}(\xi, \tau)-u(\xi, \tau) \frac{\partial G}{\partial n(\xi)}(x, t, \xi, \tau)\right]_{\xi \in\{0,1\}} d \tau \\
& +\int_{0}^{1} G(x, t, y, 0) u(y, 0) d y+\int_{0}^{1} \int_{0}^{t} G(x, t, y, \tau) r(\tau) f(y, \tau) d \tau d y \\
& (x, t) \in[0,1] \times(0, T] \tag{3.5}
\end{align*}
$$

Using the same discretisation as described in Section 2.3, we obtain

$$
\begin{align*}
\eta(x) u(x, t)= & \sum_{j=1}^{N}\left[A_{0 j}(x, t) q_{0 j}+A_{L j}(x, t) q_{L j}-B_{0 j}(x, t) h_{0 j}-B_{L j}(x, t) h_{L j}\right] \\
& +\sum_{k=1}^{N_{0}} C_{k}(x, t) u_{0, k}+d(x, t) \tag{3.6}
\end{align*}
$$

where source functions $r(t)$ and $f(x, t)$ are assumed to be piecewise constant approximations as defined in (2.21). Then, the double integral term is approximated as

$$
d(x, t)=\int_{0}^{t} r(\tau)\left(\int_{0}^{1} G(x, t, y, \tau) f(y, \tau) d y\right) d \tau=\sum_{j=1}^{N} D_{j}(x, t) r_{j}
$$

where

$$
D_{j}(x, t)=\int_{t_{j-1}}^{t_{j}} \int_{0}^{1} G(x, t, y, \tau) f\left(y, \tilde{t}_{j}\right) d y d \tau=\int_{0}^{1} f\left(y, \tilde{t}_{j}\right) A_{y j}(x, t) d y
$$

is calculated using the midpoint integration rule. Here, the integral equation (3.6) can be written as

$$
\begin{align*}
\eta(x) u(x, t)= & \sum_{j=1}^{N}\left[A_{0 j}(x, t) q_{0 j}+A_{L j}(x, t) q_{L j}-B_{0 j}(x, t) h_{0 j}-B_{L j}(x, t) h_{L j}\right] \\
& +\sum_{k=1}^{N_{0}} C_{k}(x, t) u_{0, k}+\sum_{j=1}^{N} D_{j}(x, t) r_{j} \tag{3.7}
\end{align*}
$$

By applying (3.7) at the boundary nodes $\left(0, \tilde{t}_{i}\right)$ and $\left(1, \tilde{t}_{i}\right)$ for $i=\overline{1, N}$, we obtain the system of $2 N$ equations

$$
\begin{equation*}
A \underline{\mathrm{q}}-B \underline{\mathrm{~h}}+C \underline{\mathrm{u}}_{0}+D \underline{\mathrm{r}}=\underline{0}, \tag{3.8}
\end{equation*}
$$

where all matrices and vectors are defined the same as in (2.25). From the boundary conditions (3.3), we can express the boundary temperature $\underline{h}$ as

$$
\underline{\mathbf{h}}=\left[\begin{array}{l}
h_{0 j} \\
h_{L j}
\end{array}\right]=\left[\begin{array}{l}
u\left(0, \tilde{t}_{j}\right) \\
u\left(1, \tilde{t}_{j}\right)
\end{array}\right]=\left[\begin{array}{c}
-\frac{1}{\alpha} u_{x}\left(0, \tilde{t}_{j}\right) \\
u\left(0, \tilde{t}_{j}\right)
\end{array}\right]=\left[\begin{array}{c}
-\frac{1}{\alpha} u_{x}\left(0, \tilde{t}_{j}\right) \\
-\frac{1}{\alpha} u_{x}\left(0, \tilde{t}_{j}\right)
\end{array}\right]=\frac{1}{\alpha}\left[\begin{array}{l}
q_{0 j} \\
q_{0 j}
\end{array}\right] .
$$

Then, the system of equations (3.8) can be rewritten as

$$
\begin{equation*}
\left(A-\frac{1}{\alpha}\left(B+B^{*}\right)\right) \underline{\mathrm{q}}+C \underline{\mathrm{u}}_{0}+D \underline{\mathrm{r}}=\underline{0} \tag{3.9}
\end{equation*}
$$

where $B^{*}=\left[\begin{array}{cc}B_{L j}\left(0, \tilde{t}_{i}\right) & -B_{L j}\left(0, \tilde{t}_{i}\right) \\ B_{L j}\left(1, \tilde{t}_{i}\right)+\frac{1}{2} \delta_{i j} & -B_{L j}\left(1, \tilde{t}_{i}\right)-\frac{1}{2} \delta_{i j}\end{array}\right]_{2 N \times 2 N}$. Then, we can express the flux $\underline{q}$ as

$$
\begin{equation*}
\underline{\mathrm{q}}=-\left(A-\frac{1}{\alpha}\left(B+B^{*}\right)\right)^{-1}\left(C \underline{\mathrm{u}}_{0}+D \underline{\mathrm{r}}\right) . \tag{3.10}
\end{equation*}
$$

We now discretise the integral expression in (3.4), via the midpoint numerical integral approximation, as

$$
\int_{0}^{1} u(x, t) d x=\frac{1}{N_{0}} \sum_{k=1}^{N_{0}} u\left(\tilde{x}_{k}, t\right) .
$$

Applying this at $t=\tilde{t}_{i}$ for $i=\overline{1, N}$, we obtain

$$
\begin{equation*}
\frac{1}{N_{0}} \sum_{k=1}^{N_{0}} u\left(\tilde{x}_{k}, \tilde{t}_{i}\right)=\int_{0}^{1} u\left(x, \tilde{t}_{i}\right) d x=E\left(\tilde{t}_{i}\right)=: e_{i} \quad \text { for } i=\overline{1, N} \tag{3.11}
\end{equation*}
$$

Using the integral equation (3.5), as before, equation (3.11) results in the system of $N$ equations

$$
\begin{equation*}
\frac{1}{N_{0}} \sum_{k=1}^{N_{0}}\left[\left(A_{k}^{(1)}-\frac{1}{\alpha}\left(B_{k}^{(1)}+B_{k}^{(1)^{*}}\right)\right) \underline{\mathrm{q}}+C_{k}^{(1)} \underline{\mathrm{u}}_{0}+D_{k}^{(1)} \underline{\mathrm{r}}\right]=\underline{\mathrm{E}}, \tag{3.12}
\end{equation*}
$$

where

$$
\begin{aligned}
& A_{k}^{(1)}=\left[\begin{array}{ll}
A_{0 j}\left(\tilde{x}_{k}, \tilde{t}_{i}\right) & A_{L j}\left(\tilde{x}_{k}, \tilde{t}_{i}\right)
\end{array}\right]_{N \times 2 N}, \quad B_{k}^{(1)}=\left[\begin{array}{ll}
B_{0 j}\left(\tilde{x}_{k}, \tilde{t}_{i}\right) & B_{L j}\left(\tilde{x}_{k}, \tilde{t}_{i}\right)
\end{array}\right]_{N \times 2 N}, \\
& B_{k}^{(1)^{*}}=\left[\begin{array}{ll}
B_{L j}\left(\tilde{x}_{k}, \tilde{t}_{i}\right) & -B_{L j}\left(\tilde{x}_{k}, \tilde{t}_{i}\right)
\end{array}\right]_{N \times 2 N}, \quad C_{k}^{(1)}=\left[C_{l}\left(\tilde{x}_{k}, \tilde{t}_{i}\right)\right]_{N \times N_{0}} \\
& \text { and } \quad D_{k}^{(1)}=\left[\begin{array}{ll}
D_{j}\left(\tilde{x}_{k}, \tilde{t}_{i}\right)
\end{array}\right]_{N \times N}, \quad \mathrm{E}=\left[e_{i}\right]_{N}, \quad \text { for } k, l=\overline{1, N_{0}}, i, j=\overline{1, N}
\end{aligned}
$$

Substituting the expression (3.10) into (3.12), we obtain a system of $N \times N$ linear equations as follows:

$$
\begin{equation*}
X \underline{\mathrm{r}}=\underline{\mathrm{y}}, \tag{3.13}
\end{equation*}
$$

where $\quad X=\frac{1}{N_{0}} \sum_{k=1}^{N_{0}}\left[-\left(A_{k}^{(1)}-\frac{1}{\alpha}\left(B_{k}^{(1)}+B_{k}^{(1)^{*}}\right)\right)\left(A-\frac{1}{\alpha}\left(B+B^{*}\right)\right)^{-1} D+D_{k}^{(1)}\right]$
and $\quad \underline{\mathrm{y}}=\underline{\mathrm{E}}+\frac{1}{N_{0}} \sum_{k=1}^{N_{0}}\left[\left(A_{k}^{(1)}-\frac{1}{\alpha}\left(B_{k}^{(1)}+B_{k}^{(1)^{*}}\right)\right)\left(A-\frac{1}{\alpha}\left(B+B^{*}\right)\right)^{-1} C-C_{k}^{(1)}\right] \underline{\mathrm{u}}_{0}$.

Since the problem is ill-posed, then the system of equations (3.13) is ill-conditioned. In the next section, we will deal with this ill-conditioning using regularisation in order to obtain a stable solution.

### 3.4 Regularisation

As we have mentioned before, the inverse time-dependent heat source problem (3.1)(3.4) has a unique solution. However this inverse problem is still ill-posed since small errors into the energy measurement (3.4) result in large errors in the solution $\underline{r}$. In order to model this, we investigate the stability of the numerical solution with respect to noise in the energy data (3.4), defined as

$$
\begin{equation*}
\underline{\mathrm{E}}^{\epsilon}=\underline{\mathrm{E}}+\operatorname{random}\left({ }^{\prime} \text { Normal' }^{\prime}, 0, \sigma, 1, N\right), \tag{3.14}
\end{equation*}
$$

with the standard deviation computed by

$$
\begin{equation*}
\sigma=p \times \max _{t \in[0, T]}|E(t)| . \tag{3.15}
\end{equation*}
$$

When the noise is present the right-hand side of equation (3.13) is contaminated by some noise $\epsilon$,

$$
\begin{equation*}
\left\|\underline{\mathrm{y}}^{\epsilon}-\underline{\mathrm{y}}\right\| \approx \epsilon \tag{3.16}
\end{equation*}
$$

therefore we have to solve the following system of linear equations instead of (3.13):

$$
\begin{equation*}
X \underline{\mathrm{r}}=\underline{\mathrm{y}}^{\epsilon}, \tag{3.17}
\end{equation*}
$$

then the inverse solution $\underline{r}=X^{-1} \underline{\underline{y}}^{\epsilon}$ of (3.13) will be a poor unstable approximation to the exact solution. This instability can be overcome by employing the regularisation method, and this study, we utilise either the TSVD or the Tikhonov regularisation methods to solve the linear and ill-conditioned system of equations (3.17).

When the noise is present, we employ the TSVD procedure, as described in Section 1.6 .1 by using the $[U, \Sigma, V]=\operatorname{svds}\left(X, N_{t}\right)$ command in MATLAB where the $N_{t}$ is the truncated level indicated by the $L$-curve method or the discrepancy principle. Alternatively, the regularisation namely the Tikhonov regularisation is another way to obtain a stable solution, as described in Subsection 1.6.2, yielding the regularised solution (1.34).

### 3.5 Numerical examples and discussion

In this section, we present a couple of benchmark test examples to illustrate the accuracy and stability of the BEM combined with the Tikhonov regularisation technique presented in Section 3.4. In order to illustrate the accuracy of the numerical results, the RMSE defined in (2.49) is also used here.

### 3.5.1 Example 1

In the first example, we consider the inverse problem (3.1)-(3.4) with $T=1$, the input data

$$
\left.\begin{array}{l}
u(x, 0)=u_{0}(x)=1+x-x^{2}, \quad f(x, t)=\left(3+x-x^{2}\right) e^{-t},  \tag{3.18}\\
\int_{0}^{1} u(x, t) d x=E(t)=\frac{7 e^{t}}{6}
\end{array}\right\}
$$

and subject to the boundary condition (3.3) with $\alpha=-1$. Then the analytical solution of the inverse problem (3.1)-(3.4) is given by

$$
\begin{equation*}
u(x, t)=\left(1+x-x^{2}\right) e^{t}, \quad r(t)=e^{2 t} . \tag{3.19}
\end{equation*}
$$

The normalised singular values of matrix $X$ in equation (3.13) for $N_{0}=N \in$ $\{20,40,80\}$ are shown in Figure 3.1. The corresponding condition numbers of matrix $X$ are 248, 780, and 2393 for $N_{0}=N \in\{20,40,80\}$, respectively. These values indicate that the system of equations (3.13) is mildly ill-conditioned [42].


Figure 3.1: The normalised singular values of matrix $X$ for $N_{0}=N \in\{20(-$. -), $40(\cdots), 80(---)\}$, for Example 1.

In what follows, we present numerical results obtained with $N_{0}=N=40$. We consider first the case of exact data, i.e. there is no noise in the input data (3.4). Figure 3.2(a) shows the analytical and numerical results of $r(t)$ from which it can be
seen that the numerical solution is very accurate. Figure 3.2(b) shows the numerical solution of $u(0, t)$ in comparison with the analytical value $u(0, t)=e^{t}$. The same very good agreement between the numerical and analytical solutions is recorded. We do not present the results for the flux at $x=1$ since these were found to be equal to the negative of the boundary temperature at $x=0$. This is to be expected since from (3.18) we have $u_{0}(x)=u_{0}(1-x), f(x, t)=f(1-x, t)$ and it can easily be verified that from (3.8), using (3.3) with $\alpha=-1$, it follows that $\underline{\mathrm{q}}_{L}=-\underline{\mathrm{h}}_{0}$. Furthermore, note that $\lambda=0$, i.e. no regularisation, was found necessary for $N_{0}=N=40$ and exact input data (3.4).


Figure 3.2: The analytical (-) and numerical (---) results of (a) $r(t)$ and (b) $u(0, t)$ for exact data and $\lambda=0$, for Example 1 .

Next, we investigate the stability of the numerical solution with respect to noise in the energy data (3.4), we add noise to the right-hand side of the oversdetermination condition (3.4), $E^{\epsilon}$, as generated in (3.14) with the standard deviation given by $\sigma=\frac{7 e p}{6}$. The contaminated data input with $p=1 \%$ is firstly inverted by using the Gaussian elimination procedure as shown in Figure 3.3. Although from Figure 3.3(b) the numerical solution for $u(0, t)$ seems to remain stable and accurate, whereas Figure 3.3(a) shows that the numerical solution for $r(t)$, with no regularisation, is unstable, i.e. highly oscillatory and unbounded. This phenomenon is to be expected since the inverse problem under investigation is ill-posed with the smallest normalised singular
value for $N=40$ being of $O\left(10^{3}\right)$. Moreover, similar unstable results are obtained by using the untruncated SVD or with $\lambda=0$ in regularised solution (1.34), instead of the Gaussian elimination method.

(a)

(b)

Figure 3.3: The analytical (-) and numerical (---) results of (a) $r(t)$ and (b) $u(0, t)$ for $p=1 \%$ noisy data and $\lambda=0$, for Example 1 .

In order to avoid the over amplification of noise and maintain the stability of the results when the noise is presented, we employ the regularisation of either the TSVD or the Tikhonov regularisation of orders zero, one and two. Furthermore, the $L$-curve method and the discrepancy principle are investigated to indicate the truncation level $N_{t}$ for using TSVD, and choose the regularisation parameter $\lambda$ for using the Tikhonov regularisation. Firstly, we consider the BEM together with the TSVD in the case of $p \in\{1,3,5\} \%$. Initially, we have tried the $L$-curve criterion which should select the truncated number $N_{t}$ at the corner of $L$-curve graph. Figure 3.4 displays the $L$-curves for various percentages of noise $p \in\{1,3,5\} \%$. From this figure, especially on the normal scale one can see that $L$-shaped curves appear and their corners indicate the level of truncation $N_{t}$ in the following intervals $\{9, \ldots, 32\},\{12, \ldots, 24\}$ and $\{10, \ldots, 17\}$ for $p \in\{1,3,5\} \%$, respectively. Alternatively, one can choose the truncation level by the more rigorous discrepancy principle which uses the knowledge of the level of noise as in (3.16), i.e. $\epsilon=\left\|\underline{y}^{\epsilon}-\underline{y}\right\|=\left\|\underline{E}^{\epsilon}-\underline{E}\right\|$. Figure 3.5(a) represents the discrepancy principle to select $N_{t}$ for $p \in\{1,3,5\} \%$. These truncated numbers $N_{t}$ are obtained
within the intervals which have been recommended by the $L$-curve criterion of Figure 3.4. Besides, the numerical results for $r(t)$ and $u(0, t)$ are illustrated in Figures 3.5(b) and 3.5(c), respectively, and the RMSE for these results are given in Table 3.1. From Table 3.1 it can be remarked that the accuracy of the numerical results for $u(0, t)$ improves as the percentage of noise decreases; however, the convergence of the numerical solution for $r(t)$ towards the analytical solution is non-monotonic as $p$ decreases (to zero), see also Figure 3.5(b). Further, from Figure 3.5(c), it can be seen that the numerical results for $u(0, t)$ are stable, although by comparing with Figure 3.3(b) it can be seen that for $p=1 \%$ noise the results with untruncation, i.e. no regularisation, are slightly more accurate than the results with $N_{t}=15$. This is somewhat to be expected since the pair of solutions $(u(x, t), r(t))$ of the inverse problem is stable in the temperature $u(x, t)$ component, but unstable in the heat source $r(t)$ component. This latter instability in $r(t)$ which has already been illustrated in Figure 3.3(b), is alleviated in Figure 3.5(b) which shows the numerical results with regularisation.

Alternatively for comparison, the zeroth-order Tikhonov regularisation (ZOTR) is also utilised here. Initially, we have tried the $L$-curve plot of the residual $\| X \underline{\underline{r}}_{\lambda}-$ $\mathrm{y}^{\epsilon} \|$ versus the norm of the solution $\left\|\underline{\mathrm{r}}_{\lambda}\right\|$, but we have found that an $L$-corner could not be clearly identified. This is to be somewhat expected because the $L$-curve is a heuristic method which is not always convergent [58]. Another optional method, the more rigorous discrepancy principle which uses the knowledge of the level of noise $\epsilon$ is recommended.

Figure 3.6(a) shows the discrepancy principle curves, for various percentages of noise $p \in\{1,3,5\} \%$ where the intersection of the residual curve with the horizontal level noisy line $\epsilon$ yields the value of $\lambda_{\text {dis }}$. The RMSE for the output solutions of $r(t)$ and $u(0, t)$ obtained with these values of $\lambda_{\text {dis }}$ are given in Table 3.1 and the numerical results are illustrated in Figures 3.6(b) and 3.6(c). From this table it can be seen that the ZOTR slightly outperforms the TSVD. As it can be seen from Figures 3.6(b) and 3.6(c) the numerical results obtained by the ZOTR are stable and in good agreement with the analytical solution. Although Figure 3.6(b) represents a significant improvement over


Figure 3.4: The $L$-curve on (a), (c), (e) $\log -\log$ scale and (b), (d), (f) normal scale, obtained using TSVD for $p \in\{1$ (top), 3(middle), 5 (bottom) $\} \%$ noise, for Example 1.


Figure 3.5: (a) The discrepancy principle curve, and the analytical (-) and numerical results of (b) $r(t)$, and (c) $u(0, t)$ obtained using the TSVD for $p \in\{1(-$. $-), 3(\cdots), 5(---)\} \%$ noise at the truncation level $N_{t}$ given in Table 3.1, for Example 1.

Figure 3.3(a) the numerical results are still oscillatory. In order to further improve on the accuracy and stability of the numerical results of Figure 3.6(b), next we employ the regularisation with the higher-order Tikhonov regularisation of orders one and two.

Figures 3.7 and 3.8 show the analogous numerical results to Figure 3.6, but for the first- and second-order Tikhonov regularisation, denoted FOTR and SOTR, respectively. The corresponding values of the regularisation parameters $\lambda_{\text {dis }}$ chosen according to the discrepancy principle are given in Table 3.1. By comparing Figures 3.6-3.8 and Table 3.1, it can be seen that the use of higher-order regularisation improves the


Figure 3.6: (a) The discrepancy principle curve, and the analytical (-) and numerical results of (b) $r(t)$, and (c) $u(0, t)$ obtained using the ZOTR for $p \in\{1(-$. $-), 3(\cdots), 5(---)\} \%$ noise with the regularisation parameters $\lambda_{\text {dis }}$ given in Table 3.1, for Example 1.
accuracy and stability of the numerical results. This is to be expected since the analytical solution (3.19) to be retrieved is infinitely differentiable. However, if less smooth sources are attempted to be retrieved, the use of higher-order regularisation does not necessarily improve the accuracy of the numerical results, as can be seen from the next example.

Table 3.1: The RMSE for the TSVD, ZOTR, FOTR, SOTR for $p \in\{0,1,3,5\} \%$ noise, for Example 1.

| Regularisation | $p(\%)$ | parameter | RMSE |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | $r(t)$ | $u(0, t)$ |
| - | 0 | 0 | $8.1 \mathrm{E}-3$ | $6.6 \mathrm{E}-4$ |
|  | $1 \%$ | 0 | 11.66 | 0.023 |
|  | $1 \%$ | $N_{t}=15$ | 1.080 | $2.47 \mathrm{E}-2$ |
|  | $3 \%$ | $N_{t}=9$ | 1.443 | $6.03 \mathrm{E}-2$ |
|  | $5 \%$ | $N_{t}=10$ | 1.521 | $7.25 \mathrm{E}-2$ |
| ZOTR | $1 \%$ | $\lambda_{\text {dis }}=8 \mathrm{E}-4$ | 0.878 | $2.40 \mathrm{E}-2$ |
|  | $3 \%$ | $\lambda_{\text {dis }}=4 \mathrm{E}-3$ | 1.324 | $6.22 \mathrm{E}-2$ |
|  | $5 \%$ | $\lambda_{\text {dis }}=5 \mathrm{E}-3$ | 1.280 | $9.90 \mathrm{E}-2$ |
| FOTR | $1 \%$ | $\lambda_{\text {dis }}=0.05$ | 0.246 | $1.17 \mathrm{E}-2$ |
|  | $3 \%$ | $\lambda_{\text {dis }}=0.45$ | 0.435 | $3.14 \mathrm{E}-2$ |
|  | $5 \%$ | $\lambda_{\text {dis }}=0.64$ | 0.595 | $5.81 \mathrm{E}-2$ |
| SOTR | $1 \%$ | $\lambda_{\text {dis }}=5.2$ | 0.113 | $6.86 \mathrm{E}-3$ |
|  | $3 \%$ | $\lambda_{\text {dis }}=81$ | 0.198 | $2.67 \mathrm{E}-2$ |
|  | $5 \%$ | $\lambda_{\text {dis }}=324$ | 0.473 | $5.48 \mathrm{E}-2$ |

### 3.5.2 Example 2

The previous Example 1 involved retrieving a smooth source function given by $r(t)=$ $e^{2 t}$. In this example, we are considering the BEM combined only with the Tikhonov regularisation as we found in the previous example that the ZOTR slightly outperforms the TSVD. Consider a more severe discontinuous test function given by [63],

$$
r(t)= \begin{cases}-1, & t \in[0,0.25),  \tag{3.20}\\ 1, & t \in[0.25,0.5), \\ -1, & t \in[0.5,0.75), \\ 1, & t \in[0.75,1] .\end{cases}
$$

We also take $T=1, \alpha=-1, u_{0}=0$, and $f=1$. Since the inverse problem (3.1)-(3.4) does not have an analytical solution available for the temperature $u(x, t)$, the input energy data (3.4) is numerically simulated by solving first the direct problem (3.1)-(3.2)


Figure 3.7: (a) The discrepancy principle curve, and the analytical (-) and numerical results of (b) $r(t)$, and (c) $u(0, t)$ obtained using the FOTR for $p \in\{1(-$. $-), 3(\cdots), 5(---)\} \%$ noise with the regularisation parameters $\lambda_{\text {dis }}$ given in Table 3.1, for Example 1.
with $r$ given by (3.20). The numerical results for $E(t)$ and $u(0, t)$ are shown in Figures 3.9(a) and 3.9(b), respectively, for various numbers of boundary elements/cells $N=N_{0} \in\{20,40,80\}$. From Figure 3.9 it can be seen that the numerical solution is convergent as the number of boundary elements increases. Also, there is little difference between the numerical results obtained with the various mesh sizes showing that the independence of the mesh has been achieved. We can therefore take the numerical results for $E(t)$, simulated from the direct problem with $N=N_{0}=40$ and shown in Figure 3.9(a), as our input (3.4) in the inverse problem (3.1)-(3.4). Furthermore, in


Figure 3.8: (a) The discrepancy principle curve, and the analytical (-) and numerical results of (b) $r(t)$, and (c) $u(0, t)$ obtained using the SOTR for $p \in\{1(-$. $-), 3(\cdots), 5(---)\} \%$ noise with the regularisation parameters $\lambda_{\text {dis }}$ given in Table 3.1, for Example 1.
order to avoid committing an inverse crime [32], in the inverse problem the number of cells is taken $N_{0}=30$ (different than 40 ) while the number of boundary elements is kept the same $N=40$.

First, Figures 3.10(a) and 3.10(b) show the numerical results for $r(t)$ and $u(0, t)$, respectively, for no noise in the input data (3.4) obtained with no regularisation, i.e. $\lambda=0$. The exact solution (3.20) for $r(t)$ is also included, and the numerical solution for $u(0, t)$ from Figure 3.9(b) with $N=N_{0}=40$ is also referred to as 'analytical'. From Figure 3.10 it can be seen that the agreement between the numerical and the


Figure 3.9: The numerical results of (a) $E(t)$ and (b) $u(0, t)$ obtained by solving the direct problem with $N_{0}=N \in\{20(-\cdot-), 40(\cdots), 80(---)\}$, for Example 2.


Figure 3.10: The analytical (-) and numerical (- - ) results of (a) $r(t)$ and (b) $u(0, t)$ for exact data and $\lambda=0$, for Example 2 .
analytical solutions is excellent. Next we add noise to the input data (3.4) numerically simulated in Figure 3.9(a). This is generated as in (3.14) with the standard deviation given by $\sigma=0.19 p$. If $\lambda=0$, the numerically retrieved results for $r(t)$ were found highly unbounded and oscillatory and therefore, they are not presented. The numerical results for the discrepancy principle, $r(t)$ and $u(0, t)$ for various amounts of noise and regularisation of various orders zero, one, and two are shown in Figures 3.11-3.13, respectively, and Table 3.2. The use of higher-order regularisation imposes higher-order

Table 3.2: The RMSE for the ZOTR, FOTR, SOTR for $p \in\{1,3,5\} \%$ noise and $N=40, N_{0}=30$, for Example 2 .

| Regularisation | $p(\%)$ | parameter | RMSE |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $\lambda_{\text {dis }}$ | $r(t)$ | $u(0, t)$ |
| ZOTR | $1 \%$ | $8.7 \mathrm{E}-5$ | 0.195 | $1.90 \mathrm{E}-3$ |
|  | $3 \%$ | $3.3 \mathrm{E}-4$ | 0.284 | $4.66 \mathrm{E}-3$ |
|  | $5 \%$ | $4.3 \mathrm{E}-4$ | 0.287 | $5.80 \mathrm{E}-3$ |
| FOTR | $1 \%$ | $9.9 \mathrm{E}-5$ | 0.211 | $1.98 \mathrm{E}-3$ |
|  | $3 \%$ | $8.1 \mathrm{E}-4$ | 0.289 | $4.38 \mathrm{E}-3$ |
|  | $5 \%$ | $7.8 \mathrm{E}-4$ | 0.280 | $4.69 \mathrm{E}-3$ |
| SOTR | $1 \%$ | $7.7 \mathrm{E}-5$ | 0.223 | $2.06 \mathrm{E}-3$ |
|  | $3 \%$ | $9.2 \mathrm{E}-4$ | 0.292 | $4.48 \mathrm{E}-3$ |
|  | $5 \%$ | $7.3 \mathrm{E}-4$ | 0.279 | $4.48 \mathrm{E}-3$ |

smoothness of the desired output hence, since the solution (3.20) is discontinuous, more accurate results are obtained with the ZOTR, whilst the FOTR and the SOTR, although they achieve stability, they slightly oversmooth the retrieved solution.

### 3.6 Conclusions

In this chapter, the inverse problem of finding the time-dependent heat source together with the temperature of heat equation under non-local boundary and integral overdetermination conditions has been investigated. The general ill-posed problem, a numerical method based on the BEM combined with either the TSVD or the Tikhonov regularisation has been proposed. The TSVD has been truncated at the optimal truncation level given by the $L$-curve criterion and the discrepancy principle. Whereas the discrepancy principle for choosing the regularisation parameter with three orders of Tikhonov regularisation have also been employed. The numerical results were found to be accurate and stable. These features of the numerical solution increase with decreasing the amount of noise included in the input data and with increasing the order of regularisation for smooth sources. However, as expected, non-smooth sources are more accurately reconstructed by lower-order regularisation.


Figure 3.11: (a) The discrepancy principle curve, and the analytical (-) and numerical results of (b) $r(t)$, and (c) $u(0, t)$ obtained using the ZOTR for $p \in\{1(-$. $-), 3(\cdots), 5(---)\} \%$ noise with the regularisation parameters $\lambda_{\text {dis }}$ given in Table 3.2, for Example 2.

We have studied the nonlocal boundary and integral overdetermination condition for the inverse source problem for the heat equation. In the next chapter, we will subject these conditions to a coefficient identification problem for the bioheat equation.


Figure 3.12: (a) The discrepancy principle curve, and the analytical (-) and numerical results of (b) $r(t)$, and (c) $u(0, t)$ obtained using the FOTR for $p \in\{1(-$. $-), 3(\cdots), 5(---)\} \%$ noise with the regularisation parameters $\lambda_{\text {dis }}$ given in Table 3.2, for Example 2.


Figure 3.13: (a) The discrepancy principle curve, and the analytical (-) and numerical results of (b) $r(t)$, and (c) $u(0, t)$ obtained using the SOTR for $p \in\{1(-$. $-), 3(\cdots), 5(---)\} \%$ noise with the regularisation parameters $\lambda_{\text {dis }}$ given in Table 3.2, for Example 2.

## Chapter 4

## Determination of a Time-dependent Coefficient in the Bioheat Equation

### 4.1 Introduction

The bioheat equation establishes a mathematical connection between the tissue temperature and the arterial blood perfusion which are the dominant components in human physiology, see [55]. It involves a blood perfusion coefficient whose determination is of much interest, [53].

In the previous chapter, we have considered the identification of the time-dependent heat source $r(t)$ and the temperature $u(x, t)$ in the heat equation (3.1) with nonlocal boundary and integral conditions. In this chapter, we aim to find the time-dependent blood perfusion coefficient function $P(t)$ and the temperature of the tissue $u(x, t)$ entering the bioheat equation (4.1) below. The initial (3.2), nonlocal boundary (3.3) and integral (3.4) conditions are the same as in the previous chapter. We mention that timedependent coefficient identification problems with nonlocal boundary and/or integral overdetermination conditions have recently attracted revitalising interest, e.g. the reconstruction of a time-dependent diffusivity [27], a blood perfusion coefficient [23], or a heat source [18, 24].

The inverse problem investigated in this chapter has already been proved to be uniquely solvable in [33], but no numerical reconstruction has been attempted. Therefore, the purpose of this chapter is to devise a numerical stable method for obtaining the solution of the inverse problem.

### 4.2 Mathematical formulation

Let us consider the inverse problem consisting of finding the time-dependent blood perfusion coefficient function $P(t) \in C[0, T]$ and the temperature of the tissue $u(x, t) \in$ $C^{2,1}\left(D_{T}\right) \cap C^{1,0}\left(\bar{D}_{T}\right)$ satisfying the one-dimensional time-dependent bioheat equation, [33, 54],

$$
\begin{equation*}
u_{t}(x, t)=u_{x x}(x, t)-P(t) u(x, t)+f(x, t), \quad(x, t) \in D_{T}, \tag{4.1}
\end{equation*}
$$

where $f$ is a known heat source term and $L=1$ in the definition of $D_{T}$ in (1.1), subject to the following initial, boundary and overdetermination conditions:

$$
\begin{align*}
& u(x, 0)=u_{0}(x), \quad x \in[0,1]  \tag{4.2}\\
& u(0, t)=u(1, t), \quad u_{x}(0, t)+\alpha u(0, t)=0, \quad t \in[0, T]  \tag{4.3}\\
& \int_{0}^{1} u(x, t) d x=E(t), \quad t \in[0, T] \tag{4.4}
\end{align*}
$$

where the function $u_{0}$ is given and it denotes the initial temperature, $\alpha$ is a given constant heat transfer coefficient, and $E$ represents the mass or energy of the system. Note that the nonlocal periodic boundary condition (4.3) is encountered in biological applications, [41], whilst the mass/energy specification (4.4) models processes related to particle diffusion in turbulent plasma, [22], or heat conduction, [10]. The physical constraint that the blood perfusion $P(t)$ is positive can also be imposed, [37].

Note that the case $\alpha=0$ has been dealt with in [24]. Herein, we consider the case $\alpha \neq 0$ whose unique solvability and local continuous dependence of the solution upon
the data of the inverse problem (4.1)-(4.4) have been established in [33]. Moreover, the continuous dependence of the solution upon the data also was established, [21].

Consider now the following transformation, [11],

$$
\begin{equation*}
v(x, t)=r(t) u(x, t), \quad r(t)=\exp \left(\int_{0}^{t} P(\tau) d \tau\right) \tag{4.5}
\end{equation*}
$$

Then the inverse problem (4.1)-(4.3) becomes

$$
\begin{align*}
& v_{t}=v_{x x}+r(t) f(x, t), \quad(x, t) \in D_{T},  \tag{4.6}\\
& v(x, 0)=u_{0}(x), \quad x \in[0, t],  \tag{4.7}\\
& v(0, t)=v(1, t), \quad v_{x}(0, t)+\alpha v(0, t)=0, \quad t \in[0, T], \tag{4.8}
\end{align*}
$$

with the transformed integral condition

$$
\begin{equation*}
\int_{0}^{1} v(x, t) d x=E(t) r(t), \quad t \in[0, T] . \tag{4.9}
\end{equation*}
$$

We also have that $r \in C^{1}[0, T], r(0)=1, r(t)>0$, for $t \in[0, T]$. Solving the inverse problem (4.6)-(4.9) for the solution pair $(r(t), v(x, t))$ yields afterwards the solution pair $(P(t), u(x, t))$ for the inverse problem (4.1)-(4.4) as given by

$$
\begin{equation*}
P(t)=\frac{r^{\prime}(t)}{r(t)} \quad \text { and } \quad u(x, t)=\frac{v(x, t)}{r(t)}, \quad(x, t) \in D_{T} \tag{4.10}
\end{equation*}
$$

From equation (4.10) one can observe that the ill-posedness of the inverse problem consists of the numerical differentiation of the noisy function $r(t)$ which would need regularisation.

### 4.3 The boundary element method (BEM)

In this section, we apply the BEM to the one-dimensional inverse problem (4.6)-(4.9), in order to approximate the solution $(r(t), v(x, t))$ which in turn, via (4.10), leads to
the original solution $(P(t), u(x, t))$ of the inverse problem (4.1)-(4.4). Utilising the BEM is classical with the use of the fundamental solution for the heat equation and Green's identities. As introduced in Section 1.3, we then obtain the boundary integral equation

$$
\left.\left.\left.\begin{array}{rl}
\eta(x) v(x, t)= & \int_{0}^{t}
\end{array}\right] G(x, t, \xi, \tau) \frac{\partial v}{\partial n(\xi)}(\xi, \tau)-v(\xi, \tau) \frac{\partial G}{\partial n(\xi)}(x, t, \xi, \tau)\right]_{\xi \in\{0,1\}} d \tau\right]
$$

Using the same discretisation as in Chapters 1-3, then the integral equation above can be approximate as

$$
\begin{align*}
\eta(x) v(x, t)= & \sum_{j=1}^{N}\left[A_{0 j}(x, t) q_{0 j}+A_{L j}(x, t) q_{L j}-B_{0 j}(x, t) h_{0 j}-B_{L j}(x, t) h_{L j}\right] \\
& +\sum_{k=1}^{N_{0}} C_{k}(x, t) u_{0, k}+\sum_{j=1}^{N} D_{j}(x, t) r_{j} . \tag{4.12}
\end{align*}
$$

By applying the boundary condition (4.3), we obtain the system of $2 N$ linear equations, the same as in (3.9),

$$
\begin{equation*}
\left(A-\frac{1}{\alpha}\left(B+B^{*}\right)\right) \underline{\mathrm{q}}+C \underline{\mathbf{u}}_{0}+D \underline{\mathrm{r}}=\underline{0} . \tag{4.13}
\end{equation*}
$$

The transformed integral condition (4.9) can also be expressed, via the midpoint numerical integral approximation, as

$$
\begin{equation*}
\frac{1}{N_{0}} \sum_{k=1}^{N_{0}} v\left(\tilde{x}_{k}, \tilde{t}_{i}\right),=\int_{0}^{1} v\left(x, \tilde{t}_{i}\right) d x=E\left(\tilde{t}_{i}\right) r\left(\tilde{t}_{i}\right)=e_{i} r_{i}, \quad i=\overline{1, N} . \tag{4.14}
\end{equation*}
$$

By using the integral equation (4.12), via (4.13), and (4.14) as the same in Chapter 3 yields

$$
\begin{equation*}
\frac{1}{N_{0}} \sum_{k=1}^{N_{0}}\left[\left(A_{k}^{(1)}-\frac{1}{\alpha}\left(B_{k}^{(1)}+B_{k}^{(1)^{*}}\right)\right) \underline{\mathrm{q}}+C_{k}^{(1)} \underline{\mathrm{u}}_{0}+D_{k}^{(1)} \underline{\mathrm{r}}\right]=\mathrm{Er}, \tag{4.15}
\end{equation*}
$$

where $\mathrm{E}=\operatorname{diag}\left(\overline{e_{1}, e_{N}}\right)$. Eliminating $\underline{\mathrm{q}}$ from (4.13) and (4.15) yields a linear system of $N$ equations

$$
\begin{equation*}
X \underline{\mathrm{r}}=\underline{\mathrm{y}}, \tag{4.16}
\end{equation*}
$$

with $N$ unknowns, where

$$
\begin{aligned}
& X=\frac{1}{N_{0}} \sum_{k=1}^{N_{0}}\left[-\left(A_{k}^{(1)}-\frac{1}{\alpha}\left(B_{k}^{(1)}+B_{k}^{(1)^{*}}\right)\right)\left(A-\frac{1}{\alpha}\left(B+B^{*}\right)\right)^{-1} D+D_{k}^{(1)}\right]-\mathrm{E}, \\
& \underline{\mathrm{y}}=\frac{1}{N_{0}} \sum_{k=1}^{N_{0}}\left[\left(A_{k}^{(1)}-\frac{1}{\alpha}\left(B_{k}^{(1)}+B_{k}^{(1)^{*}}\right)\right)\left(A-\frac{1}{\alpha}\left(B+B^{*}\right)\right)^{-1} C-C_{k}^{(1)}\right] \underline{\mathrm{u}}_{0} .
\end{aligned}
$$

As we have mention before, this inverse problem is ill-posed, then we need to employ the regularisation in order to retrieve the stability of the solution which will be present in the next section.

### 4.4 Regularisation

In practical measurements, the data (4.4) is usually contaminated with noise. In order to model this, we perturb (4.4) with random noise as defined in (3.14), i.e. $\underline{E}^{\epsilon}=$ $\underline{\mathrm{E}}+\epsilon$. Then, from the contamination, it means that the left-hand side matrix $X$ is contaminated with noise, denoted by $X^{\epsilon}$, where

$$
\begin{equation*}
\epsilon \approx\left\|X^{\epsilon}-X\right\| . \tag{4.17}
\end{equation*}
$$

The norm of the matrix above is defined as the square root of the sum of squares of all its elements. Hence, instead of (4.16) we have to solve the following linear system of
equations:

$$
\begin{equation*}
X^{\epsilon} \underline{\underline{\mathrm{r}}}=\underline{\mathrm{y}} . \tag{4.18}
\end{equation*}
$$

When the noise is presented, we employ the Tikhonov regularisation, as described in Subsection 1.6.2, yielding the regularised solution

$$
\begin{equation*}
\underline{\mathrm{r}}_{\lambda}=\left(\left(X^{\epsilon}\right)^{\mathrm{T}} X^{\epsilon}+\lambda R^{\mathrm{T}} R\right)^{-1}\left(X^{\epsilon}\right)^{\mathrm{T}} \underline{\mathbf{y}} . \tag{4.19}
\end{equation*}
$$

where $\lambda \geq 0$ is a regularisation parameter to be prescribed and $R$ is a second-order derivative regularisation matrix given by, [57],

$$
R=\frac{1}{(T / N)^{2}}\left[\begin{array}{cccccc}
1 & -2 & 1 & 0 & 0 & \cdot  \tag{4.20}\\
0 & 1 & -2 & 1 & 0 & \cdot \\
0 & 0 & 1 & -2 & 1 & \cdot \\
. & \cdot & \cdot & . & \cdot & \cdot
\end{array}\right]
$$

Note that we have kept the multiple of $\frac{1}{(T / N)^{2}}$ to the regularisation matrix which is different from the regularisation matrix introduced in Subsection 1.6.2, this is in order to keep the scaling technique of the computation. In (4.19), the regularisation parameter can be selected according to the GCV criterion which chooses $\lambda>0$ as the minimum of the GCV function, see e.g. [63] and (1.35),

$$
\begin{equation*}
G C V(\lambda)=\frac{\left\|X^{\epsilon} \underline{\underline{r}}_{\lambda}-\underline{\mathrm{y}}\right\|^{2}}{\left[\operatorname{trace}\left(I-X^{\epsilon}\left(\left(X^{\epsilon}\right)^{\mathrm{T}} X^{\epsilon}+\lambda R^{\mathrm{T}} R\right)^{-1}\left(X^{\epsilon}\right)^{\mathrm{T}}\right)\right]^{2}} . \tag{4.21}
\end{equation*}
$$

The solution of the original inverse problem (4.1)-(4.4) can be obtained by substituting all approximate solutions $v, r$, and $r^{\prime}$ into (4.10). In order to obtain the solution $P(t)$, we also need to find the derivative function $r^{\prime}(t)$ which can be approximated using finite differences as

$$
\begin{equation*}
r^{\prime}\left(\tilde{t}_{1}\right)=\frac{r_{\lambda}\left(\tilde{t}_{1}\right)-1}{T /(2 N)}, \quad r^{\prime}\left(\tilde{t}_{i}\right)=\frac{r_{\lambda}\left(\tilde{t}_{i}\right)-r_{\lambda}\left(\tilde{t}_{i-1}\right)}{T / N}, \quad i=\overline{2, N} . \tag{4.22}
\end{equation*}
$$

In the next section, we will test numerical examples in order to illustrate the accuracy and stability of the BEM combined with the regularisation technique.

### 4.5 Numerical examples and discussion

This section presents two benchmark test examples in order to test the accuracy and stability of the BEM numerical procedure introduced earlier. The RMSE defined in (2.49) is also used here to evaluate the accuracy of the numerical results.

### 4.5.1 Example 1

We consider a benchmark test example with the input $T=1, \alpha=-1$ and

$$
\left\{\begin{array}{l}
u(x, 0)=u_{0}(x)=1+x-x^{2}, \quad f(x, t)=\left(3+x-x^{2}\right) e^{-t}  \tag{4.23}\\
\int_{0}^{1} u(x, t) d x=E(t)=7 e^{-t} / 6
\end{array}\right.
$$

Then the analytical solution of the problem (4.1)-(4.4) is given by

$$
\begin{equation*}
u(x, t)=\left(1+x-x^{2}\right) e^{-t}, \quad P(t)=2, \tag{4.24}
\end{equation*}
$$

whilst the analytical solution for the transformed problem (4.6)-(4.9) is

$$
\begin{equation*}
v(x, t)=\left(1+x-x^{2}\right) e^{t}, \quad r(t)=e^{2 t}, \tag{4.25}
\end{equation*}
$$

In this example, we present the numerical results obtained with a BEM mesh of $N=$ $N_{0}=40$.

We start first with the case of exact data, i.e. $p=0$. The numerical results for the unknowns $r(t), u(0, t), r^{\prime}(t)$, and $P(t)$ obtained using the straightforward inversion $\underline{\mathrm{r}}=X^{-1} \underline{\mathrm{y}}$, i.e. without regularisation $\lambda=0$ in (4.19), are compared with their corresponding analytic values $e^{2 t}, e^{-t}, 2 e^{2 t}$, and 2, in Figures 4.1(a)-4.1(d), respectively.


Figure 4.1: The analytical (-) and numerical (---) results of (a) $r(t)$, (b) $u(0, t)$, (c) $r^{\prime}(t)$, and (d) $P(t)$ obtained using no regularisation, i.e. $\lambda=0$, for exact data, for Example 1.

From Figure 4.1 it can be seen that all the quantities of interest are accurate.
Next we investigate the stability of the numerical solution with respect to some $p=1 \%$ noise included in the input energy data $E$, as mentioned in Section 4.4. The corresponding numerical results to Figure 4.1 (for exact data) are presented in Figure 4.2 (for noisy data). In Figures $4.2(a)$ and $4.2(b)$ the numerical results obtained for $r(t)$ and $u(0, t)$, respectively, are relatively accurate. However, the numerical results obtained for $r^{\prime}(t)$ and $P(t)=r^{\prime}(t) / r(t)$ shown in Figures 4.2(c) and 4.2(d), respectively, are highly unstable. This is because the differentiation of the noisy function $r(t)$, shown in Figure 4.2(a) with dashed line, using the finite differences (4.22)


Figure 4.2: The analytical (-) and numerical (- - ) results of (a) $r(t)$, (b) $u(0, t)$, (c) $r^{\prime}(t)$, and (d) $P(t)$ obtained using no regularisation, i.e. $\lambda=0$, for $p=1 \%$ noise, for Example 1.
is an unstable procedure. In order to deal with this instability one can employ the smoothing spline regularisation of [59], but this requires the knowledge of the discrepancy between the analytical and numerical values of $r(t)$ in Figure 4.2(a), which is not available if the analytical solution is not available. We shall elaborate in applying this technique later on for Example 2. Alternatively, we employ the second-order Tikhonov regularised solution (4.19) with the choice of the regularisation parameter given by the minimum point of the GCV function (4.21). This is plotted in Figure 4.3 for $p=1 \%$ noise and the minimum yields the value $\lambda_{G C V}=1.25 \times 10^{-5}$. With the value of $\lambda_{G C V}=1.25 \times 10^{-5}$, the solution (4.19) for $r(t)$ is plotted in Figure 4.4(a).

By comparing with the previous unregularised solution shown in Figure 4.2(a), one can now see that the obtained solution for $r(t)$ is indeed smooth. Then the process of numerical differentiation (4.22) is permitted and a stable approximation can be obtained, as shown in Figures 4.4(c) and 4.4(d). There are some inaccuracies manifested at the end points $t=0$ and 1 , but this is commonly observed elsewhere when using other stabilising techniques such as the mollification method or, the Tikhonov regularisation for the Fredholm integral equation of the first kind presented in detail in [56]. In Figure 4.4 we have also included for comparative purposes the numerical results obtained with the optimal value, in circle line ( $\circ \circ \circ$ ) of the regularisation parameter $\lambda_{\text {opt }}=1.05 \times 10^{-6}$ selected by the trail and error. The RMSE for $\lambda_{G C V}=1.25 \times 10^{-5}$ and $\lambda_{\text {opt }}=1.05 \times 10^{-6}$ for the numerical results presented in Figure 4.4(d) in comparison with the analytical solution, are 0.324 and 0.219 , respectively. Overall from Figure 4.4 it can be seen that there are not much differences between the numerical results obtained with the two values of the regularisation parameter. This confirms that the GCV criterion performs well in choosing a suitable regularisation parameter for obtaining a stable and accurate numerical solution.


Figure 4.3: The GCV function (4.21), obtained using the second-order Tikhonov regularisation for $p=1 \%$ noise, for Example 1.


Figure 4.4: The analytical (-) and numerical results of (a) $r(t)$, (b) $u(0, t)$, (c) $r^{\prime}(t)$, and (d) $P(t)$ obtained using the second-order Tikhonov regularisation with $\lambda_{G C V}=$ $1.25 \times 10^{-5}(-\cdot-)$ and $\lambda_{\text {opt }}=1.05 \times 10^{-6}(\circ \circ \circ)$, for $p=1 \%$ noise, for Example 1 .

### 4.5.2 Example 2

In the previous example, the BEM together with the second-order regularisation and finite differences has been used to solve the inverse problem for the bioheat equation (4.1)-(4.4). In this example we present the BEM together with a smoothing spline regularisation, to be utilised as another regularisation technique, for computing the first-order derivative of a noisy function, see [59]. We consider the inverse problem
(4.1)-(4.4) with the input $L=T=1, \alpha=-1$ and

$$
\left\{\begin{array}{l}
u_{0}(x)=x^{4}(1-x)^{3}, \quad E(t)=\frac{1}{280} e^{-\left(t+t^{2} / 2\right)}  \tag{4.26}\\
f(x, t)=6 x^{2}(x-1)\left(7 x^{2}-8 x+2\right) e^{-\left(t+t^{2} / 2\right)}
\end{array}\right.
$$

Then the solution of the transformed inverse problem (4.6)-(4.9) is given by

$$
\begin{equation*}
v(x, t)=x^{4}(1-x)^{3}, \quad r(t)=e^{t+t^{2} / 2} \tag{4.27}
\end{equation*}
$$

whereas the solution of the original inverse bioheat conduction problem (4.1)-(4.4) is

$$
u(x, t)=x^{4}(1-x)^{3} e^{-\left(t+t^{2} / 2\right)}, \quad P(t)=1+t
$$

From Figure 4.2(a) of the previous example, we have noticed that the numerical results for the perfusion coefficient $P(t)$ are highly oscillatory and unbounded because the numerical differentiation of a noisy function is an unstable procedure. For Example 1, we have used the second-order Tikhonov regularisation for solving the system of equations (4.19) and this resulted in a smooth approximation for the function $r(t)$, as shown in Figure 4.4(a). Alternatively, for Example 2 we investigate smoothing a posteriori the discrete noisy data $\underline{\underline{r}}$ obtained (without regularisation) like in Figure 4.2(a). This is applied as the smoothing spline technique of [59]. We are seeking therefore a smooth function $\mathfrak{r} \in C^{1}(\mathbb{R})$ with $\mathfrak{r}^{\prime \prime} \in L^{2}(\mathbb{R})$ which minimises the secondorder Tikhonov regularisation functional

$$
\begin{equation*}
\mathcal{I}_{\Lambda}(\mathfrak{r}):=\frac{T}{N} \sum_{j=1}^{N}\left(\mathfrak{r}\left(\tilde{t}_{j}\right)-\hat{r}_{j}\right)^{2}+\Lambda\left\|\mathfrak{r}^{\prime \prime}\right\|_{L^{2}(\mathbb{R})}^{2} \tag{4.28}
\end{equation*}
$$

where $\Lambda \geq 0$ is a regularisation parameter to be prescribed and

$$
\begin{equation*}
\underline{\hat{\mathbf{r}}}=\left(\hat{r}_{j}\right)_{j=\overline{1, N}}=\left(X^{\epsilon}\right)^{-1} \underline{\mathbf{y}}, \tag{4.29}
\end{equation*}
$$



Figure 4.5: The analytical (-) and numerical results of (a) $r(t)$, (b) $u(0, t)(t)$, (c) $r^{\prime}(t)$, and (d) $P(t)$ obtained using no regularisation in (4.31), i.e. $\Lambda=0$, for exact data ( $\circ \circ \circ$ ) and for $p=1 \%$ noisy data ( $-\cdot-$ ), for Example 2.
obtained from Figure 4.2(a). We further approximate the function $\mathfrak{r}$ using cubic splines as

$$
\begin{equation*}
\mathfrak{r}(t)=d_{1}+d_{2} t+\sum_{j=1}^{N} c_{j}\left|t-\tilde{t}_{j}\right|^{3}, \tag{4.30}
\end{equation*}
$$

where the coefficients $\left(c_{j}\right)_{j=\overline{1, N}}$ and $\left(d_{j}\right)_{j=\overline{1,2}}$ satisfy the conditions (4.31) and (4.32) below. Inserting (4.30) into (4.28) and minimising the resulting expression with respect to the coefficients $\left(c_{j}\right)_{j=\overline{1, N}}$ and $\left(d_{j}\right)_{j=\overline{1,2}}$ yields the following system of $(N+2)$
equations with $(N+2)$ unknowns, [59],

$$
\begin{align*}
\mathfrak{r}_{\Lambda}\left(\tilde{t}_{j}\right)+12 \Lambda N c_{j} & =\hat{r}_{j}, \quad j=\overline{1, N},  \tag{4.31}\\
\sum_{j=1}^{N} c_{j}=\sum_{j=1}^{N} c_{j} t_{j} & =0 \tag{4.32}
\end{align*}
$$

By solving the system of equations (4.31) and (4.32) we obtain the coefficients $\left(c_{j}\right)_{j=\overline{1, N}}$ and $\left(d_{j}\right)_{j=\overline{1,2}}$, and therefore the expression for the smooth function $\mathfrak{r}$, given by (4.30). By differentiating this expression with respect to $t$ we obtain the first-order derivative $\mathfrak{r}^{\prime}(t)$ given by

$$
\begin{equation*}
\mathfrak{r}^{\prime}(t)=d_{2}+3 \sum_{j=1}^{N} c_{j}\left(t-\tilde{t}_{j}\right)^{2} \operatorname{sign}\left(t-\tilde{t}_{j}\right) \tag{4.33}
\end{equation*}
$$

where $\operatorname{sign}(\cdot)$ is the signum function. This derivative $\mathfrak{r}^{\prime}(t)$ is presented as $r^{\prime}(t)$ in (4.27). From (4.31), one can observe that if $\Lambda=0$ then $\mathfrak{r}_{0}\left(\tilde{t}_{i}\right)=\hat{r}\left(\tilde{t}_{i}\right)$ for $i=\overline{1, N}$. In the case of exact data actually one can take $\Lambda=0$, but for noisy data taking $\Lambda=0$ produces a highly unbounded and oscillatory solution for $r^{\prime}(t)$ and $P(t)$, as shown in Figures 4.5(c) and 4.5(d). For noisy data, reference [59] suggests the a priori choice

$$
\begin{equation*}
\Lambda=\frac{T}{N} \sum_{j=1}^{N}\left(r_{e x a c t, j}-\hat{r}_{j}\right)^{2}, \tag{4.34}
\end{equation*}
$$

where $r_{\text {exact }, j}=r_{\text {exact }}\left(\tilde{t}_{j}\right)$ represents an analytical solution $r$, given by (4.27), at time $\tilde{t}_{j}$ for $j=\overline{1, N}$. For $p=1 \%$ noise, we have $\Lambda \approx 8 \times 10^{-3}$. The numerical results for $r^{\prime}(t)$ and $P(t)$ obtained using the smoothing spline regularisation technique with this choice of $\Lambda$ oversmoothes the exact solution, as shown in Figure 4.6 in dash-dot line (- - -). However, the Morozov's discrepancy principle [40] based on the a posteriori choice of $\Lambda$ such that

$$
\begin{equation*}
\frac{T}{N} \sum_{j=1}^{N}\left(\mathfrak{r}_{\Lambda}\left(\tilde{t}_{j}\right)-\hat{r}_{j}\right)^{2} \approx \frac{T}{N} \sum_{j=1}^{N}\left(r_{\text {exact }, j}-\hat{r}_{j}\right)^{2} \tag{4.35}
\end{equation*}
$$

produces $\Lambda_{d i s}=7 \times 10^{-5}$ which yields more accurate approximations, as also shown


Figure 4.6: The analytical (-) and numerical results of (a) $r^{\prime}(t)$ and (b) $P(t)$ obtained using the smoothing spline regularisation with $\Lambda_{\text {dis }}=7 \times 10^{-5}(\circ \circ \circ)$ and $\Lambda=8 \times 10^{-3}$ $(-\cdot)$, as defined in (4.34), for $p=1 \%$ noise, for Example 2.
in Figure 4.6 in circle line ( $\circ \circ \circ$ ).
Finally, although not illustrated, it is reported that for higher amounts of noise the numerical reconstructions are less stable.

### 4.6 Conclusions

The inverse problem of finding a time-dependent blood perfusion coefficient for the bioheat equation with nonlocal boundary conditions and mass/energy specification has been investigated. The inverse problem has been transformed to an inverse heat source problem with an unknown term present in the integral over-determination condition. The numerical discretisation was based on the BEM together with the Tikhonov regularisation and the GCV for the choice of the regularisation parameter. We have also applied the smoothing spline technique for differentiating a noisy function with a priori and a posteriori choices of the regularisation parameters. For a couple of typical benchmark test examples, accurate and stable numerical solutions have been obtained.

Chapter 5.

## Chapter 5

## Determination of a Time-dependent Heat Source with a Dynamic Boundary Condition

### 5.1 Introduction

In the Chapters 3 and 4, we have considered inverse time-dependent source problems for the heat equation with various types of conditions such as integral, local or nonlocal. In the present chapter, we consider yet another reconstruction of a time-dependent heat source with the integral over-determination measurement of the thermal energy of the system and a new dynamic-type boundary condition. This model can be used in heat transfer and diffusion processes with a time-dependent source parameter to be determined. Also, in acoustic scattering or damage corrosion the new dynamic-type boundary condition (5.4) below is also known as a generalised impedance boundary condition, [4-7].

The well-posedness of the inverse problem studied in this chapter was established in [19], and we aim to obtain the numerical solution by using the BEM together with a regularisation method.

This chapter is organised as follows. In Section 5.2, the mathematical formulation of the inverse problem is described. The numerical discretisation of the problem based on the BEM is described in Section 5.3. Section 5.4 discusses numerical results obtained for three of benchmark test examples and emphasises the importance of employing the Tikhonov regularisation with the choice of regularisation parameter based on either the GCV criterion or the discrepancy principle, in order to achieve a stable numerical solution. Finally, Section 5.5 presents the conclusions of the chapter.

### 5.2 Mathematical formulation

Consider the following initial-boundary value problem of finding the time-depending heat source $r(t) \in C([0, T])$ and the temperature $u(x, t) \in C^{2,1}\left(D_{T}\right) \cap C^{1,0}\left(\bar{D}_{T}\right)$ which satisfy the heat equation:

$$
\begin{equation*}
u_{t}=u_{x x}+r(t) f(x, t), \quad(x, t) \in \bar{D}_{T}, \tag{5.1}
\end{equation*}
$$

where $L=1$ in the definition of $D_{T}$ in (1.1), subject to the initial condition (1.7), namely

$$
\begin{equation*}
u(x, 0)=u_{0}(x), \quad x \in[0,1], \tag{5.2}
\end{equation*}
$$

and the boundary conditions

$$
\begin{align*}
& u(0, t)=0, \quad t \in(0, T]  \tag{5.3}\\
& a u_{x x}(1, t)+\alpha u_{x}(1, t)+b u(1, t)=0, \quad t \in(0, T] \tag{5.4}
\end{align*}
$$

where $f$ and $u_{0}$ are given functions and $a, b, \alpha$ are given numbers not simultaneously equal to zero. The well-posedness of this direct problem was established in [34].

Taking into account the equation (5.1) at $x=1$, the boundary condition (5.4)
becomes

$$
\begin{equation*}
a u_{t}(1, t)+\alpha u_{x}(1, t)+b u(1, t)=a r(t) f(1, t), \quad t \in(0, T] . \tag{5.5}
\end{equation*}
$$

In order to add further physics to the problem, we mention that the boundary condition (5.5) is observed in the process of cooling of a thin solid bar one end of which is placed in contact with a fluid [36]. Another possible application of such type of boundary condition is announced in [9, p.79], as this boundary condition represents a boundary reaction in diffusion of a chemical. We finally mention that we have also previously encountered the dynamic boundary condition (5.5) when modelling a transient flow pump experiment in a porous medium [39].

When the function $r(t)$ for $t \in[0, T]$ is unknown, the inverse problem formulates as a problem of finding a pair of functions $(r(t), u(x, t))$ which satisfy the equation (5.1), initial condition (5.2), the boundary conditions (5.3) and (5.4) (or (5.5)), and the energy/mass overdetermination measurement

$$
\begin{equation*}
\int_{0}^{1} u(x, t) d x=E(t), \quad t \in[0, T] . \tag{5.6}
\end{equation*}
$$

This overdetermination condition is encountered in modelling applications related to particle diffusion in turbulent plasma, as well as in heat conduction problems in which the law of variation $E(t)$ of the total energy of heat in a rod is given, [22].

If we let $u(x, t)$ represent the temperature distribution, then the above-mentioned inverse problem can be regarded as a source control problem. The source control parameter $r(t)$ needs to be determined from the measurement of the thermal energy $E(t)$.

Denote $\Phi_{n_{0}}^{4}[0,1]:=\left\{\phi(x) \in C^{4}[0,1] ; \phi(0)=\phi^{\prime \prime}(0)=0, \phi(1)=\phi^{\prime}(1)=\right.$ $\left.\phi^{\prime \prime}(1)=\phi^{\prime \prime \prime}(1)=0, \int_{0}^{1} \phi(x) y_{n_{0}}(x) d x=0\right\}$, where $\left(y_{n}\right)_{n \geq 0}$ denote the eigenfunctions
of the spectral problem

$$
\left\{\begin{array}{l}
y^{\prime \prime}(x)+\mu y(x)=0, \quad x \in[0,1]  \tag{5.7}\\
y(0)=0 \\
(a \mu-b) y(1)=\alpha y^{\prime}(1),
\end{array}\right.
$$

where its eigenvalue $\mu_{n}$ and eigenfunctions $y_{n}(x)$, for $n=0,1,2, \ldots$, have the following asymptotic behavior:

$$
\sqrt{\mu_{n}}=\pi n+O\left(\frac{1}{n}\right), \quad y_{n}(x)=\sin (\pi n x)+O\left(\frac{1}{n}\right)
$$

for sufficiently large $n$. The following theorem proved in [19] established the existence of a unique solution of the inverse problem (5.1)-(5.3), (5.5) and (5.6).

Theorem 5.2.1 Let $a \alpha>0$ and assume that the following conditions are satisfied:
$\left(A_{1}\right) u_{0}(x) \in \Phi_{n_{0}}^{4}[0,1] ;$
$\left(A_{2}\right) E(t) \in C^{1}[0, T] ; E(0)=\int_{0}^{1} u_{0}(x) d x ;$
$\left(A_{3}\right) f(x, t) \in C\left(\bar{D}_{T}\right) ; f(\cdot, t) \in \Phi_{n_{0}}^{4}[0,1], \forall t \in[0, T] ;$ and $\int_{0}^{1} f(x, t) d x \neq 0, \forall t \in$ $[0, T] ;$

Then the inverse problem (5.1)-(5.3), (5.5) and (5.6) has a unique solution $(r(t), u(x, t)) \in$ $C[0, T] \times\left(C^{2,1}\left(D_{T}\right) \cap C^{2,0}\left(\bar{D}_{T}\right)\right)$. Moreover, $u(x, t) \in C^{2,1}\left(\bar{D}_{T}\right)$.

Although the inverse problem is uniquely solvable, it is still ill-posed since small errors in the input data (5.6) cause large errors in the input source $r(t)$.

In the next section we will describes the discretisation of the inverse problem using the BEM, whilst Section 5.4 will discuss the regularisation of the numerical solution.

### 5.3 Boundary element method (BEM)

In this section, we explain the numerical procedure for discretising the inverse problem (5.1)-(5.3), (5.5) and (5.6) by using the BEM. As introduced in Section 1.3, the use of BEM recasts the heat equation (5.1) in the boundary integral form (3.5). Using the same discretisation as described in Chapters 2-4, and applying the boundary condition (5.3), the boundary integral equation (3.5) becomes

$$
\begin{align*}
\eta(x) u(x, t)= & \sum_{j=1}^{N}\left[A_{0 j}(x, t) q_{0 j}+A_{L j}(x, t) q_{l j}-B_{L j}(x, t) h_{L j}\right] \\
& +\sum_{k=1}^{N_{0}} C_{k}(x, t) u_{0, k}+\sum_{j=1}^{N} D_{j}(x, t) r_{j}, \quad(x, t) \in[0,1] \times(0, T] . \tag{5.8}
\end{align*}
$$

On applying the BEM and the boundary condition (5.3), we obtain the system of $2 N$ linear equations,

$$
\begin{equation*}
A_{0} \underline{\mathrm{q}}_{0}+A_{L} \underline{\mathrm{q}}_{L}-B_{L} \underline{\mathrm{~h}}_{L}+C \underline{\mathrm{u}}_{0}+D \underline{\mathrm{r}}=\underline{0} . \tag{5.9}
\end{equation*}
$$

In order to apply the boundary condition (5.5) we need to approximate the timederivative $u_{t}(1, t)$ by using finite differences. For this, we use the $O\left(h^{2}\right)$ finite difference formulae

$$
\left\{\begin{array}{l}
u_{t}\left(1, \tilde{t}_{1}\right)=\frac{u\left(1, \tilde{t}_{2}\right) / 3+u\left(1, \tilde{t}_{1}\right)-4 u_{0}(1) / 3}{h} \\
u_{t}\left(1, \tilde{t}_{2}\right)=\frac{5 u\left(1, \tilde{t}_{2}\right) / 3-3 u\left(1, \tilde{t}_{1}\right)+4 u_{0}(1) / 3}{h} \\
u_{t}\left(1, \tilde{t}_{i}\right)=\frac{3 u\left(1, \tilde{t}_{i}\right) / 2-2 u\left(1, \tilde{t}_{i-1}\right)+u\left(1, \tilde{t}_{i-2}\right) / 2}{h}, \quad i=\overline{3, N}
\end{array}\right.
$$

where the step size $h=T / N$ and $\tilde{t}_{i}=\frac{t_{i-1}+t_{i}}{2}$ as defined in Chapter 1. Applying the expressions above into the boundary condition (5.5) yields the linear system of $N$
equations as follows:

$$
\left\{\begin{array}{l}
\frac{a}{h} u\left(1, \tilde{t}_{1}\right)+\frac{a}{3 h} u\left(1, \tilde{t}_{2}\right)+b u\left(1, \tilde{t}_{1}\right)=\operatorname{ar}\left(\tilde{t}_{1}\right) f\left(1, \tilde{t}_{1}\right)+\frac{4 a}{3 h} u_{0}(1)-\alpha u_{x}\left(1, \tilde{t}_{1}\right), \\
-\frac{3 a}{h} u\left(1, \tilde{t}_{1}\right)+\frac{5 a}{3 h} u\left(1, \tilde{t}_{2}\right)+b u\left(1, \tilde{t}_{2}\right)=\operatorname{ar}\left(\tilde{t}_{2}\right) f\left(1, \tilde{t}_{2}\right)-\frac{4 a}{3 h} u_{0}(1)-\alpha u_{x}\left(1, \tilde{t}_{2}\right), \\
\frac{a}{2 h} u\left(1, \tilde{t}_{i-2}\right)-\frac{2 a}{h} u\left(1, \tilde{t}_{i-1}\right)+\frac{3 a}{2 h} u\left(1, \tilde{t}_{i}\right)+b u\left(1, \tilde{t}_{i}\right)=\operatorname{ar}\left(\tilde{t}_{i}\right) f\left(1, \tilde{t}_{i}\right)-\alpha u_{x}\left(1, \tilde{t}_{i}\right),
\end{array}\right.
$$

for $i=\overline{3, N}$. This system can be rewritten as

$$
\begin{equation*}
\mathrm{Sb}_{L}=\mathrm{Fr}+\underline{\underline{\mathrm{u}}}_{0}-\alpha \underline{\mathrm{q}}_{L}, \tag{5.10}
\end{equation*}
$$

where $\mathrm{F}=\operatorname{diag}\left(a f\left(1, \tilde{t}_{1}\right), \ldots, a f\left(1, \tilde{t}_{N}\right)\right)$, and
$\mathrm{S}=\left[\begin{array}{cccc}a / h+b & a / 3 h & 0 & \cdot \\ -3 a / h & 5 a / 3 h+b & 0 & \cdot \\ a / 2 h & -2 a / h & 3 a / 2 h+b & \cdot \\ \cdot & \cdot & \cdot & \cdot \\ 0 & a / 2 h & -2 a / h & 3 a / 2 h+b\end{array}\right]_{N \times N} \quad, \quad \tilde{\underline{\underline{u}}}_{0}=\left[\begin{array}{c}4 a u_{0}(1) / 3 h \\ -4 a u_{0}(1) / 3 h \\ 0 \\ \cdot \\ 0\end{array}\right]_{N}$.
Assuming $\alpha \neq 0$, eliminating $\underline{\mathrm{q}}_{L}$ can be done by applying the derived matrix form of (5.10), i.e.

$$
\begin{equation*}
\underline{\mathrm{q}}_{L}=\frac{1}{\alpha}\left(\mathrm{Fr}+\underline{\tilde{\mathbf{u}}}_{0}-\mathrm{Sh}_{L}\right), \tag{5.11}
\end{equation*}
$$

into (5.9), this gives (5.9) and (5.10) results as

$$
\left[\begin{array}{l}
\underline{\mathbf{h}}_{L}  \tag{5.12}\\
\underline{\mathrm{q}}_{0}
\end{array}\right]=\left[\left.\left(\frac{1}{\alpha} A_{L} \mathrm{~S}+B_{L}\right) \right\rvert\,-A_{0}\right]^{-1}\left(\frac{1}{\alpha} A_{L} \mathrm{Fr}+\frac{1}{\alpha} A_{L} \underline{\tilde{\mathbf{u}}}_{0}+C \underline{\mathrm{u}}_{0}+D \underline{\mathrm{r}}\right),
$$

where the invertible matrix $\left[\left.\left(\frac{1}{\alpha} A_{L} \mathrm{~S}+B_{L}\right) \right\rvert\,-A_{0}\right]$ is a $2 N \times 2 N$ matrix formed with the $2 N \times N$ block matrices $\left(\frac{1}{\alpha} A_{L} \mathrm{~S}+B_{L}\right)$ and $-A_{0}$ separated by the vertical line.

Next, we collocate the over-determination condition (5.6) by using the midpoint
numerical integration approximation as same as in (3.11). Then the expression (5.8) at $\left(\tilde{x}_{k}, \tilde{t}_{i}\right)$, can be rewritten as

$$
\begin{equation*}
\frac{1}{N_{0}} \sum_{k=1}^{N_{0}}\left[A_{0, k}^{(1)} \underline{q}_{0}+A_{L, k}^{(1)} \underline{q}_{L}-B_{L, k}^{(1)} \underline{\mathrm{h}}_{L}+C_{k}^{(1)} \underline{\mathrm{u}}_{0}+D_{k}^{(1)} \underline{\mathrm{r}}\right]=\underline{\mathrm{E}}, \tag{5.13}
\end{equation*}
$$

where

$$
\begin{aligned}
& A_{0, k}^{(1)}=\left[A_{0 j}\left(\tilde{x}_{k}, \tilde{t}_{i}\right)\right]_{N \times N}, \quad A_{L, k}^{(1)}=\left[A_{L j}\left(\tilde{x}_{k}, \tilde{t}_{i}\right)\right]_{N \times N}, \quad B_{L, k}^{(1)}=\left[B_{L j}\left(\tilde{x}_{k}, \tilde{t}_{i}\right)\right]_{N \times N}, \\
& C_{k}^{(1)}=\left[C_{l}\left(\tilde{x}_{k}, \tilde{t}_{i}\right)\right]_{N \times N_{0}}, \quad D_{k}^{(1)}=\left[D_{j}\left(\tilde{x}_{k}, \tilde{t}_{i}\right)\right]_{N \times N}, \quad k, l=\overline{1, N_{0}}, i, j=\overline{1, N} .
\end{aligned}
$$

When the boundary condition (5.3) is applied, the expression (5.13) can be, via (5.11), rewritten as

$$
\begin{equation*}
\frac{1}{N_{0}} \sum_{k=1}^{N_{0}}\left[A_{0, k}^{(1)} \mathrm{q}_{0}+\frac{1}{\alpha} A_{L, k}^{(1)}\left(\mathrm{F} \underline{\mathbf{r}}+\underline{\tilde{u}}_{0}-\mathrm{S}_{\underline{\mathrm{h}}}^{L}\right)-B_{L, k}^{(1)} \underline{\mathrm{h}}_{L}+C_{k}^{(1)} \underline{\mathrm{u}}_{0}+D_{k}^{(1)} \underline{\mathrm{r}}\right]=\underline{\mathrm{E}} . \tag{5.14}
\end{equation*}
$$

Finally, eliminating $\underline{\mathrm{q}}_{0}$ and $\underline{\mathrm{h}}_{L}$ between (5.12) and (5.14), the unknown discretised source $\underline{r}$ can be found by solving the $N \times N$ linear system of equations

$$
\begin{equation*}
X \underline{\mathrm{r}}=\underline{\mathrm{y}}, \tag{5.15}
\end{equation*}
$$

where

$$
\begin{aligned}
& X=\frac{1}{N_{0}} \sum_{k=1}^{N_{0}}\left\{\left[\left.\left(\frac{1}{\alpha} A_{L, k}^{(1)} \mathrm{S}+B_{L, k}^{(1)}\right) \right\rvert\,-A_{0, k}^{(1)}\right]\left[\left.\left(\frac{1}{\alpha} A_{L} \mathrm{~S}+B_{L}\right) \right\rvert\,-A_{0}\right]^{-1}\right. \\
&\left.\times\left(\frac{1}{\alpha} A_{L} \mathrm{~F}+D\right)-\left(\frac{1}{\alpha} A_{L, k}^{(1)} \mathrm{F}+D_{k}^{(1)}\right)\right\} \\
& \underline{\mathrm{y}}=\frac{1}{N_{0}} \sum_{k=1}^{N_{0}}\left\{C_{k}^{(1)} \underline{\mathrm{u}}_{0}+\frac{1}{\alpha} A_{L, k}^{(1)} \tilde{\mathbf{u}}_{0}-\left[\left.\left(\frac{1}{\alpha} A_{L, k}^{(1)} \mathrm{S}+B_{L, k}^{(1)}\right) \right\rvert\,-A_{0, k}^{(1)}\right]\right. \\
&\left.\times\left[\left.\left(\frac{1}{\alpha} A_{L} \mathrm{~S}+B_{L}\right) \right\rvert\,-A_{0}\right]^{-1}\left(C \underline{u}_{0}+\frac{1}{\alpha} A_{L} \tilde{\underline{\mathbf{u}}}_{0}\right)\right\}-\underline{\mathrm{E}}
\end{aligned}
$$

As we have mentioned previously the inverse problem under investigation is illposed, and consequently, the system of equation (5.15) is ill-conditioned. In the next section, we will discuss the regularisation of the numerical solution together with choices of regularisation parameter based on either the GCV criterion or the discrepancy principle.

### 5.4 Numerical examples and discussion

This section presents three benchmark test examples with smooth and non-smooth continuous source functions in order to test the accuracy of the BEM numerical procedure introduced earlier in Section 5.3. In order to illustrate the accuracy of the numerical results, the RMSE defined in (2.49) is also used here.

### 5.4.1 Example 1

In the first example, we consider the case of smooth continuous unknown source function, given by the analytical solution

$$
\begin{equation*}
u(x, t)=x^{2} e^{t}, \quad r(t)=e^{t} \tag{5.16}
\end{equation*}
$$

for the inverse problem (5.1)-(5.3), (5.5) and (5.6) with the input data $T=1, a=\alpha=$ $1, b=-4$,

$$
\begin{equation*}
u(x, 0)=u_{0}(x)=x^{2}, \quad f(x, t)=x^{2}-2 \tag{5.17}
\end{equation*}
$$

The direct problem (5.1)-(5.3) and (5.5), when $r(t)=e^{t}$ is known, is considered first with $N=N_{0} \in\{20,40,80\}$ obtained by (5.11), (5.12) and (5.13), and the RMSE results are shown in Table 5.1. From this table it can be concluded that the BEM numerical solution is convergent to the corresponding exact values

$$
\begin{equation*}
u(1, t)=e^{t}, \quad u_{x}(0, t)=0, \quad u_{x}(1, t)=2 e^{t}, \quad E(t)=e^{t} / 3 \tag{5.18}
\end{equation*}
$$

for $t \in[0,1]$, as the number of boundary elements increases.
Table 5.1: The RMSE for $u(1, t), u_{x}(0, t), u_{x}(1, t)$ and $E(t)$ obtained using the BEM for the direct problem with $N=N_{0} \in\{20,40,80\}$, for Example 1.

| $N=N_{0}$ | RMSE |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $u(1, t)$ | $u_{x}(0, t)$ | $u_{x}(1, t)$ | $E(t)$ |
| 20 | $6.43 \mathrm{E}-3$ | $2.79 \mathrm{E}-3$ | $8.85 \mathrm{E}-3$ | $2.65 \mathrm{E}-3$ |
| 40 | $2.20 \mathrm{E}-3$ | $9.68 \mathrm{E}-4$ | $2.98 \mathrm{E}-3$ | $9.07 \mathrm{E}-4$ |
| 80 | $7.46 \mathrm{E}-4$ | $3.32 \mathrm{E}-4$ | $1.00 \mathrm{E}-3$ | $3.08 \mathrm{E}-4$ |

Next, we consider the inverse problem (5.1)-(5.3), (5.5) and (5.6) and we use the BEM with $N=N_{0}=40$ for solving the resulting system of equations (5.15). Figure 5.1 displays the analytical and numerical results of $r(t), u(1, t), u_{x}(0, t)$, and $u_{x}(1, t)$ and very good agreement can be observed.

In practice, the contamination of measured data by unplanned error is unavoidable. Thus we add noise to the input energy data $E(t)$ in (5.6) in order to test the stability of the solution. Here, the perturbed input data $\underline{E}^{\epsilon}$ is defined as same as described in (3.14), with the standard deviation $\sigma=\frac{e p}{3}$ and $p \in\{1,3,5\} \%$. This perturbation means that the known right-hand side vector y of the linear system (5.15) is contaminated with noise, denoted as $\underline{y}^{\epsilon}$. Then, when noise is present, we have to solve the following system of linear equations instead of (5.15):

$$
\begin{equation*}
X \underline{\mathrm{r}}=\underline{\mathrm{y}}^{\epsilon} . \tag{5.1}
\end{equation*}
$$

Initially, we have tried to solve the above disturbed system (5.19) with $p=1 \%$ noise in the input data (5.6) by using the straightforward inversion of (5.19), i.e. $\underline{\mathrm{r}}=X^{-1} \mathrm{y}^{\epsilon}$, illustrated in Figure 5.2. From this figure it can be seen that the numerical solutions for $r(t), u_{x}(0, t)$ and $u_{x}(1, t)$ shown by the dash-dot line $(-\cdot-)$ are unstable. However, the result for $u(1, t)$ seems to remain stable.

To overcome this instability, we employ the Tikhonov regularisation method as described in (1.34) with a second-order differential regularisation matrix in (4.20). As happened previously with some of our investigations in Chapters 2 and 3, we report that


Figure 5.1: The analytical (-) and numerical results (---) of (a) $r(t)$, (b) $u(1, t)$, (c) $u_{x}(0, t)$, and (d) $u_{x}(1, t)$ for exact data, for Example 1.
the second-order Tikhonov regularisation has produced more accurate results than the zeroth- or first-order regularisation and therefore, only the numerical results obtained using the former regularisation are illustrated in this section.

A popular method for choosing the regularisation parameter is the GCV criterion which is based on the minimisation technique, as we have detailed in Section 1.6. For $p=1 \%$ noise, this minimisation yields the minimum point of the GCV function (1.35) occurring at $\lambda_{G C V}=4.3 \mathrm{E}-6$. Then the numerical results obtained using the Tikhonov regularisation with this value of $\lambda_{G C V}$, illustrated by circles ( $\circ \circ \circ$ ) in Figure 5.2, show that accurate and stable numerical solutions are achieved.

Next, we increase to $p=3 \%$ and $5 \%$ the percentage of noise. Figure 5.3 presents


Figure 5.2: The analytical (-) and numerical results of (a) $r(t)$, (b) $u(1, t)$, (c) $u_{x}(0, t)$, and (d) $u_{x}(1, t)$ obtained using the straightforward inversion $(-\cdot-)$ with no regularisation, and the second-order Tikhonov regularisation ( $\circ \circ \circ$ ) with the regularisation parameter $\lambda=4.3 \mathrm{E}-6$ suggested by the GCV method, for $p=1 \%$ noise, for Example 1.
the analytical and numerical results obtained using the second-order Tikhonov regularisation with the regularisation parameter suggested by the GCV method, namely $\lambda_{G C V}=7.4 \mathrm{E}-6$ for $p=3 \%$, and $\lambda_{G C V}=2.7 \mathrm{E}-5$ for $p=5 \%$. From this figure one can observe that stable and accurate results for $r(t), u(1, t), u_{x}(0, t)$ and $u_{x}(1, t)$ with $p=3 \%$ noise are attained, whereas the numerical results for $p=5 \%$ noisy input are rather inaccurate, but they remain stable. For completeness, the RMSE errors are displayed in Table 5.2.


Figure 5.3: The analytical (-) and numerical results of (a) $r(t)$, (b) $u(1, t)$, (c) $u_{x}(0, t)$, and (d) $u_{x}(1, t)$ obtained using the second-order Tikhonov regularisation with the regularisation parameter suggested by the GCV method, for $p=3 \%(\cdots)$ and $p=5 \%(---)$, for Example 1 .

### 5.4.2 Example 2

The previous example possessed an analytical solution being explicitly available; however the source function $f(x, t)$ chosen did not satisfy the condition in $\left(A_{3}\right)$ of Theorem 5.2.1 that $f \in \Phi_{n_{0}}^{4}[0,1]$. Therefore, in this subsection we aim to construct an example for which the conditions of existence and uniqueness of solution of Theorem 5.2.1 are satisfied. We choose $T=1, a=\alpha=1, b=0$ and $u_{0}(x)=0$.

In the case $a=\alpha=1, b=0$ the problem (5.7) has the eigenvalues $\mu_{n}=\nu_{n}^{2}$, where $\nu_{n}$ are the positive roots of the transcendental equation $\nu \sin (\nu)=\cos (\nu)$. The

Table 5.2: The regularisation parameters $\lambda$ and the RMSE for $r(t), u(1, t), u_{x}(0, t)$ and $u_{x}(1, t)$, obtained using the BEM with $N=N_{0}=40$ combined with the second-order Tikhonov regularisation for $p \in\{0,1,3,5\} \%$ noise, for Example 1.

| $p$ | parameter | RMSE |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\lambda$ | $r(t)$ | $u(1, t)$ | $u_{x}(0, t)$ | $u_{x}(1, t)$ |
| 0 | 0 | $4.16 \mathrm{E}-3$ | $2.47 \mathrm{E}-4$ | $1.20 \mathrm{E}-3$ | $8.85 \mathrm{E}-4$ |
| $1 \%$ | 0 | 2.70 | $1.72 \mathrm{E}-2$ | $1.12 \mathrm{E}-1$ | $2.64 \mathrm{E}-1$ |
| $1 \%$ | $\lambda_{G C V}=4.3 \mathrm{E}-6$ | $1.73 \mathrm{E}-2$ | $2.57 \mathrm{E}-3$ | $8.92 \mathrm{E}-3$ | $5.47 \mathrm{E}-3$ |
| $3 \%$ | 0 | 5.21 | $4.13 \mathrm{E}-2$ | $3.51 \mathrm{E}-1$ | $5.02 \mathrm{E}-1$ |
| $3 \%$ | $\lambda_{G C V}=7.4 \mathrm{E}-6$ | $3.32 \mathrm{E}-2$ | $9.73 \mathrm{E}-3$ | $1.97 \mathrm{E}-2$ | $2.25 \mathrm{E}-2$ |
| $5 \%$ | 0 | 4.74 | $5.51 \mathrm{E}-2$ | $4.64 \mathrm{E}-1$ | $4.54 \mathrm{E}-1$ |
| $5 \%$ | $\lambda_{G C V}=2.7 \mathrm{E}-5$ | $1.95 \mathrm{E}-1$ | $4.63 \mathrm{E}-2$ | $1.29 \mathrm{E}-1$ | $9.79 \mathrm{E}-2$ |

corresponding eigenfunctions are $y_{n}(x)=\sin \left(\nu_{n} x\right)$. The first eigenvalue is given by $\nu_{0}=\sqrt{\mu_{0}}=0.860333$. Then choosing

$$
\begin{equation*}
f(x, t)=x^{3}(1-x)^{4}\left(\beta_{1} x+\beta_{2}\right), \tag{5.20}
\end{equation*}
$$

we can determine the constants $\beta_{1}$ and $\beta_{2}$ such that $f \in \Phi_{0}^{4}[0,1]$ (choosing $n_{0}=0$ for simplicity), as required by the condition $\left(A_{3}\right)$ of Theorem 5.2.1, i.e. $f(x, t) \in \Phi_{n_{0}}^{4}[0,1]$, $\forall t \in[0, t]$. This imposes

$$
0=\int_{0}^{1} f(x, t) \sin \left(\nu_{0} x\right) d x=\int_{0}^{1} x^{3}(1-x)^{4}\left(\beta_{1} x+\beta_{2}\right) \sin \left(\nu_{0} x\right) d x .
$$

After some calculus, choosing $\beta_{2}=-1$ it follows that $\beta_{1} \approx 2.011$. With these values of $\beta_{1}$ and $\beta_{2}$ we also satisfy that $\int_{0}^{1} f(x, t) d x=-0.00037$ is non-zero, as required by condition $\left(A_{3}\right)$. We aim to retrieve a non-smooth source function given by

$$
\begin{equation*}
r(t)=\left|t-\frac{1}{2}\right|, \quad t \in[0, t] . \tag{5.21}
\end{equation*}
$$

In this case, the analytical solution of the direct problem for the temperature $u(x, t)$ is not available. Thus the energy $E(t)$ is not available either. In such a situation, we simulate the data (5.6) numerically by solving first the direct problem (5.1)-(5.3) and
(5.5) with $r$ known and given by (5.21). The numerical solutions for $u(1, t), u_{x}(0, t)$, $u_{x}(1, t)$ and $E(t)$ obtained using the BEM with $N=N_{0} \in\{20,40,80\}$ are shown in Figure 5.4. From this figure it can be seen that convergent numerical solutions are obtained.


Figure 5.4: The numerical results of (a) $u(1, t)$, (b) $u_{x}(0, t)$, (c) $u_{x}(1, t)$, and (d) $E(t)$ obtained by solving the direct problem with $N=N_{0} \in\{20(\circ \circ \circ), 40(\cdots), 80(---)\}$, for Example 2.

To investigate the inverse problem (5.1)-(5.3), (5.5) and (5.6), we use the numerical results for $E(t)$ in Figure 5.4(d) obtained using the BEM with $N=N_{0}=40$, as the input data (5.6). In order to avoid committing an inverse crime we keep $N=40$, but we use a different $N_{0}$, say $N_{0}=30$, than 40 which was used in the direct problem simulation. Figure 5.5 shows the numerical results obtained without regularisation,
i.e. $\lambda=0$, for $p=0$ (exact) and $p=1 \%$ (noisy) data. Remark that from Figure 5.4(d), the standard deviation for generating noise is given by $\sigma=1.2 \times 10^{-5} p$. From Figure 5.5 it can be seen that, for exact data, the straightforward inversion of (5.15) produces very accurate results. However, when noise is introduced into the measured data $\underline{\underline{E}}^{\epsilon}$, here we are solving the linear system of equations $X \underline{\mathrm{r}}=\underline{\mathrm{y}}^{\epsilon}$ instead of $X \underline{\mathrm{r}}=\underline{\mathrm{y}}$, the numerical retrievals of especially $r(t)$ and $u_{x}(1, t)$ become highly oscillatory unstable.

In order to retrieve the stability, as in Example 1, the second-order Tikhonov regularisation with the GCV criterion are employed and the numerically obtained results are shown in Figure 5.6. The numerical results from the direct problem presented in Figures 5.7(a)-5.7(c) are used to compare in Figures 5.6(b)-5.6(d) the numerical results for $u(1, t), u_{x}(0, t)$, and $u_{x}(1, t)$, respectively, of the inverse problem. Whereas the numerical solution for $r(t)$ of the inverse problem is compared with the analytical solution (5.21) in Figure 5.6(a). From Figure 5.6 it can be seen that stable and accurate numerical solutions are obtained. For completeness, the RMSE errors and the GCV values for $\lambda$ are displayed in Table 5.3.

Table 5.3: The regularisation parameters $\lambda$ and the RMSE for $r(t), u(1, t), u_{x}(0, t)$ and $u_{x}(1, t)$, obtained using the BEM with $N=40$ and $N_{0}=30$ combined with the second-order Tikhonov regularisation for $p \in\{0,1,3,5\} \%$ noise, for Example 2.

| $p(\%)$ | parameter | RMSE |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\lambda$ | $r(t)$ | $u(1, t)$ | $u_{x}(0, t)$ | $u_{x}(1, t)$ |
| 0 | 0 | $2.90 \mathrm{E}-4$ | $2.12 \mathrm{E}-10$ | $2.94 \mathrm{E}-8$ | $1.07 \mathrm{E}-8$ |
| $1 \%$ | 0 | $9.98 \mathrm{E}-2$ | $2.71 \mathrm{E}-8$ | $9.55 \mathrm{E}-6$ | $3.55 \mathrm{E}-6$ |
| $1 \%$ | $\lambda_{G C V}=3.2 \mathrm{E}-16$ | $5.47 \mathrm{E}-3$ | $1.62 \mathrm{E}-8$ | $1.28 \mathrm{E}-6$ | $4.12 \mathrm{E}-7$ |
| $3 \%$ | 0 | $3.63 \mathrm{E}-1$ | $1.05 \mathrm{E}-7$ | $3.39 \mathrm{E}-5$ | $1.27 \mathrm{E}-5$ |
| $3 \%$ | $\lambda_{G C V}=1.1 \mathrm{E}-15$ | $1.37 \mathrm{E}-2$ | $5.96 \mathrm{E}-8$ | $3.56 \mathrm{E}-6$ | $9.37 \mathrm{E}-7$ |
| $5 \%$ | 0 | $5.03 \mathrm{E}-1$ | $1.70 \mathrm{E}-7$ | $4.85 \mathrm{E}-5$ | $1.80 \mathrm{E}-5$ |
| $5 \%$ | $\lambda_{G C V}=9.0 \mathrm{E}-16$ | $2.17 \mathrm{E}-2$ | $9.88 \mathrm{E}-8$ | $5.68 \mathrm{E}-6$ | $1.21 \mathrm{E}-6$ |

If one would like to make a fair comparison between the accuracy of the numerical results obtained for Examples 1 and 2, the RMSE values presented in Tables 5.2 and 5.3 should be divided by the maximum absolute values of the corresponding quantities involved. For example, if we divide the columns of RMSE values for $r(t)$ in Tables


Figure 5.5: The analytical solution (5.21) and the direct problem numerical solution from Figures 5.7(a)-5.7(c) (-) and numerical results of (a) $r(t)$, (b) $u(1, t)$, (c) $u_{x}(0, t)$, and (d) $u_{x}(1, t)$, with no regularisation, for exact data ( $\circ \circ \circ$ ) and noisy data $p=1 \%(-\cdot-)$, for Example 2.
5.2 and 5.3 by $e$ (maximum value of $r(t)$ in (5.16)) and 0.5 (maximum value of $r(t)$ in (5.21)), respectively, then the relative errors for $r(t)$ in Example 1 are actually lower than those in Example 2, as expected from the regularity of these solution.

Finally, although not illustrated, it is reported that for both Examples 1 and 2 we have experienced with other values of $\lambda$ close to the optimal ones but there was not much difference obtained in comparison with the numerical results of Figures 5.2, 5.3 and 5.6. This confirms that the GCV criterion performs well in choosing a suitable regularisation parameter for obtaining a stable and accurate numerical solution.


Figure 5.6: The analytical solution (5.21) and the direct problem numerical solutions from Figures 5.7(a)-5.7(c) (-), and the numerical results of (a) $r(t)$, (b) $u(1, t)$, (c) $u_{x}(0, t)$, and (d) $u_{x}(1, t)$ obtained using the second-order Tikhonov regularisation with the regularisation parameters suggested by GCV method, for $p \in$ $\{1(\circ \circ \circ), 3(\cdots), 5(---)\} \%$ noise, for Example 2.

### 5.4.3 Example 3

In previous examples, we have use the BEM together with the second-order Tikhonov regularisation with the value of the regularisation parameter suggested by the GCV method, on both cases for identification of the smooth and non-smooth source functions in Example 1 and 2, respectively. In this example, we consider yet another case
example of non-smooth source function given by

$$
r(t)=\left|t-\frac{1}{2}\right|,
$$

with the input data $T=1, a=\alpha=1, b=0$,

$$
\begin{equation*}
u_{0}(x)=0, \quad f(x, t)=1 . \tag{5.22}
\end{equation*}
$$

We remark that the condition in $\left(A_{3}\right)$ of Theorem 5.2.1 does not hold.
In this case, as with Example 2 that the analytical solution of the direct problem for the temperature $u(x, t)$ is not available, thus the energy $E(t)$ is not available either. Therefore as we have done in previous example, the direct problem has been solved first with the BEM and $N=N_{0} \in\{20,40,80\}$, as illustrated in Figure 5.7. From this figure it can be seen that rapidly convergent numerical solutions are obtained. The numerical results obtained using the BEM with $N=N_{0}=40$ are kept as an input data for $E(t)$ and the reference (analytical) solution for $u(1, t), u_{x}(0, t)$ and $u_{x}(1, t)$.

In what follows, we present numerical results obtained with $N=40$ and $N_{0}=30$ instead of 40 , in order to avoid committing an inverse crime. The energy data $E(t)$ obtained from the numerical result in Figure 5.7(d) is perturbed, as described in (3.14) with the standard deviation $\sigma=0.15 p$. Figure 5.8 shows that the numerical results obtained by the straightforward inversion of (5.15), i.e. $\underline{r}=X^{-1} \mathrm{y}$, without regularisation, for $p=0$ (exact) and $p=1 \%$ (noisy) data. For exact data, the same very good agreement between the analytical and numerical solutions is recorded. Whereas for the noisy data, the numerical solutions for $r(t)$ and $u_{x}(1, t)$ becomes highly oscillatory and unbounded. This is somewhat to be expected since the inverse problem under investigation is ill-posed.

We retrieve the stability, as previous, by the second-order Tikhonov regularisation with the proper choice of the regularisation parameter $\lambda$. Firstly, we have used the rigorous discrepancy principle, as introduced in Section 1.6.3, for $p \in\{1,3,5\} \%$ which yields $\lambda_{\text {dis }} \in\{5.7 \mathrm{E}-8,2.0 \mathrm{E}-6,7.0 \mathrm{E}-6\}$, respectively. The results are obtained as shown


Figure 5.7: The numerical results of (a) $u(1, t)$, (b) $u_{x}(0, t)$, (c) $u_{x}(1, t)$, and (d) $E(t)$ obtained by solving the direct problem with $N=N_{0} \in\{20(-\cdot-), 40(\cdots), 80(--$ $-)\}$, for Example 3.
in Figure 5.9 and Table 5.4. From Figure 5.9 it can be seen that stable and accurate numerical solutions are obtained. Table 5.4 also shows that the values of the regularisation parameter $\lambda_{\text {dis }}$ and $\lambda_{G C V}$ given by the discrepancy principle and the GCV are similar and not very different from the optimal value $\lambda_{\text {opt }}$ given by the minimum of the RMSE for $r(t)$. It can also be seen that the GCV produces slightly better predictions than the discrepancy principle.

### 5.5 Conclusions

The inverse problem of finding the time-dependent heat source together with the temperature in the heat equation, under a non-classical dynamic boundary condition and


Figure 5.8: The analytical solution (5.4.3) and the direct problem numerical solution from Figures 5.7(a)-5.7(c) (-), and numerical results of (a) $r(t)$, (b) $u(1, t)$, (c) $u_{x}(0, t)$, and (d) $u_{x}(1, t)$, with no regularisation, for exact data ( $\circ \circ \circ$ ) and noisy data $p=1 \%(-\cdot-)$, for Example 3 .
an integral over-determination condition has been investigated. A numerical method based on the BEM combined with the second-order Tikhonov regularisation has been proposed together with the use of either the GCV criterion or the discrepancy principle for the selection of the regularisation parameter. The retrieved numerical results were found to be accurate and stable on both smooth and non-smooth continuous examples.

As for the experimental validation of the proposed inverse mathematical model in terms of bias and inverting real noisy data we defer this challenging task to possible future work. We only remark that unlike certain applications, e.g. some significant mismatch has been reported in [2, 35,52] between experimental data of electromagnetic waves propagating in a non-attenuating medium and data produced by idealised computational simulations, in inverse heat conduction the mathematical models have


Figure 5.9: The analytical solution (5.4.3) and the direct problem numerical solutions from Figures 5.7(a)-5.7(c) (-), and the numerical results of (a) $r(t)$, (b) $u(1, t)$, (c) $u_{x}(0, t)$, and (d) $u_{x}(1, t)$ obtained using the second-order Tikhonov regularisation with the regularisation parameters suggested by the discrepancy method, for $p \in\{1(-$. $-), 3(\cdots), 5(---)\} \%$ noise, for Example 3.
been shown to perform much better in industrial applications with actual real measured data, [13].

So far in previous chapters, the identification of a single time-dependent heat source function has been the main aim. In the next two chapters, we will consider the more challenging cases of simultaneous determination of the components of an additive or multiplicative space- and time-dependent heat source function.

Table 5.4: The regularisation parameters $\lambda$ given by the discrepancy principle and by the GCV, and the RMSE for $r(t), u(1, t), u_{x}(0, t)$ and $u_{x}(1, t)$, obtained using the BEM with $N=40$ and $N_{0}=30$ combined with the second-order Tikhonov regularisation for $p \in\{0,1,3,5\} \%$ noise. The optimal regularisation parameter given by the minimum of RMSE of $r(t)$ is also included, for Example 3.

| $p$ | parameter | RMSE |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\lambda$ | $r(t)$ | $u(1, t)$ | $u_{x}(0, t)$ | $u_{x}(1, t)$ |
| 0 | 0 | $2.46 \mathrm{E}-4$ | $8.06 \mathrm{E}-6$ | $1.41 \mathrm{E}-5$ | $2.27 \mathrm{E}-5$ |
| $1 \%$ | 0 | $5.13 \mathrm{E}-1$ | $3.26 \mathrm{E}-3$ | $1.20 \mathrm{E}-2$ | $4.19 \mathrm{E}-2$ |
| $1 \%$ | $\lambda_{\text {dis }}=5.7 \mathrm{E}-8$ | $1.11 \mathrm{E}-2$ | $9.25 \mathrm{E}-4$ | $2.89 \mathrm{E}-3$ | $5.82 \mathrm{E}-4$ |
| $1 \%$ | $\lambda_{G C V}=5.7 \mathrm{E}-9$ | $1.19 \mathrm{E}-2$ | $8.26 \mathrm{E}-4$ | $2.76 \mathrm{E}-3$ | $5.96 \mathrm{E}-4$ |
| $1 \%$ | $\lambda_{\text {opt }}=2.2 \mathrm{E}-8$ | $9.85 \mathrm{E}-3$ | $8.06 \mathrm{E}-4$ | $2.46 \mathrm{E}-3$ | $5.65 \mathrm{E}-4$ |
| $3 \%$ | 0 | 1.53 | $9.86 \mathrm{E}-3$ | $3.71 \mathrm{E}-2$ | $1.23 \mathrm{E}-1$ |
| $3 \%$ | $\lambda_{\text {dis }}=2.0 \mathrm{E}-6$ | $3.13 \mathrm{E}-2$ | $3.67 \mathrm{E}-3$ | $9.99 \mathrm{E}-3$ | $2.85 \mathrm{E}-3$ |
| $3 \%$ | $\lambda_{G C V}=3.3 \mathrm{E}-7$ | $3.01 \mathrm{E}-2$ | $2.53 \mathrm{E}-3$ | $8.08 \mathrm{E}-3$ | $1.81 \mathrm{E}-3$ |
| $3 \%$ | $\lambda_{\text {opt }}=9.0 \mathrm{E}-7$ | $2.75 \mathrm{E}-2$ | $2.77 \mathrm{E}-3$ | $8.05 \mathrm{E}-3$ | $2.07 \mathrm{E}-3$ |
| $5 \%$ | 0 | 1.30 | $1.31 \mathrm{E}-2$ | $6.26 \mathrm{E}-2$ | $1.03 \mathrm{E}-1$ |
| $5 \%$ | $\lambda_{\text {dis }}=7.0 \mathrm{E}-6$ | $7.86 \mathrm{E}-2$ | $8.95 \mathrm{E}-3$ | $2.68 \mathrm{E}-2$ | $5.25 \mathrm{E}-3$ |
| $5 \%$ | $\lambda_{G C V}=7.9 \mathrm{E}-7$ | $4.57 \mathrm{E}-2$ | $6.80 \mathrm{E}-3$ | $1.72 \mathrm{E}-2$ | $4.43 \mathrm{E}-3$ |
| $5 \%$ | $\lambda_{\text {opt }}=9.1 \mathrm{E}-8$ | $4.15 \mathrm{E}-2$ | $6.68 \mathrm{E}-3$ | $1.59 \mathrm{E}-2$ | $4.61 \mathrm{E}-3$ |

## Chapter 6

## Determination of an Additive Spaceand Time-dependent Heat Source

### 6.1 Introduction

Inverse source problems for the heat equation have recently attracted considerable interest, see $[1,18,24,61,64,67]$ to name just a few. These studies have sought a coefficient source function depending on either space- or time-dependent variables using various techniques. In Chapters 2-5 we have focused on the inverse problem of finding the time-dependent coefficient source function and the temperature for the heat equation. In this chapter we extend our study to determine inverse heat source functions depending on both space and time, but which are additively separated into two unknown coefficient source functions, namely, one component dependent on space and another component dependent on time. The measurement/overspecified conditions are one temperature measurement, as a function of time, at one specified interior location and a time-average temperature throughout the space solution domain.

Since the governing partial differential equation is the linear heat equation with constant coefficients, the preferred method of discretisation is the BEM. Even though the inverse heat source problem is uniquely solvable, it is still ill-posed since small
errors which inherently occur in any practical measurement cause largely oscillating solutions. To overcome this instability, in this chapter regularisation such as the TSVD or the Tikhonov regularisation method are employed. Moreover, the $L$-curve method, the GCV criterion, or the discrepancy principle are employed for the selection of the regularisation parameter. Additionally in the case of two different regularisation parameters are considered, the $L$-surface criterion, [3], is utilised.

This chapter is organised as follows. In Section 6.2 the mathematical inverse formulation is described and the numerical discretisation of the problem using the BEM is presented in Section 6.3. The TSVD and the Tikhonov regularisation are described in Section 6.4, as procedures for overcoming the instability of the solution. Finally, Sections 6.5 and 6.6 discuss the numerical results and highlight the conclusions of this research.

### 6.2 Mathematical formulation

Consider the inverse problem of finding the time-dependent heat source $r(t)$, the spacedependent heat source $s(x)$ and the temperature $u(x, t)$ satisfying the heat conduction equation

$$
\begin{equation*}
u_{t}=u_{x x}+r(t) f(x, t)+s(x) g(x, t)+h(x, t), \quad(x, t) \in D_{T}, \tag{6.1}
\end{equation*}
$$

subject to the initial condition (1.7), namely

$$
\begin{equation*}
u(x, 0)=u_{0}(x), \quad x \in[0, L], \tag{6.2}
\end{equation*}
$$

the Dirichlet boundary conditions

$$
\begin{equation*}
u(0, t)=\mu_{0}(t), \quad u(L, t)=\mu_{L}(t), \quad t \in[0, T] \tag{6.3}
\end{equation*}
$$

and the over-determination conditions

$$
\begin{gather*}
u\left(X_{0}, t\right)=\chi(t), \quad t \in[0, T],  \tag{6.4}\\
\int_{0}^{T} u(x, t) d t=\psi(x), \quad x \in[0, L],  \tag{6.5}\\
s\left(X_{0}\right)=S_{0}, \tag{6.6}
\end{gather*}
$$

when $f, g, h, u_{0}, \mu_{0}, \mu_{L}, \chi, \psi$ are given functions, $X_{0}$ is a given sensor location within the interval $(0, L)$, and $S_{0}$ is a given value of the source function $s$ at the given point $X_{0}$.

One can remark that the time-average temperature measurement (6.5) represents a non-local condition/measurement. It is convenient to use in practical situations where a local measurement of the temperature at a fixed time $T_{1} \in(0, T]$, namely,

$$
u\left(x, T_{1}\right)=: \psi_{T_{1}}(x), \quad x \in[0, L]
$$

contains a large amount of noise. This may be due to harsh external conditions, or to the fact that many space measurements can, in fact, never be recorded at a fixed instant instantaneously. If this is the case, one can have a selection of such large noise local temperature measurements, but which on average produce a less noisy nonlocal measurement (6.5).

The individual separate cases concerning the identification of a single time-dependent heat source $r(t)$, when $s(x)$ is known, or the identification of a single space-dependent heat source $s(x)$, when $r(t)$ is known, have been theoretically investigated in Prilepko and Solov'ev [44] and Prilepko and Tkachenko [45], respectively.

The unique solvability of this inverse source problem was already established by Ivanchov [26] and it is the objective of this study to obtain a stable numerical solution of this still ill-posed problem. Note that condition (6.6) was omitted in [26], but it should be included in order to avoid non-uniqueness and instability cases which have been given as counterexamples in [20]. For the inverse problem (6.1)-(6.6) we have
the following local unique solvability theorem.
Theorem 6.2.1 Assume that the following conditions are satisfied:
(i) $u_{0}(x), \psi(x) \in H^{2+\gamma}[0, L], \mu_{0}(t), \mu_{L}(t), \chi(t) \in H^{1+\gamma / 2}[0, T], h(x, t) \in H^{\gamma, \gamma / 2}\left(\overline{D_{T}}\right)$ with $\gamma \in(0,1)$,
$f$ independent of $t$ and $f(x) \in H^{\gamma}[0, L]$,
$g$ independent of $x$ and $g(t) \in H^{\gamma / 2}[0, T]$;
(ii) $f\left(X_{0}\right) \neq 0, \int_{0}^{T} g(t) d t \neq 0, \frac{g(t)}{\int_{0}^{T} g(\tau) d \tau} \geq 0, \forall t \in[0, T]$;
(iii) $u_{0}(0)=\mu_{0}(0), u_{0}(L)=\mu_{L}(0), u_{0}\left(X_{0}\right)=\chi(0)$,
$\int_{0}^{T} \chi(t) d t=\psi\left(X_{0}\right), \psi(0)=\int_{0}^{T} \mu_{0}(t) d t, \psi(L)=\int_{0}^{T} \mu_{L}(t) d t$.
Then for sufficiently small $T>0$ there exists a unique solution $(r(t), s(x), u(x, t)) \in$ $H^{\gamma / 2}[0, T] \times H^{\gamma}[0, L] \times H^{2+\gamma, 1+\gamma / 2}\left(\bar{D}_{T}\right)$ of the inverse problem (6.1)-(6.6).

In this theorem the functions are required to lie in Hölder spaces, defined as follows:

- $H^{i+\gamma_{1}, j+\gamma_{2}}\left(\bar{D}_{T}\right)$, with $i, j=0,1,2$ and $0<\gamma_{1}, \gamma_{2} \leq 1$, denotes the space of continuous functions with $i$ th partial derivative with respect to $x$ and $j$ th partial derivative with respect to $t$ such that there exist $m_{1}>0$ and $m_{2}>0$ satisfying

$$
\left|\partial_{x}^{i} u\left(x_{1}, t\right)-\partial_{x}^{i} u\left(x_{2}, t\right)\right| \leq m_{1}\left|x_{1}-x_{2}\right|^{\gamma_{1}}, \quad\left|\partial_{t}^{j} u\left(x, t_{1}\right)-\partial_{t}^{j} u\left(x, t_{2}\right)\right| \leq m_{2}\left|t_{1}-t_{2}\right|^{\gamma_{2}}
$$

for all $x_{1}, x_{2} \in[0, L]$ and $t_{1}, t_{2} \in[0, T]$.

- $H^{\gamma}(\Omega)$, with $\Omega=(0, L)$ or $(0, T)$, denotes the space of continuous functions $s: \Omega \rightarrow \mathbb{R}$ with exponent $0<\gamma \leq 1$ such that there exists $m>0$ satisfying

$$
\left|s\left(x_{1}\right)-s\left(x_{2}\right)\right| \leq m\left|x_{1}-x_{2}\right|^{\gamma} \quad \text { for all } \quad x_{1}, x_{2} \in \Omega .
$$

In the next Sections 6.3 and 6.4, we will demonstrate how to solve the inverse heat source problem (6.1)-(6.6) by using a regularised BEM.

### 6.3 The boundary element method (BEM)

In the numerical process, we utilise the BEM as introduced in Section 1.3 to the heat conduction equation (6.1). We then obtain the following boundary integral equation

$$
\begin{align*}
& \eta(x) u(x, t) \\
&= \int_{0}^{t}\left[G(x, t, \xi, \tau) \frac{\partial u}{\partial n(\xi)}(\xi, \tau)-u(\xi, \tau) \frac{\partial G}{\partial n(\xi)}(x, t, \xi, \tau)\right]_{\xi \in\{0, L\}} d \tau \\
&+\int_{0}^{L} G(x, t, y, 0) u(y, 0) d y+\int_{0}^{L} \int_{0}^{T} G(x, t, y, \tau) r(\tau) f(y, \tau) d \tau d y \\
&+\int_{0}^{L} \int_{0}^{T} G(x, t, y, \tau) s(y) g(y, \tau) d \tau d y+\int_{0}^{L} \int_{0}^{T} G(x, t, y, \tau) h(y, \tau) d \tau d y \\
&(x, t) \in[0, L] \times(0, T] . \tag{6.7}
\end{align*}
$$

Using the same discretisation as described in the previous chapters, we obtain

$$
\begin{align*}
\eta(x) u(x, t)= & \sum_{j=1}^{N}\left[A_{0 j}(x, t) q_{0 j}+A_{L j}(x, t) q_{L j}-B_{0 j}(x, t) h_{0 j}-B_{L j}(x, t) h_{L j}\right] \\
& +\sum_{k=1}^{N_{0}} C_{k}(x, t) u_{0, k}+d_{1}(x, t)+d_{2}(x, t)+d_{0}(x, t) . \tag{6.8}
\end{align*}
$$

where

$$
\begin{align*}
& d_{1}(x, t)=\int_{0}^{L} \int_{0}^{T} G(x, t, y, \tau) r(\tau) f(y, \tau) d \tau d y  \tag{6.9}\\
& d_{2}(x, t)=\int_{0}^{L} \int_{0}^{T} G(x, t, y, \tau) s(y) g(y, \tau) d \tau d y \tag{6.10}
\end{align*}
$$

and can be calculated by applying the piecewise constant approximations to the functions $f(x, t)$ and $r(t)$ as the same in (2.21), and the functions $g(x, t)$ and $s(x)$ as as

$$
\begin{equation*}
g(x, t)=g\left(\tilde{x}_{k}, t\right), \quad s(x)=s\left(\tilde{x}_{k}\right)=: s_{k}, \tag{6.11}
\end{equation*}
$$

for $x \in\left(x_{k-1}, x_{k}\right], k=\overline{1, N_{0}}$. Then the double integrals (6.9) and (6.10) can be approximated as

$$
\begin{aligned}
& d_{1}(x, t)=\int_{0}^{T} r(\tau) \int_{0}^{L} G(x, t, y, \tau) f(y, \tau) d y d \tau=\sum_{j=1}^{N} D_{1, j}(x, t) r_{j}, \\
& d_{2}(x, t)=\int_{0}^{L} s(y) \int_{0}^{T} G(x, t, y, \tau) g(y, \tau) d \tau d y=\sum_{k=1}^{N_{0}} D_{2, k}(x, t) s_{k},
\end{aligned}
$$

where

$$
\begin{aligned}
& D_{1, j}(x, t)=\int_{0}^{L} f\left(y, \tilde{t}_{j}\right) A_{y j}(x, t) d y \\
& D_{2, k}(x, t)=\frac{1}{2} \int_{0}^{T} g\left(\tilde{x}_{k}, t\right) H(t-\tau)\left[\operatorname{erf}\left(\frac{x-x_{k-1}}{2 \sqrt{t-\tau}}\right)-\operatorname{erf}\left(\frac{x-x_{k}}{2 \sqrt{t-\tau}}\right)\right] d \tau,
\end{aligned}
$$

These integrals are evaluated using Simpson's rule for numerical integration. With these approximations, the integral equation (6.8) becomes

$$
\begin{align*}
\eta(x) u(x, t)= & \sum_{j=1}^{N}\left[A_{0 j}(x, t) q_{0 j}+A_{L j}(x, t) q_{L j}-B_{0 j}(x, t) h_{0 j}-B_{L j}(x, t) h_{L j}\right] \\
& +\sum_{k=1}^{N_{0}} C_{k}(x, t) u_{0, k}+\sum_{j=1}^{N} D_{1, j}(x, t) r_{j}+\sum_{k=1}^{N_{0}} D_{2, k}(x, t) s_{k} \\
& +\sum_{j=1}^{N} D_{0, j}(x, t) \tag{6.12}
\end{align*}
$$

Applying the equation (6.12) at the boundary nodes $\left(0, \tilde{t}_{i}\right)$ and $\left(L, \tilde{t}_{i}\right)$ for $i=\overline{1, N}$ yields the system of $2 N$ linear equations

$$
\begin{equation*}
A \underline{\mathrm{q}}-B \underline{\mathrm{~h}}+C \underline{\mathrm{u}}_{0}+D_{1} \underline{\underline{\mathrm{r}}}+D_{2} \underline{\underline{\mathrm{~s}}}+\underline{\mathrm{d}}=\underline{0}, \tag{6.13}
\end{equation*}
$$

where matrices $A, B, C$ and vectors $\underline{\mathrm{q}}, \underline{\mathrm{h}}, \underline{\mathrm{u}}_{0}, \underline{\mathrm{~d}}$ are defined the same as in (2.25), and

$$
D_{1}=\left[\begin{array}{l}
D_{1, j}\left(0, \tilde{t}_{i}\right) \\
D_{1, j}\left(L, \tilde{t}_{i}\right)
\end{array}\right]_{2 N \times N}, \quad D_{2}=\left[\begin{array}{c}
D_{2, k}\left(0, \tilde{t}_{i}\right) \\
D_{2, k}\left(L, \tilde{t}_{i}\right)
\end{array}\right]_{2 N \times N_{0}} \quad, \quad \underline{\mathrm{~s}}=\left[s_{k}\right]_{N_{0}} .
$$

Here, the boundary temperature $\underline{\mathrm{h}}$ is known by the boundary condition (6.3), i.e.

$$
\underline{\mathbf{h}}=\left[\begin{array}{l}
u\left(0, \tilde{t}_{j}\right)  \tag{6.14}\\
u\left(L, \tilde{t}_{j}\right)
\end{array}\right]_{2 N}=\left[\begin{array}{l}
\underline{\mu}_{0} \\
\underline{\mu}_{L}
\end{array}\right]_{2 N}=: \underline{\mu} .
$$

Therefore from (6.13), we obtain

$$
\begin{equation*}
\underline{\mathrm{q}}=A^{-1}\left(B \underline{\mu}-C \underline{\mathrm{u}}_{0}-D_{1} \underline{\mathrm{r}}-D_{2} \underline{\underline{\mathrm{~s}}}-\underline{\mathrm{d}}\right) . \tag{6.15}
\end{equation*}
$$

To determine $\underline{\underline{r}}$ and $\underline{\mathrm{s}}$, the conditions (6.4)-(6.6) are imposed. Firstly, we consider the interior points $\left(X_{0}, \tilde{t}_{i}\right)$ for $i=\overline{1, N}$ which can be written as

$$
\begin{equation*}
\chi_{i}:=\chi\left(\tilde{t}_{i}\right)=u\left(X_{0}, \tilde{t}_{i}\right), \quad i=\overline{1, N} . \tag{6.16}
\end{equation*}
$$

Applying the interior points above to the equation (6.12) can give rise to the following linear system of $N$ equations:

$$
\begin{equation*}
A^{I} \underline{\mathrm{q}}-B^{I} \underline{\mu}+C^{I} \underline{\mathrm{u}}_{0}+D_{1}^{I} \underline{\mathrm{r}}+D_{2}^{I} \underline{\mathrm{~s}}+\underline{\mathrm{d}}^{I}=\underline{\chi}, \tag{6.17}
\end{equation*}
$$

where

$$
\begin{aligned}
& A^{I}=\left[\begin{array}{lll}
A_{0 j}\left(X_{0}, \tilde{t}_{i}\right) & A_{L j}\left(X_{0}, \tilde{t}_{i}\right)
\end{array}\right]_{N \times 2 N}, \quad B^{I}=\left[\begin{array}{ll}
B_{0 j}\left(X_{0}, \tilde{t}_{i}\right) & B_{L j}\left(X_{0}, \tilde{t}_{i}\right)
\end{array}\right]_{N \times 2 N} \\
& C^{I}=\left[C_{k}\left(X_{0}, \tilde{t}_{i}\right)\right]_{N \times N_{0}}, \quad D_{1}^{I}=\left[D_{1, j}\left(X_{0}, \tilde{t}_{i}\right)\right]_{N \times N}, \quad D_{2}^{I}=\left[D_{2, k}\left(X_{0}, \tilde{t}_{i}\right)\right]_{N \times N_{0}} \\
& \underline{\mathrm{~d}}^{I}=\left[\sum_{j=1}^{N} D_{0, j}\left(X_{0}, \tilde{t}_{i}\right)\right]_{N}, \quad \underline{\chi}=\left[\chi_{i}\right]_{N} .
\end{aligned}
$$

Whereas the time-integral condition (6.5) is approximated by the midpoint numerical
integration, as in the parallel way as (3.11), at $x=\tilde{x}_{k}$ for $k=\overline{1, N_{0}}$, then we obtain

$$
\begin{equation*}
\frac{T}{N} \sum_{i=1}^{N} u\left(\tilde{x}_{k}, \tilde{t}_{i}\right)=\int_{0}^{T} u\left(\tilde{x}_{k}, t\right) d t=\psi\left(\tilde{x}_{k}\right)=: \psi_{k} \quad \text { for } \quad k=\overline{1, N_{0}} \tag{6.18}
\end{equation*}
$$

Using (6.12), equation (6.18) yields

$$
\begin{equation*}
\frac{T}{N} \sum_{i=1}^{N}\left[A_{i}^{I I} \underline{\mathrm{q}}-B_{i}^{I I} \underline{\mu}+C_{i}^{I I} \underline{\mathrm{u}}_{0}+D_{1, i}^{I I} \underline{\mathrm{r}}+D_{2, i}^{I I} \underline{\underline{\mathrm{~s}}}+\underline{\mathrm{d}}_{i}^{I I}\right]=\underline{\psi} \tag{6.19}
\end{equation*}
$$

where
$A_{i}^{I I}=\left[\begin{array}{ll}A_{0 j}\left(\tilde{x}_{k}, \tilde{t}_{i}\right) & \left.A_{L j}\left(\tilde{x}_{k}, \tilde{t}_{i}\right)\right]_{N_{0} \times 2 N}, \quad B_{i}^{I I}=\left[\begin{array}{ll}B_{0 j}\left(\tilde{x}_{k}, \tilde{t}_{i}\right) & B_{L j}\left(\tilde{x}_{k}, \tilde{t}_{i}\right)\end{array}\right]_{N_{0} \times 2 N},\end{array}\right.$
$C_{i}^{I I}=\left[C_{k}\left(\tilde{x}_{k}, \tilde{t}_{i}\right)\right]_{N_{0} \times N_{0}}, \quad D_{1, i}^{I I}=\left[D_{1, j}\left(\tilde{x}_{k}, \tilde{t}_{i}\right)\right]_{N_{0} \times N}, \quad D_{2, i}^{I I}=\left[D_{2, k}\left(\tilde{x}_{k}, \tilde{t}_{i}\right)\right]_{N_{0} \times N_{0}}$,
$\underline{\mathrm{d}}_{i}^{I I}=\left[\sum_{j=1}^{N} D_{0, j}\left(\tilde{x}_{k}, \tilde{t}_{i}\right)\right]_{N_{0}}, \quad \underline{\psi}=\left[\psi_{k}\right]_{N_{0}}$.
Finally, we consider the condition (6.6). Since we have used the space midpoint discretisation, we then approximate $S_{0}$ at the given point $X_{0} \in(0, L)$ as

$$
\begin{equation*}
S_{0}=s\left(X_{0}\right) \approx \frac{s\left(\tilde{x}_{k^{*}}\right)+s\left(\tilde{x}_{k^{*}+1}\right)}{2} \tag{6.20}
\end{equation*}
$$

where index $k^{*} \in\left\{1, \ldots, N_{0}-1\right\}$ satisfies $\tilde{x}_{k^{*}} \leq X_{0}<\tilde{x}_{k^{*}+1}$.
Now the approximate solutions $\underline{\underline{r}}$ and $\underline{s}$ can be found by eliminating $\underline{q}$ from (6.13) and combining expressions (6.17), (6.19), and (6.20), to obtain, after some manipulations, a linear system of $\left(N+N_{0}+1\right)$ equations with $\left(N+N_{0}\right)$ unknowns as follows:

$$
\begin{equation*}
X \underline{\mathrm{w}}=\underline{\mathrm{y}}, \tag{6.21}
\end{equation*}
$$

where

$$
\begin{aligned}
& X=\left[\begin{array}{cc}
A^{I} A^{-1} D_{1}-D_{1}^{I} & A^{I} A^{-1} D_{2}-D_{2}^{I} \\
\frac{T}{N} \sum_{i=1}^{N}\left(A_{i}^{I I} A^{-1} D_{1}-D_{1, i}^{I I}\right) & \frac{T}{N} \sum_{i=1}^{N}\left(A_{i}^{I I} A^{-1} D_{2}-D_{2, i}^{I I}\right) \\
0 \ldots 0 & 0 \ldots 0 \frac{1}{2} \frac{1}{2} 0 \ldots 0
\end{array}\right]_{\left(N+N_{0}+1\right) \times\left(N+N_{0}\right)}, \\
& \underline{\mathrm{y}}=\left[\begin{array}{c}
-\underline{\chi}+A^{I} A^{-1}\left(B \underline{\mu}-C \underline{\mathbf{u}}_{0}-\underline{\mathrm{d}}\right)-B^{I} \underline{\mu}+C^{I} \underline{\mathrm{u}}_{0}+\underline{\mathrm{d}}^{I} \\
-\underline{\psi}+\frac{T}{N} \sum_{i=1}^{N}\left(A_{i}^{I I} A^{-1}\left(B \underline{\mu}-C \underline{\mathbf{u}}_{0}-\underline{\mathrm{d}}\right)-B_{i}^{I I} \underline{\mu}+C_{i}^{I I} \underline{\mathrm{u}}_{0}+\underline{\mathrm{d}}_{i}^{I I}\right) \\
S_{0}
\end{array}\right]_{N+N_{0}+1},
\end{aligned}
$$

and $\underline{w}=\left[\begin{array}{l}\underline{\mathrm{r}} \\ \underline{\mathrm{s}}\end{array}\right]_{N+N_{0}}$.
Since the problem is ill-posed, then the system of equations (6.21) is ill-conditioned. In the next section, we will deal with this ill-conditioning using regularisation in order to obtain a stable solution.

### 6.4 Regularisation

In practice, the measured data is unavoidably contaminated by unplanned error. In order to model this, we add noise into the input functions $\chi(t)$ and $\psi(x)$ representing the over-determination conditions (6.4) and (6.5) as follows:

$$
\begin{equation*}
\underline{\chi}^{\epsilon}=\underline{\chi}+\operatorname{random}\left({ }^{\prime} \text { Normal' }^{\prime}, 0, \sigma_{\chi}, 1, N\right), \tag{6.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\underline{\psi}^{\epsilon}=\underline{\psi}+\operatorname{random}\left({ }^{\prime} \text { 'Normal' }^{\prime}, 0, \sigma_{\psi}, 1, N_{0}\right), \tag{6.23}
\end{equation*}
$$

with the standard deviations $\sigma_{\chi}$ and $\sigma_{\psi}$ to be taken as

$$
\begin{equation*}
\sigma_{\chi}=p \times \max _{t \in[0, T]}|\chi(t)|, \quad \text { and } \quad \sigma_{\psi}=p \times \max _{x \in[0, L]}|\psi(x)|, \tag{6.24}
\end{equation*}
$$

respectively. Note that the measurement (6.6) is already contaminated by error due to the approximation made in (6.20).

If we consider the contamination of the right-hand side of equation (6.21) as $\| \underline{y}^{\epsilon}-$ $\underline{\mathrm{y}} \| \approx \epsilon$, then the direct least-squares solution $\underline{\mathrm{w}}=\left(X^{\mathrm{T}} X\right)^{-1} X^{\mathrm{T}} \underline{\mathrm{y}}^{\epsilon}$ will be unstable. To overcome this instability, regularisation method needs to be utilised. In this study, we employ either the TSVD or the Tikhonov regularisation methods.

We first consider the use of the TSVD method as a regularisation procedure. To use this method we use the $[U, \Sigma, V]=\operatorname{svds}\left(X, N_{t}\right)$ command in MATLAB, as we have used previously in Chapter 3. In order to indicate the appropriate truncation level $N_{t}$, the $L$-curve criterion, the GCV method, and the discrepancy principle are utilised.

Alternatively, the Tikhonov regularisation is another way of obtaining a stable solution of the ill-conditioned system of equations (6.21) which based on minimising the regularised linear least-squares objective function

$$
\begin{equation*}
\left\|X \underline{\mathrm{w}}-\underline{\mathrm{y}}^{\epsilon}\right\|^{2}+\lambda_{r}\left\|R^{(1)} \underline{\mathbf{r}}\right\|^{2}+\lambda_{s}\left\|R^{(2)} \underline{\mathbf{s}}\right\|^{2} \tag{6.25}
\end{equation*}
$$

where $R^{(1)}, R^{(2)}$ are (differential) regularisation matrices corresponding to a regularisation parameter $\lambda_{r}, \lambda_{s}>0$, respectively. Solving (6.25) one obtains the regularised solution

$$
\begin{equation*}
\underline{\mathrm{w}}_{\lambda_{r}, \lambda_{s}}=\left(X^{\mathrm{T}} X+\mathcal{R}^{\mathrm{T}} \mathcal{R}\right)^{-1} X^{\mathrm{T}} \underline{\mathrm{y}}^{\epsilon} . \tag{6.26}
\end{equation*}
$$

where the matrix $\mathcal{R}$ represents a block matrix of upper-left subblock $\lambda_{r} R^{(1)}$ and lowerright subblock $\lambda_{s} R^{(2)}$. Initially, we take $\lambda:=\lambda_{r}=\lambda_{s}$ and consider the $L$-curve criterion, the GCV method, and the discrepancy principle as choices for indicating the single regularisation parameter $\lambda$. Note that both the $L$-curve and the GCV are heuristic methods because they do not require the knowledge of the level of noise $\epsilon$. More rigorously, one can use the discrepancy principle, [40], which selects $\lambda$ such that

$$
\begin{equation*}
\left\|X \underline{\mathrm{w}}_{\lambda}-\underline{\mathrm{y}}^{\epsilon}\right\| \approx \epsilon \tag{6.27}
\end{equation*}
$$

If we allow for general multiple regularisation parameters $\lambda_{r}$ and $\lambda_{s}$ in (6.25) then, for their selection one could employ the $L$-surface criterion, [3], which plots the residual $\left\|X \underline{\underline{w}}_{\lambda_{r}, \lambda_{s}}-\underline{\mathrm{y}}^{\epsilon}\right\|$ versus $\left\|R^{(1)} \underline{\underline{r}}\right\|$ and $\left\|R^{(2)} \underline{\underline{s}}\right\|$ for various values of $\lambda_{r}$ and $\lambda_{s}$.

### 6.5 Numerical examples and discussion

In this section, we present two benchmark test examples in order to test the accuracy of the approximate solutions. We are using the RMSE for $r(t)$ as defined in (2.49) whereas the RMSE for $s(x)$ can be defined as

$$
\begin{equation*}
\operatorname{RMSE}(s(x))=\sqrt{\frac{L}{N_{0}} \sum_{k=1}^{N_{0}}\left(s_{\text {exact }}\left(\tilde{x}_{k}\right)-s_{\text {numerical }}\left(\tilde{x}_{k}\right)\right)^{2}} . \tag{6.28}
\end{equation*}
$$

### 6.5.1 Example 1

In the first example, we consider a smooth benchmark test with $T=L=1, X_{0}=\frac{1}{2}$ and the input data

$$
\left\{\begin{array}{l}
u_{0}(x)=u(x, 0)=x^{2}, \quad \mu_{0}(t)=u(0, t)=0, \quad \mu_{L}(t)=u(1, t)=e^{t}  \tag{6.29}\\
\chi(t)=u\left(\frac{1}{2}, t\right)=\frac{e^{t}}{4}, \quad \psi(x)=\int_{0}^{1} u(x, t) d t=x^{2}(e-1) \\
S_{0}=s\left(\frac{1}{2}\right)=1, \quad f(x, t)=e^{x}, \quad g(x, t)=t+1 \\
h(x, t)=\left(x^{2}-2\right) e^{t}-t^{2} e^{x}-(t+1) \sin (\pi x)
\end{array}\right.
$$

One can check that the conditions of Theorem 6.2.1 are satisfied hence the inverse source problem (6.1)-(6.6) with the data (6.29) has a unique solution. It can easily be verified through direct substitution that this solution is given by

$$
\begin{equation*}
u(x, t)=x^{2} e^{t}, \quad r(t)=t^{2}, \quad s(x)=\sin (\pi x) \tag{6.30}
\end{equation*}
$$

As mentioned in Section 6.2, the inverse heat source problem (6.1)-(6.6) is ill-
posed since small errors in the measured data (6.4)-(6.6) cause large errors in the solution. In order to quantify the degree of ill-conditioning we calculate the condition number of the matrix $X$. The condition numbers for $N=N_{0} \in\{20,40,80\}$ and $X_{0} \in\left\{\frac{1}{4}, \frac{1}{2}, \frac{3}{4}\right\}$ are shown in Table 6.1. In addition, the normalised singular values of the matrix $X$ are displayed in Figure 6.1, and the rapidly decreasing values indicate that the system of equations (6.21) is ill-conditioned. Looking at the columns of Table 6.1 it can be seen that the condition number only slightly decreases as $X_{0}$ increase, hence we do not expect the numerical results to be significantly influenced by the choice of $X_{0}$ within some interval $\left[\frac{1}{4}, \frac{3}{4}\right]$ away from the end points $x=0$ and $x=L=1$. Of course, as $X_{0}$ gets closer to the boundary point $x=0$ or $x=L$ then the specification of the interval temperature measurement (6.4) resembles a heat flux prescription, namely

$$
u_{x}(0, t)=\lim _{X_{0} \searrow 0} \frac{u\left(X_{0}, t\right)-u(0, t)}{X_{0}}, \quad \text { or } \quad u_{x}(L, t)=\lim _{X_{0} \nearrow L} \frac{u\left(X_{0}, t\right)-u(L, t)}{X_{0}-L} .
$$

However, this newly generated inverse problem in which Cauchy data are specified at $x=0$ or $x=L$ is not addressed herein and it is deferred to a future work.


Figure 6.1: The normalised singular values of matrix $X$ for $N=N_{0} \in\{20,40,80\}$ and $X_{0} \in\left\{\frac{1}{4}(-\cdot-), \frac{1}{2}(\cdots), \frac{3}{4}(---)\right\}$, for Example 1.

In what follows, the numerical results are illustrated for a fixed discretisation $N=$ $N_{0}=40$ and $X_{0}=\frac{1}{2}$.

Table 6.1: The condition numbers of the matrix $X$ in equation (6.21) for various $N=$ $N_{0} \in\{20,40,80\}$ and $X_{0} \in\left\{\frac{1}{4}, \frac{1}{2}, \frac{3}{4}\right\}$, for Example 1.

| $N=N_{0}$ | 20 | 40 | 80 |
| :---: | :---: | :---: | :---: |
| $X_{0}=1 / 4$ | $1.94 \mathrm{E}+3$ | $9.07 \mathrm{E}+3$ | $5.04 \mathrm{E}+4$ |
| $X_{0}=1 / 2$ | $1.97 \mathrm{E}+3$ | $7.51 \mathrm{E}+3$ | $4.06 \mathrm{E}+4$ |
| $X_{0}=3 / 4$ | $1.93 \mathrm{E}+3$ | $6.50 \mathrm{E}+3$ | $3.33 \mathrm{E}+4$ |

## Exact Data

We consider first the case of exact data, i.e. $p=0$ in (6.24). We directly solve the linear system of equations (6.21) with the untruncated SVD method, and display the numerical solutions for $r(t), s(x), u_{x}(0, t)$, and $u_{x}(1, t)$ in Figures 6.2(a)-6.2(d), respectively. From these figures, it can be seen that the solutions for $r(t)$ and $s(x)$ are inaccurate, but the fluxes $u_{x}(0, t)$ and $u_{x}(1, t)$ are stable and accurate with small RMSEs of $9.32 \mathrm{E}-3$ and $4.58 \mathrm{E}-2$, respectively, see Table 6.2 . This is somewhat to be expected since the inverse problem is ill-posed. Hence, regularisation is required to overcome this instability.

For this, we utilise the TSVD and the Tikhonov regularisation of orders zero, one, and two. The selection method of the regularisation parameters is first considered. The $L$-curves of the TSVD and the Tikhonov regularisations are presented in Figures 6.3(a) and 6.4(a), respectively. It can be seen that there is no $L$-shape obtained for either the TSVD, ZOTR, or FOTR, whereas the SOTR shows more clearly an $L$-corner at $\lambda_{L}=1 \mathrm{E}-1$. Alternatively, the GCV method is utilised as another choice for the regularisation parameter, as shown in Figure 6.3(b). The minimum of the GCV function suggests $N_{t}=56$ to be the truncation number for the TSVD, whilst for the Tikhonov regularisation which is displayed in Figure 6.4(b), the minima indicate the parameters $\lambda_{G C V}=1.0 \mathrm{E}-7,1.2 \mathrm{E}-7$, and $4.5 \mathrm{E}-8$ for ZOTR, FOTR and SOTR, respectively. Note that for the exact data, $\epsilon \approx 0$ and the discrepancy principle cannot be employed. With the GCV selection for the regularisation parameters determined from Figures 6.3(b) and 6.4(b), the TSVD and the Tikhonov regularisation results are shown in Figure 6.5. Compared to Figure 6.2, one can see that the instability of the numerical solutions is


Figure 6.2: The analytical (-) and numerical results $(-\cdot-)$ of (a) $r(t)$, (b) $s(x)$, (c) $u_{x}(0, t)$, and (d) $u_{x}(1, t)$ obtained using the SVD for exact data, for Example 1.
not alleviated. We then employ another choice of the regularisation parameter based on the $L$-curve method. This suggests $\lambda_{L}=1 \mathrm{E}-1$ for the SOTR displayed in Figure 6.4(b). Then with this choice for $\lambda$ we obtain the stable and accurate numerical results shown in Figure 6.6 and Table 6.2.

## Noisy Data

Next, the case of noise contamination with percentage $p=1 \%$ is considered by adding random noise into the input functions $\chi(t)$ and $\psi(x)$ in (6.29), as in (6.22) and (6.23), respectively. It is of crucial importance to utilise the regularisation in this case, and selecting the regularisation parameter is the first step of the regularisation process. Here,


Figure 6.3: (a) The $L$-curve and (b) the GCV function obtained by the TSVD for exact data, for Example 1.


Figure 6.4: (a) The $L$-curve, and (b) the GCV function, obtained by the ZOTR (- - ), FOTR $(\cdots)$, and SOTR $(---)$ for exact data, with $\lambda=\lambda_{r}=\lambda_{s}$, for Example 1 .
the $L$-curve method and the discrepancy principle are employed as criteria for choosing the regularisation parameters. These are displayed in Figures 6.7 and 6.8 using the TSVD and the Tikhonov regularisation, respectively. The suggested parameters are given in Table 6.2. Figure 6.9 presents all results obtained using the TSVD and the Tikhonov regularisation of orders zero, one, and two with the regularisation parameters suggested by the discrepancy principle, see Table 6.2. Looking more closely at Figure 6.9(a), it can be seen that the approximate solutions for $r(t)$ obtained by the
first- and the second-order Tikhonov regularisation are reasonably stable, whereas the numerical solution for $s(x)$, as shown in Figure 6.9(b) is rather in accurate.

We consider the second-order Tikhonov regularisation with the regularisation parameter suggested by the $L$-curve method $\lambda_{L}=10$ and obtain the results shown in Figure 6.11. After analyzing this numerical solution, it can be clearly observed that we cannot obtain accurate solutions for both $r$ and $s$ using $\lambda_{r}=\lambda_{s}$. Therefore, the case $\lambda_{r} \neq \lambda_{s}$ is considered and the $L$-surfaces are shown in Figure 6.10. On the plane of logarithm of residual norm, $\log \left\|X \underline{\mathrm{w}}_{\lambda}-\underline{\mathrm{y}}^{\epsilon}\right\|$, versus logarithm of the second deriva-


Figure 6.5: The analytical (-) and numerical results of (a) $r(t)$, (b) $s(x)$, (c) $u_{x}(0, t)$, and (d) $u_{x}(1, t)$ obtained using the TSVD $(-+-)$, ZOTR $(-\cdot-)$, FOTR $(\cdots)$, and SOTR ( --- ) with regularisation parameters suggested by the GCV function of Figure 6.3(b) and 6.4(b) for exact data, for Example 1.


Figure 6.6: The analytical (-) and numerical results (---) of (a) $r(t)$, (b) $s(x)$, (c) $u_{x}(0, t)$, and (d) $u_{x}(1, t)$ obtained using the SOTR with the regularisation parameter $\lambda_{L}=1 \mathrm{E}-1$ suggested by the $L$-curve of Figure 6.4(a) for exact data, for Example 1.
tive of $r, \log \left\|R^{(1)} r_{\lambda_{r}}\right\|$, forms an $L$-shaped corner at $\lambda_{r}=1 \mathrm{E}+1$, while $\lambda_{s}=1$ is based around the area of the $L$-corner on the plane of $\log \left\|X \underline{\mathrm{w}}_{\lambda}-\underline{\mathrm{y}}^{\epsilon}\right\|$ versus $\log \left\|R^{(2)} r_{\lambda_{s}}\right\|$. However, the numerical solution for $s(x)$ obtained using the parameters $\lambda_{r, L}=10$, $\lambda_{s, L}=1$ suggested by the $L$-surface method, is still inaccurate. We finally use the trial and error process to seek out the appropriated regularisation parameters, and found that regularisation parameters $\lambda_{r, \text { opt }}=8$ and $\lambda_{s, \text { opt }}=5.2 \mathrm{E}-2$ can yield an accurate and stable numerical solution, see Figure 6.11. Nevertheless, more research has to be undertaken in the future for the selection of appropriate multiple regularisation parameters, [12]. for completeness, the RMSE of all results which we have mentioned so far are detailed


Figure 6.7: (a) The $L$-curve and (b) the discrepancy principle obtained using the TSVD for noisy input $p=1 \%$, for Example 1 .


Figure 6.8: (a) The $L$-curve and (b) the discrepancy principle obtained using the ZOTR $(-\cdot-)$, FOTR $(\cdots)$, and SOTR $(---)$ for noisy input $p=1 \%$, with $\lambda=\lambda_{r}=\lambda_{s}$, for Example 1.
in Table 6.2.

### 6.5.2 Example 2

In example 1, the case of smooth source functions has been investigated and it can retrieved the instability with the use of BEM together with the regularisation based on either the TSVD and the Tikhonov regularisation. In this example, we are considering


Figure 6.9: The analytical (--) and numerical results of (a) $r(t)$, (b) $s(x)$, (c) $u_{x}(0, t)$, and (d) $u_{x}(1, t)$ obtained using the TSVD $(-+-)$ with $N_{t}=14$, and the ZOTR $(-\cdot-)$, FOTR $(\cdots)$, SOTR $(---)$ with regularisation parameters suggested by the discrepancy principle of Figure 6.8(b) for noisy input $p=1 \%$, for Example 1.

(a)


Figure 6.10: The $L$-surface on (a) a three-dimensional plot, (b) plane of $\log \left\|X \underline{w}_{\lambda}-\underline{y}^{\epsilon}\right\|$ versus $\log \left\|R^{(1)} \underline{\mathbf{r}}_{\lambda}\right\|$, and (c) plane of $\log \left\|X \underline{\mathrm{w}}_{\lambda}-\underline{\mathrm{y}}^{\epsilon}\right\|$ versus $\log \left\|R^{(2)} \underline{\mathbf{s}}_{\lambda}\right\|$, obtained using the SOTR for noisy input $p=1 \%$, for Example 1 .


Figure 6.11: The analytical (-) and numerical results of (a) $r(t)$, (b) $s(x)$, (c) $u_{x}(0, t)$, and (d) $u_{x}(1, t)$ obtained using the SOTR with regularisation parameters suggested by the $L$-curve criterion $\lambda_{L}=\lambda_{r}=\lambda_{s}=10(---)$, the $L$-surface method $\left(\lambda_{r, L}, \lambda_{s, L}\right)=(10,1)(-+-)$, and the trial and error $\left(\lambda_{r, o p t}, \lambda_{s, o p t}\right)=(8,5.2 \mathrm{E}-2)(-*-)$, for noisy input $p=1 \%$, for Example 1 .

Table 6.2: The RMSE for $r(t), s(x), u_{x}(0, t)$, and $u_{x}(1, t)$ obtained using the SVD, TSVD, ZOTR, FOTR, and SOTR, for $p \in\{0,1\} \%$, for Example 1.

| Method | $p$ | Parameter | RMSE |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $r(t)$ | $s(x)$ | $u_{x}(0, t)$ | $u_{x}(1, t)$ |
| SVD | 0 | - | $1.47 \mathrm{E}-1$ | $2.55 \mathrm{E}-1$ | $9.32 \mathrm{E}-3$ | $4.58 \mathrm{E}-2$ |
| TSVD | 0 | $N_{t}=56$ | $1.17 \mathrm{E}-1$ | $2.03 \mathrm{E}-1$ | $2.94 \mathrm{E}-3$ | $3.57 \mathrm{E}-2$ |
| ZOTR | 0 | $\lambda_{G C V}=1.0 \mathrm{E}-7$ | $1.20 \mathrm{E}-1$ | $2.02 \mathrm{E}-1$ | $3.53 \mathrm{E}-3$ | $3.65 \mathrm{E}-2$ |
| FOTR | 0 | $\lambda_{G C V}=1.2 \mathrm{E}-7$ | $7.62 \mathrm{E}-2$ | $1.70 \mathrm{E}-1$ | $3.68 \mathrm{E}-3$ | $4.35 \mathrm{E}-2$ |
| SOTR | 0 | $\lambda_{G C V}=4.5 \mathrm{E}-8$ | $7.96 \mathrm{E}-2$ | $1.85 \mathrm{E}-1$ | $6.48 \mathrm{E}-3$ | $4.70 \mathrm{E}-2$ |
| SOTR | 0 | $\lambda_{L}=1.0 \mathrm{E}-1$ | $8.70 \mathrm{E}-3$ | $2.81 \mathrm{E}-2$ | $1.27 \mathrm{E}-2$ | $3.09 \mathrm{E}-3$ |
| SVD | $1 \%$ | - | $1.62 \mathrm{E}+1$ | $1.01 \mathrm{E}+2$ | 2.84 | $2.48 \mathrm{E}-1$ |
| TSVD | $1 \%$ | $N_{t}=14$ | $2.04 \mathrm{E}-1$ | $1.77 \mathrm{E}-1$ | $2.29 \mathrm{E}-2$ | $5.83 \mathrm{E}-2$ |
| ZOTR | $1 \%$ | $\lambda_{\text {dis }}=1.3 \mathrm{E}-3$ | $1.87 \mathrm{E}-1$ | $1.83 \mathrm{E}-1$ | $2.32 \mathrm{E}-2$ | $4.87 \mathrm{E}-2$ |
| FOTR | $1 \%$ | $\lambda_{d i s}=2.8 \mathrm{E}-2$ | $1.28 \mathrm{E}-1$ | $3.50 \mathrm{E}-1$ | $1.05 \mathrm{E}-1$ | $7.91 \mathrm{E}-2$ |
| SOTR | $1 \%$ | $\lambda_{d i s}=1.5$ | $9.72 \mathrm{E}-2$ | $2.65 \mathrm{E}-1$ | $8.05 \mathrm{E}-2$ | $5.58 \mathrm{E}-2$ |
| SOTR | $1 \%$ | $\lambda_{L}=10$ | $1.61 \mathrm{E}-1$ | $4.23 \mathrm{E}-1$ | $1.20 \mathrm{E}-1$ | $9.36 \mathrm{E}-2$ |
| SOTR | $1 \%$ | $\lambda_{r}=10, \lambda_{s}=1$ | $7.93 \mathrm{E}-2$ | $2.18 \mathrm{E}-1$ | $6.81 \mathrm{E}-2$ | $4.40 \mathrm{E}-2$ |
| SOTR | $1 \%$ | $\lambda_{r}=8, \lambda_{s}=5.2 \mathrm{E}-2$ | $1.92 \mathrm{E}-3$ | $5.34 \mathrm{E}-2$ | $1.00 \mathrm{E}-2$ | $6.39 \mathrm{E}-3$ |

in more severe case with the non-smooth source functions. Let $T=L=1, X_{0}=\frac{1}{2}$ and the input data

$$
\left\{\begin{array}{l}
u_{0}(x)=\mu_{0}(t)=\mu_{L}(t)=0, \quad S_{0}=s\left(\frac{1}{2}\right)=\frac{1}{4}  \tag{6.31}\\
\chi(t)=u\left(\frac{1}{2}, t\right)=t^{2} \sin \left(\frac{1}{4}\right), \quad \psi(x)=\int_{0}^{1} u(x, t) d t=\frac{\sin \left(x-x^{2}\right)}{3}, \\
f(x, t)=x, \quad g(x, t)=e^{t}, \\
h(x, t)=\left(2 t+t^{2}(1-2 x)^{2}\right) \sin \left(x-x^{2}\right)+2 t^{2} \cos \left(x-x^{2}\right) \\
\quad-x\left|t-\frac{1}{2}\right|-e^{t}\left|x-\frac{3}{4}\right| .
\end{array}\right.
$$

Note that the input data (6.31) satisfy the conditions of Theorem 6.2.1 to ensure the existence and uniqueness of solution of the inverse problem (6.1)-(6.5). In fact, the exact solution is given by

$$
u(x, t)=t^{2} \sin \left(x-x^{2}\right), \quad r(t)=\left|t-\frac{1}{2}\right|, \quad s(x)=\left|x-\frac{3}{4}\right| .
$$



Figure 6.12: The normalised singular values of matrix $X$ for $N=N_{0}=20(-\cdot-)$, $N=N_{0}=40(\cdots)$, and $N=N_{0}=80(---)$, for Example 2 .

This is a more severe test example than Example 1 since the source components $r(t)$ and $s(x)$ are not smooth functions.

We have calculated the condition numbers of the matrix $X$ and obtained the condition numbers $3.46 \mathrm{E}+3,1.54 \mathrm{E}+4$, and $8.69 \mathrm{E}+4$ for $N=N_{0}=20,40$, and 80 , respectively. Moreover, the corresponding normalised singular values are shown in Figure 6.12. In Example 2, the condition numbers of the matrix $X$ are not much different from the condition numbers for Example 1. Then we expect to solve this inverse problem by using wither the TSVD or the Tikhonov regularisation as means to reduce the instability of the solution. Here, we fix $N=N_{0}=40$ and $X_{0}=\frac{1}{2}$.

## Exact Data

First we have tried the TSVD, ZOTR, FOTR and SOTR with the regularisation parameter given by the GCV function. This yields $N_{t}=65, \lambda_{G C V}=2.9 \mathrm{E}-8,3.2 \mathrm{E}-8$, and $8.3 \mathrm{E}-9$, respectively. But we have found that the solutions for $r(t)$ and $s(x)$ are not so accurate. We then considered the $L$-curve method for choosing the regularisation parameter. Figures 6.13(a) and 6.13(b) display the $L$-curves for the TSVD and the Tikhonov regularisation, respectively. The same as the $L$-curve in Example 1, an $L$ shape is obtained only when using the SOTR with suggests an $L$-corner around $\lambda=1 \mathrm{E}-4$ to 1E-3. In particular, for $\lambda_{L}=1 \mathrm{E}-4$ we obtain the stable solutions presented in Figure


Figure 6.13: The $L$-curve obtained using (a) the TSVD and (b) the ZOTR ( $-\cdot$ ), FOTR $(\cdots)$, and SOTR $(---)$ with $\lambda=\lambda_{r}=\lambda_{s}$, for exact data, for Example 2.
6.14 and Table 6.3. The untruncated SVD, i.e. $N_{t}=80$, whose numerical results are also included is not so accurate and stable in retrieving the functions $r(t)$ and $s(x)$.

Table 6.3: The RMSE for $r(t), s(x), u_{x}(0, t)$, and $u_{x}(1, t)$ obtained using the SVD, TSVD, ZOTR, FOTR, and SOTR, for $p \in\{0,1\} \%$, for Example 2.

| Method | $p$ | Parameter | RMSE |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $r(t)$ | $s(x)$ | $u_{x}(0, t)$ | $u_{x}(1, t)$ |
| SVD | 0 | - | $1.15 \mathrm{E}-1$ | $4.12 \mathrm{E}-2$ | $2.05 \mathrm{E}-3$ | $6.95 \mathrm{E}-4$ |
| TSVD | 0 | $N_{t}=65$ | $1.17 \mathrm{E}-1$ | $7.92 \mathrm{E}-2$ | $1.15 \mathrm{E}-1$ | $4.12 \mathrm{E}-2$ |
| ZOTR | 0 | $\lambda_{G C V}=2.9 \mathrm{E}-8$ | $1.67 \mathrm{E}-1$ | $6.63 \mathrm{E}-2$ | $5.21 \mathrm{E}-3$ | $2.19 \mathrm{E}-3$ |
| FOTR | 0 | $\lambda_{G C V}=3.2 \mathrm{E}-8$ | $8.94 \mathrm{E}-2$ | $2.99 \mathrm{E}-2$ | $2.12 \mathrm{E}-3$ | $6.01 \mathrm{E}-4$ |
| SOTR | 0 | $\lambda_{G C V}=8.3 \mathrm{E}-9$ | $9.20 \mathrm{E}-2$ | $3.13 \mathrm{E}-2$ | $2.10 \mathrm{E}-3$ | $7.61 \mathrm{E}-4$ |
| SOTR | 0 | $\lambda_{L}=1.0 \mathrm{E}-4$ | $5.88 \mathrm{E}-3$ | $8.94 \mathrm{E}-3$ | $2.39 \mathrm{E}-3$ | $1.04 \mathrm{E}-3$ |
| SVD | $1 \%$ | - | $5.31 \mathrm{E}+1$ | $8.91 \mathrm{E}+1$ | 2.88 | $2.42 \mathrm{E}-1$ |
| TSVD | $1 \%$ | $N_{t}=10$ | $2.16 \mathrm{E}-1$ | $2.37 \mathrm{E}-1$ | $1.15 \mathrm{E}-1$ | $9.05 \mathrm{E}-2$ |
| ZOTR | $1 \%$ | $\lambda_{\text {dis }}=7.3 \mathrm{E}-4$ | $1.20 \mathrm{E}-1$ | $2.12 \mathrm{E}-1$ | $1.15 \mathrm{E}-1$ | $4.72 \mathrm{E}-2$ |
| FOTR | $1 \%$ | $\lambda_{\text {dis }}=3.2 \mathrm{E}-2$ | $1.66 \mathrm{E}-1$ | $6.77 \mathrm{E}-2$ | $2.21 \mathrm{E}-2$ | $2.51 \mathrm{E}-2$ |
| SOTR | $1 \%$ | $\lambda_{\text {dis }}=2.3$ | $5.78 \mathrm{E}-2$ | $7.90 \mathrm{E}-2$ | $9.98 \mathrm{E}-3$ | $4.95 \mathrm{E}-2$ |
| SOTR | $1 \%$ | $\lambda_{L}=1$ | $9.24 \mathrm{E}-2$ | $6.63 \mathrm{E}-2$ | $1.55 \mathrm{E}-2$ | $4.04 \mathrm{E}-2$ |
| SOTR | $1 \%$ | $\lambda_{r, L}=1, \lambda_{s, L}=10$ | $3.96 \mathrm{E}-2$ | $1.13 \mathrm{E}-1$ | $4.67 \mathrm{E}-3$ | $6.40 \mathrm{E}-2$ |
| SOTR | $1 \%$ | $\lambda_{r, \text { opt }}=2.2, \lambda_{s, \text { opt }}=5.9$ | $2.37 \mathrm{E}-2$ | $1.01 \mathrm{E}-1$ | $3.42 \mathrm{E}-3$ | $5.98 \mathrm{E}-2$ |



Figure 6.14: The analytical (-) and numerical results of (a) $r(t)$, (b) $s(x)$, (c) $u_{x}(0, t)$, and (d) $u_{x}(1, t)$ obtained using the SVD $(-\cdot-)$ and the SOTR $(-\mathrm{o}-)$ with the regularisation parameter $\lambda_{L}=1 \mathrm{E}-4$ suggested by the $L$-curve of Figure 6.13(b) for exact data, for Example 2.

## Noisy Data

When noise is present in the measured data $\chi(t)$ and $\psi(x)$, the regularisation with an appropriate parameter has to be carefully considered. Here we have tried solving the perturbed problem with $p=1 \%$ noisy input by using the TSVD, ZOTR, FOTR, and SOTR, with the regularisation parameter given by the discrepancy principle. This yields $N_{t}=10, \lambda_{\text {dis }}=7.3 \mathrm{E}-4,3.2 \mathrm{E}-2$, and 2.3 , respectively. Although the discrepancy principle is a rigorous method which uses the knowledge of noise, the RMSE errors displayed in Table 6.3 are quite large. Alternatively, we consider the $L$-curve method


Figure 6.15: The $L$-curve obtained using (a) the TSVD and (b) the ZOTR $(-\cdot-)$, FOTR $(\cdots)$, and SOTR $(---)$ with $\lambda=\lambda_{r}=\lambda_{s}$, for noisy input $p=1 \%$, for Example 2.
for the choice of regularisation parameter displayed in Figure 6.15. This suggests the appropriate parameters as $N_{t}$ between 5 and $30, \lambda_{L}=1 \mathrm{E}-4,1 \mathrm{E}-2$, and 1 for the TSVD, ZOTR, FOTR, and SOTR,, respectively. We then solved the inverse problem with these parameters and found that the numerical results obtained using the TSVD, ZOTR and FOTR, are not so accurate. Whereas the SOTR yields a more accurate solution, as shown in Figure 6.17 with dashed line. Hence, as in Example 1, the case of $\lambda_{r} \neq \lambda_{s}$ needs to be considered by using the $L$-surface method for choosing the appropriate regularisation parameters. Figures 6.16 displays the $L$-surface which selects $\lambda_{r, L}=10$ and $\lambda_{s, L}=1$, and the results obtained using the SOTR with these parameters are shown in Figure 6.17. Furthermore, the regularisation parameters selected by the trial and error have also been considered and these results have also been included in Figure 6.17. The accurate retrieval of $r(t)$ is possible, but for $s(x)$ this is less accurate.

### 6.6 Conclusions

This chapter has presented a numerical approach to the simultaneous numerical determination of the space- and the time-dependent coefficient source functions of an


Figure 6.16: The $L$-surface on (a) a three-dimensional plot, (b) plane of $\log \left\|X \underline{w}_{\lambda}-\underline{y}^{\epsilon}\right\|$ versus $\log \left\|R^{(1)} \underline{\mathbf{r}}_{\lambda}\right\|$, and (c) plane of $\log \left\|X \underline{\mathrm{w}}_{\lambda}-\underline{\mathrm{y}}^{\epsilon}\right\|$ versus $\log \left\|R^{(2)} \underline{\mathrm{s}}_{\lambda}\right\|$, obtained using the SOTR for noisy input $p=1 \%$, for Example 2.
inverse heat conduction problem with Dirichlet boundary conditions together with specified interior temperature measurement and time-integral condition, as the overdetermination conditions.

The numerical discretisation was based on the BEM together with either the TSVD, or the Tikhonov regularisation. Additionally, various methods for choosing the regularisation parameters have been utilised. The numerical results presented show that accurate and stable numerical solutions can be achieved provided that the regularisation parameters are appropriately selected. The two-parameter selection has proved to be difficult, as some of our numerical results obtained using several criteria, e.g.


Figure 6.17: The analytical (-) and numerical results of (a) $r(t)$, (b) $s(x)$, (c) $u_{x}(0, t)$, and (d) $u_{x}(1, t)$ obtained using the SOTR with regularisation parameters suggested by the $L$-curve criterion $\lambda_{L}=\lambda_{r}=\lambda_{s}=1(---)$, the $L$-surface method $\left(\lambda_{r, L}, \lambda_{s, L}\right)=(1,10)(-+-)$, and the trial and error $\left(\lambda_{r, o p t}, \lambda_{s, o p t}\right)=(2.2,5.9)(-*-)$, for noisy input $p=1 \%$, for Example 2 .
discrepancy principle, GCV, $L$-curve, $L$-surface, have shown. Nevertheless, more research has to be undertaken in the future for the selection of multiple regularisation parameters, [12].

In the next chapter we will consider reconstructing multiplicative space- and timedependent heat sources.

## Chapter 7

## Determination of Multiplicative Spaceand Time-dependent Heat Sources

### 7.1 Introduction

In the previous chapter, we have investigated the reconstruction of an additive source of the form $r(t) f(x, t)+s(x) g(x, t)$. In this chapter, we consider the reconstruction of a multiplicative source of the form $r(t) s(x)$, in which both $r(t)$ and $s(x)$ are unknown functions. In contrast to the previously investigated linear reconstruction of the additive source, Chapter 6, this new inverse source problem formulation is more difficult to solve because it now becomes nonlinear. Moreover, its ill-posedness with respect to small errors in the input data being blown up in the output source solution adds even further difficulty.

The existence and uniqueness of the sources $r(t), s(x)$ and the temperature $u(x, t)$ of the inverse problem were already established in [47]. In this chapter, we consider obtaining a stable solution by using the BEM together with a nonlinear minimisation.

The plan of the chapter is as follows. In Section 7.2, we give the mathematical formulation of the inverse multiplicative source problem and state its unique solvability. In Section 7.3, we describe the numerical discretisation of the problem based on the

BEM, whilst in Section 7.4 we introduce the inverse method for obtaining the solution based on a nonlinear least-squares minimisation. Section 7.5 presents and discusses numerical results and illustrates the need for employing regularisation in order to stabilise the solution. Finally, Section 7.6 presents the conclusions of the study.

### 7.2 Mathematical formulation

Consider the following inverse initial-boundary value problem of finding the temperature $u(x, t)$ and the multiplicatively separable source function $F(x, t):=r(t) s(x)$ satisfying the heat equation

$$
\begin{equation*}
u_{t}=u_{x x}+r(t) s(x), \quad(x, t) \in D_{T} \tag{7.1}
\end{equation*}
$$

subject to the initial condition (1.7), namely

$$
\begin{equation*}
u(x, 0)=u_{0}(x), \quad x \in[0, L], \tag{7.2}
\end{equation*}
$$

the homogeneous Neumann boundary conditions

$$
\begin{equation*}
u_{x}(0, t)=u_{x}(L, t)=0, \quad t \in[0, T], \tag{7.3}
\end{equation*}
$$

the additional temperature measurement

$$
\begin{equation*}
u\left(X_{0}, t\right)=\chi(t), \quad t \in[0, T], \tag{7.4}
\end{equation*}
$$

at a fixed sensor location $X_{0} \in(0, L)$, and

$$
\begin{equation*}
u(x, T)=\beta(x), \quad x \in[0, L], \tag{7.5}
\end{equation*}
$$

at the 'upper-base' final time $t=T$. Conditions (7.3) express that the ends $\{0, L\}$ of the finite slab $(0, L)$ are insulated. In order to avoid trivial non-uniqueness represented
by the identity $r(t) s(x)=\frac{r(t)}{c} \cdot c s(x)$, with $c$ arbitrary non-zero constant, we impose a fixing condition, say

$$
\begin{equation*}
s\left(X_{0}\right)=S_{0} . \tag{7.6}
\end{equation*}
$$

In the above setting, the functions $u_{0}, \chi, \beta$ and the constant $S_{0}$ are given. We further assume that the conditions (7.2)-(7.5) are consistent, i.e. the following compatibility conditions are satisfied:

$$
\begin{equation*}
u_{0}^{\prime}(0)=u_{0}^{\prime}(L)=\beta^{\prime}(0)=\beta^{\prime}(L)=0, \quad \chi(0)=u_{0}\left(X_{0}\right), \quad \chi(T)=\beta\left(X_{0}\right) \tag{7.7}
\end{equation*}
$$

The unique solvability, i.e. existence and uniqueness of the solution of the inverse problem (7.1)-(7.6), was established in [47]. With some slight corrections, this theorem reads as follows.

Theorem 7.2.1 Suppose that $u_{0}(x), \beta(x) \in \mathbb{W}_{2}^{4}(0, L)$, and $\chi(t) \in \mathbb{W}_{2}^{2}(0, T)$ satisfy (7.7) and that $S_{0} \neq 0$. Also, assume that:
(i) $M:=\chi^{\prime}(0)-u_{0}^{\prime \prime}\left(X_{0}\right) \neq 0, \quad m:=\frac{\chi^{\prime}(T)-\beta^{\prime \prime}\left(X_{0}\right)}{M} \neq 0$,
(ii) $u_{0}^{\prime \prime \prime}(0)=u_{0}^{\prime \prime \prime}(L)=\beta^{\prime \prime \prime}(0)=\beta^{\prime \prime \prime}(L)=0$,
(iii) $\lambda_{1}<1,4 \lambda_{2} \lambda_{3}-\left(1-\lambda_{1}\right)^{2} \leq 0, \lambda_{4}<1$,
where

$$
\begin{aligned}
& \lambda_{1}:=\frac{2}{m^{2} M^{2}} \max \left\{M^{2}+\frac{4 L^{2}\left\|\chi^{\prime \prime}\right\|^{2}}{\pi^{2}}, 4 L\|\theta\|^{2}+L m^{2}\left\|u_{0}^{\prime \prime \prime}\right\|^{2}\right\} \\
& \lambda_{2}:=\frac{2}{M^{2}} \max \left\{\frac{4 L^{6}}{\pi^{4} m^{4}}, 1\right\}, \quad \lambda_{3}:=\frac{2\left\|\theta^{\prime}\right\|^{2}}{m^{2}}+\frac{4\left\|\chi^{\prime \prime}\right\|^{2}}{M^{2}}\left(\frac{2\|\theta\|^{2}}{m^{2}}+\left\|u_{0}^{\prime \prime \prime}\right\|^{2}\right), \\
& \lambda_{4}:=\frac{1}{m^{2} M^{2}} \max \left\{M^{2}+2 L^{3} z+4 L^{2}\left\|\chi^{\prime \prime}\right\|^{2}, 4 L^{3} z+4 L^{3}\left\|\theta^{\prime}\right\|^{2}+2 L m^{2}\left\|u_{0}^{\prime \prime \prime}\right\|^{2}\right\}, \\
& \theta(x)=\beta^{\prime \prime \prime}(x)-m u_{0}^{\prime \prime \prime}(x), \quad z=\frac{1-\lambda_{1}}{2 \lambda_{2}} .
\end{aligned}
$$

Then the inverse problem given by equations (7.1)-(7.6) has a unique solution $r(t) \in$ $\mathbb{W}_{2}^{1}(0, T), s(x) \in \mathbb{W}_{2}^{2}(0, L)$ and
$u(x, t) \in \mathbb{W}_{2}^{4,2}\left(D_{T}\right) \cap C\left(0, T ; \mathbb{W}_{2}^{4}(0, L)\right) \cap C\left(0, L ; \mathbb{W}_{2}^{2}(0, T)\right)$.

Note that in the above theorem, $\mathbb{W}_{2}^{k}(\Omega)$, with $k \in\{1,2,4\}$ and $\Omega=(0, L)$ or $(0, T)$, denotes the Sobolev space of functions consisting of all elements of $L^{2}(\Omega)$ having generalised derivatives up to order $k$ inclusively in $L^{2}(\Omega)$. Also, we denote

$$
\mathbb{W}_{2}^{4,2}\left(D_{T}\right):=\left\{u \in L^{2}\left(D_{T}\right) \mid \partial_{x}^{j} u \in L^{2}(0, L), j=\overline{1,4}, \text { and } \partial_{t}^{i} u \in L^{2}(0, T), i=1,2\right\} .
$$

Finally, $C\left(0, T ; \mathbb{W}_{2}^{4}(0, L)\right)$ denotes the space of continuous mappings from $(0, T)$ to $\mathbb{W}_{2}^{4}(0, L)$ and $C\left(0, L ; \mathbb{W}_{2}^{2}(0, T)\right)$ denotes the space of continuous mappings from $(0, L)$ to $\mathbb{W}_{2}^{2}(0, T)$. The norms $\left\|\chi^{\prime \prime}\right\|$ and $\left\|u_{0}^{\prime \prime \prime}\right\|$ are understood in $L^{2}(0, T)$ and $L^{2}(0, L)$, respectively. Also, the norms of $\theta$ and $\theta^{\prime}$ are in $L^{2}(0, L)$.

Although the inverse problem (7.1)-(7.6) has a unique solution it is still ill-posed because it violates the continuous dependence upon the input data (7.4) and (7.5). In the next section we will demonstrate how the BEM discretising numerically the heat equation (7.1) can be used together with the regularisation in order to obtain a stable solution.

### 7.3 The boundary element method (BEM)

In this section, we use the numerical procedure for discretising the inverse problem (7.1)-(7.6) by using the BEM which results in the following boundary integral equation:

$$
\begin{align*}
\eta(x) u(x, t)= & \int_{0}^{t}\left[G(x, t, \xi, \tau) \frac{\partial u}{\partial n(\xi)}(\xi, \tau)-u(\xi, \tau) \frac{\partial G}{\partial n(\xi)}(x, t, \xi, \tau)\right]_{\xi \in\{0, L\}} d \tau \\
& +\int_{0}^{L} G(x, t, y, 0) u(y, 0) d y+\int_{0}^{L} \int_{0}^{T} G(x, t, y, \tau) r(\tau) s(y) d \tau d y \\
& (x, t) \in[0, L] \times(0, T] \tag{7.8}
\end{align*}
$$

Using the same discretisation as described in Section 2.3 which has been used so far as in previous chapters, we obtain

$$
\begin{align*}
\eta(x) u(x, t)= & \sum_{j=1}^{N}\left[A_{0 j}(x, t) q_{0 j}+A_{L j}(x, t) q_{L j}-B_{0 j}(x, t) h_{0 j}-B_{L j}(x, t) h_{L j}\right] \\
& +\sum_{k=1}^{N_{0}}\left[C_{k}(x, t) u_{0, k}+D_{k}^{r}(x, t) s_{k}\right] \tag{7.9}
\end{align*}
$$

where

$$
\begin{equation*}
D_{k}^{r}(x, t)=\int_{x_{k-1}}^{x_{k}} \int_{0}^{t} G(x, t, y, \tau) r(\tau) d \tau d y=\sum_{j=1}^{N} d_{j, k}(x, t) r_{j} \tag{7.10}
\end{equation*}
$$

where $d_{j, k}(x, t)=\int_{x_{k-1}}^{x_{k}} \int_{t_{j-1}}^{t_{j}} G(x, t, y, \tau) d \tau d y$ for $j=\overline{1, N}, k=\overline{1, N_{0}}$. The double integral source term $d_{j, k}(x, t)$ can be evaluated analytically to be given by

$$
d_{j, k}(x, t)= \begin{cases}0 & ; t \leq t_{j-1}, \\ J\left(x, t, x_{k-1}, t_{j-1}\right)-J\left(x, t, x_{k}, t_{j-1}\right) & \\ +\frac{\left(x-x_{k-1}\right)^{2}}{4}-\frac{\left(x-x_{k}\right)^{2}}{4} & ; t_{j-1}<t \leq t_{j}, x \leq x_{k-1}, \\ J\left(x, t, x_{k-1}, t_{j-1}\right)-J\left(x, t, x_{k}, t_{j-1}\right) \\ -\frac{\left(x-x_{k-1}\right)^{2}}{4}-\frac{\left(x-x_{k}\right)^{2}}{4} & ; t_{j-1}<t \leq t_{j}, x_{k-1}<x \leq x_{k}, \\ J\left(x, t, x_{k-1}, t_{j-1}\right)-J\left(x, t, x_{k}, t_{j-1}\right) & \\ -\frac{\left(x-x_{k-1}\right)^{2}}{4}+\frac{\left(x-x_{k}\right)^{2}}{4} & ; t_{j-1}<t \leq t_{j}, x>x_{k}, \\ J\left(x, t, x_{k-1}, t_{j-1}\right)-J\left(x, t, x_{k}, t_{j-1}\right) & \\ -J\left(x, t, x_{k-1}, t_{j}\right)+J\left(x, t, x_{k}, t_{j}\right) & ; t>t_{j},\end{cases}
$$

where

$$
\begin{aligned}
J\left(x, t, x_{k}, t_{j}\right)=\left(\frac{\left(x-x_{k}\right)^{2}}{4}+\frac{t-t_{j}}{2}\right) & \operatorname{erf}\left(\frac{x-x_{k}}{2 \sqrt{t-t_{j}}}\right) \\
& +\frac{\sqrt{t-t_{j}}}{2 \sqrt{\pi}}\left(x-x_{k}\right) \exp \left(-\frac{\left(x-x_{k}\right)^{2}}{4\left(t-t_{j}\right)}\right) .
\end{aligned}
$$

By applying (7.9) at the boundary element nodes $\left(0, \tilde{t}_{i}\right)$ and $\left(L, \tilde{t}_{i}\right)$ for $i=\overline{1, N}$ and the homogeneous Neumann boundary condition (7.3), i.e. $q_{0 j}=q_{L j}=0$, we obtain the system of $2 N$ equations

$$
\begin{equation*}
-B \underline{\mathrm{~h}}+C \underline{\mathrm{u}}_{0}+D^{r} \underline{\mathrm{~s}}=\underline{0}, \tag{7.11}
\end{equation*}
$$

where $D^{r}=\left[\begin{array}{l}\sum_{j=1}^{N} d_{j, k}\left(0, \tilde{t}_{i}\right) r_{j} \\ \sum_{j=1}^{N} d_{j, k}\left(L, \tilde{t}_{i}\right) r_{j}\end{array}\right]_{2 N \times N_{0}}$.
For the direct problem, we can find now the boundary temperatures $u\left(0, \tilde{t}_{i}\right)$ and $u\left(L, \tilde{t}_{i}\right)$ from (7.11) as

$$
\begin{equation*}
\underline{\mathrm{h}}=B^{-1}\left(C \underline{\mathrm{u}}_{0}+D^{r} \underline{\mathbf{s}}\right) . \tag{7.12}
\end{equation*}
$$

Furthermore, the interior temperatures $u\left(X_{0}, \tilde{t}_{i}\right)$ for $i=\overline{1, N}$ from the additional condition condition (7.4) can be approximated similarly as in (6.16), i.e. $\left[u\left(X_{0}, \tilde{t}_{i}\right)\right]_{N}=$ $\left[\chi\left(\tilde{t}_{i}\right)\right]_{N}$. Applying this in (7.9) it gives

$$
\begin{equation*}
-B^{I} \underline{\mathrm{~h}}+C^{I} \underline{\mathrm{u}}_{0}+D^{r I} \underline{\mathrm{~s}}=\underline{\chi}, \tag{7.13}
\end{equation*}
$$

where $D^{r I}=\left[\sum_{j=1}^{N} d_{j, k}\left(X_{0}, \tilde{t}_{i}\right) r_{j}\right]_{N \times N_{0}}$. Whereas the final temperature $u\left(\tilde{x}_{k}, T\right)$ for $k=\overline{1, N_{0}}$ from the overdetermination (7.5) can be approximated as $\left[u\left(\tilde{x}_{k}, T\right)\right]_{N_{0}}=$ $\left[\beta\left(\tilde{x}_{k}\right)\right]_{N_{0}}$. Applying this in (7.9) it gives

$$
\begin{equation*}
-B^{I I I} \underline{\mathbf{h}}+C^{I I I} \underline{\mathrm{u}}_{0}+D^{r I I I} \underline{\mathrm{~s}}=\underline{\beta}, \tag{7.14}
\end{equation*}
$$

where

$$
\begin{aligned}
& B^{I I I}=\left[B_{0 j}\left(\tilde{x}_{k}, T\right) \quad B_{L j}\left(\tilde{x}_{k}, T\right)\right]_{N_{0} \times 2 N}, \quad C^{I I I}=\left[C_{k}\left(\tilde{x}_{k}, T\right)\right]_{N_{0} \times N_{0}}, \\
& D^{r I I I}=\left[\sum_{j=1}^{N} d_{j, k}\left(\tilde{x}_{k}, T\right) r_{j}\right]_{N_{0} \times N_{0}}
\end{aligned}
$$

### 7.4 Solution of inverse problem

In this section, we wish to obtain simultaneously the unknown components $r(t)$ and $s(x)$ of the multiplicative source term in the inverse problem (7.1)-(7.6) by using the BEM together with a classical minimisation process. The conditions (7.4)-(7.6) are imposed by minimising the nonlinear least-squares function

$$
\begin{equation*}
\mathbb{F}_{0}(r, s):=\sum_{i=1}^{N}\left(u\left(X_{0}, \tilde{t}_{i}\right)-\chi\left(\tilde{t}_{i}\right)\right)^{2}+\sum_{k=1}^{N_{0}}\left(u\left(\tilde{x}_{k}, T\right)-\beta\left(\tilde{x}_{k}\right)\right)^{2}+\left(s\left(X_{0}\right)-S_{0}\right)^{2} . \tag{7.15}
\end{equation*}
$$

Here, the approximated temperatures $u\left(X_{0}, \tilde{t}_{i}\right)$ and $u\left(\tilde{x}_{k}, T\right)$, as introduced earlier in (7.13) and (7.14), respectively, are now employed into the above objective function with the initial guesses $\underline{\mathbf{r}}_{0}$ and $\underline{\mathbf{s}}_{0}$ for functions $r$ and $s$, respectively. Whereas $s\left(X_{0}\right)$ is approximated the same as in (6.20). Then, applying the approximations (7.12)-(7.14) we obtain

$$
\begin{align*}
\mathbb{F}_{0}(\underline{\mathrm{r}}, \underline{\mathrm{~s}})= & \left\|-B^{I} B^{-1}\left(C \underline{\mathrm{u}}_{0}+D^{r} \underline{\mathrm{~s}}\right)+C^{I} \underline{\mathrm{u}}_{0}+D^{r I} \underline{\mathrm{~s}}-\underline{\chi}\right\|^{2} \\
& +\left\|-B^{I I I} B^{-1}\left(C \underline{\mathrm{u}}_{0}+D^{r} \underline{\mathrm{~s}}\right)+C^{I I I} \underline{\mathrm{u}}_{0}+D^{r I I I} \underline{\mathrm{~s}}-\underline{\beta}\right\|^{2} \\
& +\left(s\left(X_{0}\right)-S_{0}\right)^{2}, \tag{7.16}
\end{align*}
$$

where $\underline{\mathrm{r}}=\left(r_{j}\right)_{N}$ and $\underline{\mathrm{s}}=\left(s_{k}\right)_{N_{0}}$. The minimisation of (7.16) is performed using the lsqnonlin routine from the MATLAB Optimisation Toolbox. This routine attempts to find the minimum of a sum of squares by starting from some arbitrary initial guesses $\underline{\underline{r}}_{0}$ and $\underline{\mathrm{s}}_{0}$. Note that we have compiled this routine with the following default parameters:

- Algorithm = Trust-Region-Reflective.
- Maximum number of objective function evaluations, 'MaxFunEvals' $=100 \times$ $\left(N+N_{0}+1\right)$.
- Maximum number of iterations, 'MaxIter' = 400 .
- Termination tolerance on the function value, 'TolFun' $=10^{-10}$ to $10^{-6}$.
- Termination tolerance, ${ }^{‘} \mathrm{TolX}{ }^{\prime}=10^{-10}$ to $10^{-6}$.

Of course, finding a global minimiser to a nonlinear optimisation problem is not an easy task since the functional (7.15), which is in general not convex, i.e. the Hessian of $\mathbb{F}$ is not positive definite. As a consequence it may have local minima in which a descent method tends to get stuck, if the underlying inverse problem is ill-posed, [14, p.17]. In the next section we shall elaborate more on the choice of the initial guess for the iterative routine, as well as on incorporating regularisation in the functional (7.15) in order to ensure convergence to the desired stable solution.

### 7.5 Numerical examples and discussion

This section presents three benchmark test examples in order to test the accuracy and stability of the numerical methods introduced in Sections 7.3 and 7.4. The RMSEs for $r(t)$ and $s(x)$, defined in (2.49) and (6.28), respectively, are used to evaluate the accuracy of the numerical results.

### 7.5.1 Example 1

We consider a benchmark test example with $T=1, L=1 / 10, X_{0}=1 / 20$, and the initial data (7.2) given by

$$
\begin{equation*}
u_{0}(x)=u(x, 0)=0, \quad x \in[0, L] . \tag{7.17}
\end{equation*}
$$

For the direct problem (7.1)-(7.3) we also need the input source data

$$
\begin{equation*}
r(t)=-\frac{e^{t}}{40}\left(400 \pi^{2} t^{2}-400 \pi^{2} t+t^{2}+t-1\right), \quad s(x)=40 \cos (20 \pi x) \tag{7.18}
\end{equation*}
$$

In order to test the BEM accuracy for the direct problem given by equation (7.1) with the source given by the product of the functions in (7.18), subject to the homogenous Neumann boundary condition (7.3) and the initial condition (7.17), the numerical results are compared with the analytical solution given by

$$
\begin{equation*}
u(x, t)=e^{t}\left(t-t^{2}\right) \cos (20 \pi x) . \tag{7.19}
\end{equation*}
$$

The exact expressions for the inputs (7.4)-(7.6) are given by

$$
\left\{\begin{array}{l}
\chi(t)=u(1 / 20, t)=-\left(t-t^{2}\right) e^{t}, \quad \beta(x)=u(x, 1)=0  \tag{7.20}\\
S_{0}=s(1 / 20)=-40
\end{array}\right.
$$

As defined in Theorem 7.2.1, we then have $S_{0}=-40 \neq 0, M=-1 \neq 0, m=-e \neq$ $0, \theta(x)=\beta(x)=u_{0}(x) \equiv 0, \lambda_{1}=0.2962<1, \lambda_{2}=2, \lambda_{3}=0,4 \lambda_{2} \lambda_{3}-\left(1-\lambda_{1}\right)^{2}=$ $-0.4953 \leq 0, z=0.1759$, and $\lambda_{4}=0.2613<1$ which satisfy all the conditions (i)-(iii) for existence and uniqueness of the solution.

As the specified boundary conditions (7.3) are of Neumann type, the boundary unknowns in the BEM are represented by the Dirichlet data $u(0, t)$ and $u(L, t)$, as given by (7.12). Once all the boundary data has been obtained accurately, equations (7.13) and (7.14) can be employed explicitly and with no need of interpolations to obtain the temperatures $u\left(\frac{1}{20}, \tilde{t}_{i}\right)$ and $u\left(\tilde{x}_{k}, 1\right)$ for $i=\overline{1, N}$ and $k=\overline{1, N_{0}}$, respectively. The RMSE of the direct problem results are shown in Table 7.1 and it can be concluded that the BEM numerical solutions are convergent to their corresponding exact values, as the number of boundary elements increases. Whereas Figure 7.1 displays the analytical and numerical results of $\chi(t)$ and $\beta(x)$ and very good agreement can be observed.

Next we consider the inverse problem given by equations (7.1), (7.3), (7.17) and

Table 7.1: The RMSE for $u(0, t), u(0.1, t), \chi(t)$ and $\beta(x)$, obtained using the BEM for the direct problem with $N=N_{0} \in\{10,20,40\}$, for Example 1.

| $N=N_{0}$ | RMSE |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $u(0, t)$ | $u(0.1, t)$ | $\chi(t)$ | $\beta(x)$ |
| 10 | $5.01 \mathrm{E}-3$ | $5.01 \mathrm{E}-3$ | $5.64 \mathrm{E}-3$ | $8.51 \mathrm{E}-2$ |
| 20 | $1.03 \mathrm{E}-3$ | $1.03 \mathrm{E}-3$ | $1.75 \mathrm{E}-3$ | $4.51 \mathrm{E}-2$ |
| 40 | $8.17 \mathrm{E}-4$ | $8.17 \mathrm{E}-4$ | $9.69 \mathrm{E}-4$ | $2.30 \mathrm{E}-2$ |



Figure 7.1: The analytical (-) and numerical results for (a) $\chi(t)$ and (b) $\beta(x)$ obtained using the BEM for the direct problem with $N=N_{0} \in\{10(-$. -), $20(\cdots), 40(---)\}$, for Example 1.
(7.20). The numerical solution can be obtained, as described in Section 7.4, by minimising the objective function (7.15). Preliminary numerical investigations showed that the initial guesses $\underline{\underline{r}}_{0}$ and $\underline{\mathrm{s}}_{0}$ cannot be so arbitrary in order for the minimisation process to converge globally. After many trials, we decided to illustrate the numerical results obtained by considering the initial guess as

$$
\left\{\begin{array}{l}
\underline{\mathrm{r}}_{0}=\underline{\mathrm{r}}+\operatorname{random}\left({ }^{\prime} \mathrm{Normal}^{\prime}, 0, \sigma_{r}, N, 1\right),  \tag{7.21}\\
\underline{\mathrm{s}}_{0}=\underline{\mathrm{s}}+\operatorname{random}\left({ }^{\prime} \mathrm{Normal}^{\prime}, 0, \sigma_{s}, N_{0}, 1\right),
\end{array}\right.
$$

with the standard deviations $\sigma_{r}$ and $\sigma_{s}$, respectively, given by

$$
\begin{equation*}
\sigma_{r}=p_{0} \times \max _{t \in[0, T]}|r(t)|, \quad \sigma_{s}=p_{0} \times \max _{x \in[0, L]}|s(x)|, \tag{7.22}
\end{equation*}
$$

where $p_{0}$ is a percentage of perturbation. Hereafter, unless otherwise specified, we present results obtained with $p_{0}=100 \%$ perturbed initial guess (which is quite far from the exact solution (7.18)) and $N=N_{0}=20$, we also have set parameters TolFun $=\mathrm{TolX}=10^{-6}$ for the MATLAB optimisation toolbox lsqnonlin to solve the inverse problem.

Figure 7.2(a) shows the unregularised objective function $\mathbb{F}_{0}$ which converges in 39 iterations and the numerical results for $r(t), s(x), u(0, t), u(0.1, t)$ are displayed in Figures 7.2(b)-7.2(e), respectively. As we can see in these figures, the numerical results are inaccurate and partially unstable in Figure 7.2(c).

In order to improve the accuracy and stability, we apply a Tikhonov regularisation process based on minimising the penalised objective function

$$
\begin{equation*}
\mathbb{F}_{\lambda}(\underline{\mathrm{r}}, \underline{\mathrm{~s}}):=\mathbb{F}_{0}(\underline{\mathrm{r}}, \underline{\mathrm{~s}})+\lambda\left(\|R \underline{\underline{r}}\|^{2}+\|R \underline{\mathrm{~s}}\|^{2}\right), \tag{7.23}
\end{equation*}
$$

where $\lambda>0$ is a regularisation parameter to be prescribed, and $R$ is a (differential) regularising matrix as introduced in Section 1.6. Initially, we have applied the firstand second-order regularisations based on minimising the objective function (7.23) as

$$
\begin{align*}
& \mathbb{F}_{\lambda}(\underline{\mathbf{r}}, \underline{\mathbf{s}})=\mathbb{F}_{0}(\underline{\mathrm{r}}, \underline{\mathrm{~s}})+\lambda\left(\sum_{i=1}^{N-1}\left(r_{i+1}-r_{i}\right)^{2}+\sum_{k=1}^{N_{0}-1}\left(s_{k+1}-s_{k}\right)^{2}\right),  \tag{7.24}\\
& \mathbb{F}_{\lambda}(\underline{\mathrm{r}}, \underline{\mathrm{~s}})=\mathbb{F}_{0}(\underline{\mathrm{r}}, \underline{\mathrm{~s}})+\lambda\left(\sum_{i=2}^{N-1}\left(-r_{i+1}+2 r_{i}-r_{i-1}\right)^{2}+\sum_{k=2}^{N_{0}-1}\left(-s_{k+1}+2 s_{k}-s_{k-1}\right)^{2}\right), \tag{7.25}
\end{align*}
$$

respectively.
By trial and error, among various regularisation parameters $\lambda \in\left\{10^{-9}, \ldots, 10^{2}\right\}$, we have found, as illustrative stable results, those obtained with $\lambda_{\text {opt }}=10^{-5}$ which are shown in Figure 7.3. As we can see in this figure, applying orders one or two regularisations (7.24) or (7.25) yield stable, but rather inaccurate results, especially near the endpoints of the intervals of definition of the functions involved, see Figure

(a)

(b)

(d)

(c)

(e)

Figure 7.2: (a) The objective function $\mathbb{F}_{0}$ and the numerical results for (b) $r(t)$, (c) $s(x)$, (d) $u(0, t)$, (e) $u(0.1, t)$ obtained with no regularisation $(-\cdot-)$, for exact data for Example 1. The corresponding analytical solutions are shown by continuous line (-) in (b)-(e) and the $p_{0}=100 \%$ perturbed initial guesses are shown by dotted line $(\cdots)$ in (b) and (c).


Figure 7.3: The numerical results for (a) $r(t)$, (b) $s(x)$, (c) $u(0, t)$, (d) $u(0.1, t)$ obtained with the first-order regularisation $(\cdots)$ and the second-order regularisation $(---)$ with regularisation parameter $\lambda_{\text {opt }}=10^{-5}$, for exact data for Example 1. The corresponding analytical solutions are shown by continuous line (-).
7.3(b). In order to improve on these inaccuracies we have then investigated a hybrid combination of first- and second- order regularisations given by

$$
\begin{align*}
\mathbb{F}_{\lambda}(\underline{\mathbf{r}}, \underline{\mathrm{s}})= & \mathbb{F}_{0}(\underline{\mathrm{r}}, \underline{\mathrm{~s}})+\lambda\left(\left(r_{1}-r_{2}\right)^{2}+\left(-r_{N-1}+r_{N}\right)^{2}+\sum_{i=2}^{N-1}\left(-r_{i+1}+2 r_{i}-r_{i-1}\right)^{2}\right. \\
& \left.+\left(s_{1}-s_{2}\right)^{2}+\left(-s_{N_{0}-1}+s_{N_{0}}\right)^{2}+\sum_{k=2}^{N_{0}-1}\left(-s_{k+1}+2 s_{k}-s_{k-1}\right)^{2}\right) . \tag{7.26}
\end{align*}
$$

According to (7.23) and (7.26), the differential regularisation matrix $R$ is given by

$$
R=\left[\begin{array}{ccccc}
1 & -1 & 0 & 0 & .  \tag{7.27}\\
-1 & 2 & -1 & 0 & . \\
0 & -1 & 2 & -1 & . \\
\cdot & \cdot & \cdot & \cdot & .
\end{array}\right]
$$

In the regularisation process, we need to choose an appropriate regularisation parameter $\lambda$ which balances accuracy and stability. Here, we use the $L$-curve method to find the regularisation parameter $\lambda$. Figure 7.4(a) shows the $L$-curve obtained by plotting the solution norm $\sqrt{\|R \underline{r}\|^{2}+\|R \underline{s}\|^{2}}$ versus the residual norm $\sqrt{\mathbb{F}_{0}(\underline{r}, \underline{s})}$ for various values of $\lambda$ when $R$ is given by (7.27). From this figure it can be seen that the corner of the $L$-curve occurs nearby $\lambda_{L}=10^{-5}$, with other appropriate values between the wide range $10^{-6}$ to $10^{-4}$. With this value of the regularisation parameter, the regularised objective function $\mathbb{F}_{\lambda}$ and the numerical results are shown in Figures 7.4(b)-7.4(f). From Figure 7.4(b) it can be seen that convergence for the regularised objective function $\mathbb{F}_{\lambda}$ is achieved within 15 iterations. Also, in comparison with the previous Figures 7.3(a)7.3(d), very good agreement between the exact and the regularised numerical solutions is now obtained, as illustrated in Figures 7.4(c)-7.4(f), respectively. All results are summarised in terms of the RMSE in Table 7.2. Various initial guesses (7.21) with $p_{0} \in\{40,60,80,100\} \%$ in (7.22) have been investigated in order to test the robustness of the minimisation procedure with respect to the independence on the initial guess. From Table 7.2 it can be seen that whilst the choice of the initial guess seems to matter for the accuracy of the unregularised solution; i.e. $\lambda=0$, this restriction disappears when regularisation with $\lambda_{L}=10^{-5}$ is imposed. This shows that the numerical regularisation method employed is robust with respect to the independence on the initial guess.

To test the stability of the BEM combined with the nonlinear regularisation, we solve the inverse problem when random noises are added to the input functions $\chi(t)$


Figure 7.4: (a) The $L$-curve criterion, (b) the objective function $\mathbb{F}_{\lambda}$, and the numerical results $(-\circ-)$ for (c) $r(t)$, (d) $s(x)$, (e) $u(0, t)$, (f) $u(0.1, t)$ obtained with the hybridorder regularisation (7.26) with regularisation parameter $\lambda_{L}=10^{-5}$ suggested by $L$ curve, for exact data Example 1. The corresponding analytical solutions are shown by continuous line (-) in (c)-(f).


Figure 7.5: (a) The objective function $\mathbb{F}_{\lambda}$ and the numerical results for (b) $r(t)$, (c) $s(x)$, (d) $u(0, t)$, (e) $u(0.1, t)$ obtained with the hybrid-order regularisation (7.26) with regularisation parameter $\lambda_{L}=10^{-5}$ suggested by $L$-curve for $p \in\{1(-\cdot-), 3(\cdots), 5(--$ $-)\} \%$ noisy data, for Example 1. The corresponding analytical solutions are shown by continuous line (-) in (b)-(e).

Table 7.2: The RMSE for $r(t), s(x), u(0, t), u(0.1, t)$ for exact data, Example 1.

| $p_{0}(\%)$ | parameter | RMSE |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\lambda$ | $r(t)$ | $s(x)$ | $u(0, t)$ | $u(0.1, t)$ |
| $40 \%$ | 0 | 6.349 | 18.47 | $4.72 \mathrm{E}-2$ | $3.27 \mathrm{E}-2$ |
|  | $\lambda_{L}=1 \mathrm{E}-5$ | 1.528 | 0.819 | $1.49 \mathrm{E}-2$ | $1.53 \mathrm{E}-2$ |
| $60 \%$ | 0 | 9.752 | 26.70 | $1.14 \mathrm{E}-1$ | $8.12 \mathrm{E}-2$ |
|  | $\lambda_{L}=1 \mathrm{E}-5$ | 1.513 | 0.767 | $1.48 \mathrm{E}-2$ | $1.50 \mathrm{E}-2$ |
| $80 \%$ | 0 | 25.83 | 44.93 | $1.99 \mathrm{E}-1$ | $2.74 \mathrm{E}-1$ |
|  | $\lambda_{L}=1 \mathrm{E}-5$ | 1.526 | 0.812 | $1.48 \mathrm{E}-2$ | $1.47 \mathrm{E}-2$ |
| $100 \%$ | 0 | 53.70 | 54.24 | $2.34 \mathrm{E}-1$ | $2.54 \mathrm{E}-1$ |
|  | $\lambda_{L}=1 \mathrm{E}-5$ | 1.529 | 0.819 | $1.47 \mathrm{E}-2$ | $1.48 \mathrm{E}-2$ |

and $\beta(x)$ as

$$
\left\{\begin{array}{l}
\underline{\chi}^{\epsilon}=\underline{\chi}+\operatorname{random}\left(\text { 'Normal }^{\prime}, 0, \sigma_{\chi}, N, 1\right),  \tag{7.28}\\
\underline{\beta}^{\epsilon}=\underline{\beta}+\operatorname{random}\left(\text { 'Normal }^{\prime}, 0, \sigma_{\beta}, N_{0}, 1\right),
\end{array}\right.
$$

with the standard deviations $\sigma_{\chi}$ and $\sigma_{\beta}$ given by

$$
\begin{equation*}
\sigma_{\chi}=p \times \max _{t \in[0, T]}|\chi(t)|, \quad \sigma_{\beta}=p \times \max _{x \in[0, L]}|\beta(x)|, \tag{7.29}
\end{equation*}
$$

respectively. The numerical results obtained with $\lambda_{L}=10^{-5}$, are illustrated in Figure 7.5. From Figure 7.5(a) it can be seen that convergence of the hybrid-order regularised objective functional (7.26) is rapidly achieved within 15-16 iterations for $p \in\{1,3,5\} \%$. Furthermore, Figures 7.5(b)-7.5(e) show that stable and accurate numerical results are obtained for all amounts of noise $p$. Also, as expected, the numerical solutions become more accurate as the amount of noise $p$ decreases.

### 7.5.2 Example 2

In Example 1, all conditions for the existence and uniqueness of Theorem 7.2.1 were satisfied. We now consider an example which has the analytical solution, [48],

$$
\begin{equation*}
u(x, t)=\left(e^{3 t}-e^{-t}\right) \cos (x), \quad r(t)=e^{3 t}, \quad s(x)=4 \cos (x), \tag{7.30}
\end{equation*}
$$

where $T=0.3, L=\pi$. One can easily check that the homogeneous Neumann conditions (7.3) are satisfied and that the initial condition (7.2) is also homogeneous, as given in (7.17). Taking $X_{0}=0.75$ we obtain that the input data (7.4)-(7.6) are given by

$$
\left\{\begin{array}{l}
\chi(t)=u(0.75, t)=\left(e^{3 t}-e^{-t}\right) \cos (0.75)  \tag{7.31}\\
\beta(x)=u(x, 0.3)=\left(e^{0.9}-e^{-0.3}\right) \cos (x) \\
S_{0}=s(0.75)=4 \cos (0.75)
\end{array}\right.
$$

From this we have $S_{0}=M=4 \cos (0.75) \neq 0, u_{0}(x) \equiv 0, m=e^{0.9} \neq 0, \theta(x)=$ $\left(e^{0.9}-e^{-0.3}\right) \sin (x), \lambda_{1}=5.3719, \lambda_{2}=0.2518, \lambda_{3}=24.928, z=-8.6813, \lambda_{4}=$ 14.654. One can then observe that the conditions (i) and (ii) of Theorem 7.2.1 are satisfied, but the condition (iii) has been violated. Whilst a solution obviously exists, as given by equations (7.30), one cannot guarantee yet that this solution is unique.

We have solved first the direct problem given by equations (7.1) (with $r$ and $s$ given by (7.30)), (7.3) and (7.17) using the BEM with various numbers of boundary elements $N=N_{0} \in\{5,10,20\}$ and the numerical results for $\chi(t)$ and $\beta(x)$ presented in Figure 7.6 show rapid convergence and excellent agreement with the analytical solution (7.31). Afterwards, we have solved the inverse problem given by equations (7.1), (7.3), (7.17) and (7.31) in order to retrieve the temperature $u(x, t)$ and the heat source components $r(t)$ and $s(x)$ given analytically by (7.30). We have taken boundary elements $N=N_{0}=20$ and the arbitrary initial guesses $\underline{\mathrm{r}}_{0}=\underline{0}$ and $\underline{\mathrm{s}}_{0}=\underline{0}$.

We first consider the case of exact data. The convergence of the unregularised objective function $\mathbb{F}_{0}$ achieved within 56 iterations using the lsqnonlin routine with TolFun $=\mathrm{TolX}=10^{-10}$ is illustrated in Figure 7.7(a). Also, the RMSEs of solutions $r$ and $s$ are shown in Figure 7.7(b) by dash line $(\cdots)$ and dot line ( --- ), respectively. The numerical solutions for $r$ and $s$ obtained after 56 iterations are shown by dash-dot line ( $-\cdot-$ ) in Figures 7.7(c) and 7.7(d), respectively. Very good agreement between the numerical and analytical solutions for $s$ can be observed, whilst the numerical solution for $r$ is stable but slightly away from the analytical solution. We then look


Figure 7.6: The analytical (-) and numerical results for (a) $\chi(t)$ and (b) $\beta(x)$ obtained using the BEM for the direct problem with $N=N_{0} \in\{5(-$. -), $10(\cdots), 20(---)\}$, for Example 2.
more closely at Figure 7.7(b) and observe that the minimum of RMSEs is at iteration 31 instead of 56. Therefore, we have tried solving the inverse problem with the fixed iteration at 31 , and the numerical results become more accurate, as illustrated by the circle markers ( $\circ \circ \circ$ ) in Figures 7.7(c) and 7.7(d). Further, we have applied the hybridorder regularisation procedure (7.26) with the regularisation parameter $\lambda_{\text {opt }}=2 \times$ $10^{-4}$ (chosen by the trial and error) and the results are shown in Figure 7.8. Figure 7.8(a) displays the convergence of the regularised functional (7.26) achieved within 28 iterations. Also, results for RMSEs and the solutions for $r$ and $s$ are shown in

Table 7.3: The RMSE for $r(t)$ and $s(x)$, for the noise levels $\epsilon_{0} \in\{0,0.01,0.1\}$, for Example 2.

| Noise level | No. of iterations | parameter | RMSE |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | $r(t)$ | $s(x)$ |
| No noise | 56 | 0 | $6.3068 \mathrm{E}-2$ | $1.5492 \mathrm{E}-1$ |
|  | 31 (fixed) | 0 | $2.6668 \mathrm{E}-2$ | $1.4751 \mathrm{E}-1$ |
|  | 28 | $\lambda_{\text {opt }}=2 \mathrm{E}-4$ | $5.6471 \mathrm{E}-2$ | $1.1003 \mathrm{E}-1$ |
|  | 23 (fixed) | $\lambda_{\text {opt }}=2 \mathrm{E}-4$ | $1.9713 \mathrm{E}-2$ | $6.4412 \mathrm{E}-2$ |
| $\epsilon_{0}=0.01$ | 27 | $\lambda_{\text {opt }}=4 \mathrm{E}-4$ | $6.3004 \mathrm{E}-2$ | $1.0886 \mathrm{E}-1$ |
|  | 21 (fixed) | $\lambda_{\text {opt }}=4 \mathrm{E}-4$ | $2.8829 \mathrm{E}-2$ | $6.5281 \mathrm{E}-2$ |
| $\epsilon_{0}=0.1$ | 17 | $\lambda_{\text {opt }}=2$ | $5.2212 \mathrm{E}-2$ | $3.0714 \mathrm{E}-2$ |

Figures 7.8(b)-7.8(d). From Figure 7.8(b) one can see that the minimum of the RMSEs occurs after 23 iterations. By comparing Figures 7.7 and 7.8 one can conclude that the inclusion of some small regularisation yields slightly more accurate and stable results.

Next, we consider the stability of the numerical solution when the noise is present


Figure 7.7: (a) The objective function $\mathbb{F}_{0}$, (b) the RMSEs for $r(t)(---)$ and $s(x)$ $(\cdots)$ obtained with no regularisation for exact data, and the numerical results for (c) $r(t)$ and (d) $s(x)$ obtained using the minimisation process after 56 unfixed iterations $(-\cdot-)$, and 31 fixed iterations ( $\circ \circ \circ$ ), for Example 2. The corresponding analytical solutions (7.30) are shown by continuous line (-) in (c) and (d).


Figure 7.8: (a) The objective function $\mathbb{F}_{\lambda}$, (b) the RMSEs for $r(t)(---)$ and $s(x)$ $(\cdots)$ obtained using the hybrid-order regularisation (7.26) with regularisation parameter $\lambda_{\text {opt }}=2 \times 10^{-4}$ for exact data, and the numerical results for (c) $r(t)$ and (d) $s(x)$ obtained using minimisation process after 28 unfixed iterations ( $-\cdot-$ ), and 23 fixed iterations ( $\circ \circ \circ$ ), for Example 2. The corresponding analytical solutions (7.30) are shown by continuous line (-) in (c) and (d).
in the input data (7.4) and (7.5). As in [48], the noise was defined by

$$
\left\{\begin{array}{l}
\chi^{\epsilon}\left(\tilde{t}_{i}\right)=\chi\left(\tilde{t}_{i}\right)\left(1+\frac{\epsilon_{0}}{\sqrt{\sum_{i=1}^{N} \chi^{2}\left(\tilde{t}_{i}\right)}} \operatorname{rand}(i)\right), \quad i=\overline{1, N},  \tag{7.32}\\
\beta^{\epsilon}\left(\tilde{x}_{k}\right)=\beta\left(\tilde{x}_{k}\right)\left(1+\frac{\epsilon_{0}}{\sqrt{\sum_{k=1}^{N} \beta^{2}\left(\tilde{x}_{k}\right)}} \operatorname{rand}(k)\right), \quad k=\overline{1, N_{0}},
\end{array}\right.
$$

where $\operatorname{rand}(\cdot)$ is a random variable generated by the MATLAB command from a nor-


Figure 7.9: (a) The objective function $\mathbb{F}_{\lambda}$, (b) the RMSEs for $r(t)(---)$ and $s(x)$ $(\cdots)$ obtained using the hybrid-order regularisation (7.26) with regularisation parameter $\lambda_{\text {opt }}=4 \times 10^{-4}$ for noise level $\epsilon_{0}=0.01$, and the numerical results for (c) $r(t)$ and (d) $s(x)$ obtained using the minimisation process after 27 unfixed iterations $(-\cdot-)$, and 21 fixed iterations ( $\circ \circ \circ$ ), for Example 2. The corresponding analytical solutions (7.30) are shown by continuous line (-) in (c) and (d).
mal distribution with mean zero and unit standard deviation, and $\epsilon_{0}$ represents the noise level. Remark that the noise (7.32) is multiplicative, whilst the noise in (7.28), Example 1, is additive. For $\epsilon_{0}=0.01$, Figure 7.9 illustrates the results obtained using the hybrid-order regularisation (7.26) with regularisation parameter $\lambda_{\text {opt }}=4 \times 10^{-4}$. The convergence of the regularised objective function achieved within 27 iterations is shown in Figure 7.9(a), whilst the minimum RMSEs of $r$ and $s$ occur after 21 iterations, as can be seen in Figure 7.9(b). Numerical solutions for $r$ and $s$ obtained after


Figure 7.10: (a) The objective function $\mathbb{F}_{\lambda}$, (b) the RMSEs for $r(t)(---)$ and $s(x)(\cdots)$ obtained using the hybrid-order regularisation (7.26) with regularisation parameter $\lambda_{\text {opt }}=2$ for noise level $\epsilon_{0}=0.1$, and the numerical results ( $-\cdot-$ ) for (c) $r(t)$ and (d) $s(x)$ obtained using the minimisation process after 17 (unfixed) iterations, for Example 2. The corresponding analytical solutions (7.30) are shown by continuous line (- ) in (c) and (d).

27 (unfixed) and 21 (fixed) iterations are displayed in Figures 7.9(c) and 7.9(d), respectively. As expected, the conclusions from Figure 7.9 obtained for a low level of noise $\epsilon_{0}=0.01$ are very much the same as the those from Figure 7.8 obtained for no noise $\epsilon_{0}=0$. From both Figures 7.8(c), 7.8(d) and 7.9(c), 7.9(d) one can observe that the numerical results are accurate and stable. Furthermore, there is little difference in the results obtained whether we stop (fix) the iteration process at the minimum of the RMSEs shown in Figures 7.8(b) and 7.9(b) or, if we let the iteration process running
(unfix) until converge of the regularised objective function is achieved.
Next, we consider a large amount of noise, such as $\epsilon_{0}=0.1$, included in (7.32) and the numerical results are shown in Figure 7.10. First, one can observe from Figure 7.10(a) that the convergence of the objective function (7.26) is rapidly achieved within 17 iterations and the monotonic decreasing curve has a somewhat different shape than that recorded in Figure 7.8(a) for no noise $\epsilon_{0}=0$ or in Figure 7.9(a) for a low amount noise $\epsilon_{0}=0.01$. Also, interestingly, unlike in Figures 7.8(b) and 7.9(b) where the RMSEs show a minimum before the iteration process has finished, in Figure 7.10(b) no such minimum occurs. Therefore, in Figures 7.10(c) and 7.10(d) we present only numerical results for $r$ and $s$, respectively, obtained after 17 (unfixed) iterations with $\lambda_{\text {opt }}=2$. From these figures it can be seen that the numerical solutions are stable, with an unexpected very high accuracy in predicting the $s$ component in Figure 7.10(d). For completeness and clarity the RMSEs of Figures 7.7(b)-7.10(b) are given in numbers in Table 7.3. From this table, and also from Figure 7.10(b), it can be seen that for $\epsilon_{0}=0.1$ the component $s(x)$ is predicted more accurately than the $r(t)$ component, whilst the prediction for $\epsilon_{0} \in\{0,0.01\}$ is reversed.

Finally, we report that the numerical results presented in this example are comparable in terms of accuracy and stability with the numerical results obtained recently in [48] using a different method of successive approximants previously developed in [47].

### 7.5.3 Example 3

The previous examples possessed an analytical (smooth) solution available explicitly and they were tested in order to verify the accuracy and stability of the numerical method employed. In this subsection, we consider a severe test example represented
by the non-smooth source components

$$
\begin{align*}
& r(t)= \begin{cases}t, & 0 \leq t \leq 1 / 2 \\
1-t, & 1 / 2<t \leq 1=T\end{cases}  \tag{7.33}\\
& s(x)= \begin{cases}x, & 0 \leq x \leq 1 / 20 \\
0.1-x, & 1 / 20<x \leq 1 / 10=L\end{cases} \tag{7.34}
\end{align*}
$$

where $L=1 / 10, T=1, X_{0}=1 / 20$. We also take the homogeneous initial temperature (7.17). This example does not have an analytical solution for the temperature $u(x, t)$ readily available. Therefore, in such a situation the data (7.4) and (7.5) is simulated numerically by solving the direct problem (7.1) with the multiplicative source given by the product of the functions in (7.33) and (7.34), subject to the homogeneous boundary and initial conditions (7.3) and (7.17). The BEM numerical solutions for the data $\chi(t)=u(0.2, t)$ and $\beta(x)=u(x, 1)$ are shown in Figure 7.11 for various numbers of boundary elements $N=N_{0} \in\{10,20,40\}$. From this figure the convergence of the numerical solution, as the number of boundary elements increases, can be observed.

Next we consider the inverse problem given by equations (7.1), (7.3), (7.6) with


Figure 7.11: The numerical results for (a) $\chi(t)$ and (b) $\beta(x)$ obtained using the BEM for the direct problem with $N=N_{0} \in\{10(-\cdot-), 20(\cdots), 40(---)\}$, for Example 3.


Figure 7.12: (a) The objective function $\mathbb{F}_{\lambda}$ and the numerical results for (b) $r(t)$ and (c) $s(x)$ obtained with the hybrid-order regularisation (7.26) with regularisation parameter $\lambda=2 \times 10^{-4}$ for $p \in\{1(-\cdots), 5(\cdots), 10(---)\} \%$ noisy data for Example 3. The corresponding analytical solutions (7.33) and (7.34) are shown by continuous line (-) in (b) and (c).
$S_{0}=s(1 / 20)=1 / 20$ specified, (7.17), and the additional measured data (7.4) and (7.5) which has been simulated numerically in Figure 7.11. We pick from Figure 7.11 the numerical BEM solutions obtained with $N=N_{0}=20$ and we further perturb this data with noise, as in (7.28). We took as initial guesses $\underline{\mathrm{r}}_{0}=\underline{\mathrm{s}}_{0}=0$, and we initiated the iterative minimisation process of the hybrid-order regularisation functional (7.26), as described in Example 1. The numerical results obtained with $\lambda_{\text {opt }}=2 \times 10^{-4}$ (found by trial and error) are shown in Figure 7.12 for $p \in\{1,5,10\} \%$ noise generated as in (7.28). From Figure 7.12(a) it can be seen that the convergence of the functional (7.26)
is rapidly achieved within 7-8 iterations using the $l$ sqnonlin routine with $\operatorname{TolFun}=\operatorname{TolX}$ $=10^{-6}$. Also, Figures 7.12(b) and 7.12(c) show that stable and accurate numerical solutions for both $r(t)$ and $s(x)$ are obtained for all the amounts of noise $p$.

In closure, although not illustrated, we report that the same good performance has been recorded when attempting to reconstruct even discontinuous source components.

### 7.6 Conclusions

In this chapter, inverse source problems with homogeneous Neumann boundary conditions together with specified interior and final time temperature measurements have been considered to find the space- and the time-dependent components of a multiplicative source function. The numerical discretisation was based on the BEM combined with a nonlinear Tikhonov regularisation procedure via the lsqnonlin routine from the MATLAB. For a wide range of test examples, the obtained results indicate that stable and accurate numerical solutions have been achieved. The identification of both multiplicative $r(t) s(x)$ and additive $r_{1}(t)+s_{1}(x)$ components of space- and time-dependent sources of the form $r(t) s(x)+r_{1}(t)+s_{1}(x)$ can also be considered, [47], but its numerical implementation is deferred to a future work.

## Chapter 8

## General Conclusions and Future Work

### 8.1 Conclusions

The aim of this thesis was to solve various inverse source problems for the (onedimensional) heat equation by using the BEM to find the time-dependent heat source function, presented in Chapters 2-5, and space- and time-dependent heat source functions for additive and multiplicative cases, presented in Chapters 6 and 7, respectively. Several types of conditions such as non-local, non-classical, periodic, fixed point, timeaverage and integral have been considered as boundary or overdetermination conditions.

The BEM has been used as the main numerical approach for discretising the linear heat equation with a heat source present. In Chapter 1 we have described the BEM for discretising the heat equation. With this method, the heat equation is first multiplied by the fundamental solution and then integrated with the assistance of Green's identity. This leads to a boundary integral equation which can be discretised with resulting integral coefficients that can be evaluated analytically. The initial and boundary conditions are also imposed.

In an inverse problem, additional conditions are required to determine uniquely the unknown functions. However, this information has to come from measurements which are contaminated with noise unavoidably. If the problem is ill-posed then small errors
in the measurement data result in highly and unbounded output solutions. Therefore, regularisation methods need to be employed to deal with this instability.

In this thesis, many regularisation methods have been utilised together with the BEM. A popular regularisation method, the Tikhonov regularisation, has been used with orders zero, one and two. Additionally, for comparison, the TSVD method has also been considered in Chapters 3 and 6. Moreover, in Chapter 4, the smoothing spline technique has been considered as a regularisation method for seeking a regularised first-order derivative of a noisy function.

Regularisation methods require a proper choice of the regularisation parameter. There are many methods such as the $L$-curve method, the GCV criterion, and the discrepancy principle which are all popular and successful methods for choosing the regularisation parameter. The $L$-curve method is the simplest method for choosing the regularisation parameter. This method suggests choosing the parameter at the corner of the L-curve which is a plot of the solution norm versus the corresponding residual for many positive regularisation parameters. Alternatively, we have also used the GCV criterion in order to indicate a regularisation parameter, this method is based on the minimising the GCV function of various positive regularisation parameters. When the amount of noise is known, the discrepancy principle was proposed to be another method for choosing the regularisation parameter. This method is more rigorous since it requires the knowledge of the noise level with which the input data is contaminated. Furthermore, in Chapter 6, the selection of two regularisation parameters has been based on the $L$-surface method, this method is a natural extension of the $L$-curve method used for the selection of a single regularisation parameter. For comparison, the simple trial and error technique has also been employed, i.e. various regularisation parameters were tested with gradually increasing value until oscillations in the numerical solutions have been stabilised.

To test the accuracy and stability of the BEM combined with regularisation methods, numerical examples consisting of various cases of unknown functions, such as smooth continuous, non-smooth continuous and discontinuous functions, have been
illustrated and compared with their analytical solutions, where available. Otherwise, in the cases where the analytical solution for the temperature is not available, we have used the numerical solution of the corresponding direct problem and set the mesh size to be different in the corresponding inverse problem presented in Chapters 3 and 5. This is in order to avoid committing an inverse crime, see [32].

In summary, all numerical results with/without noise contamination have been found to be accurate and stable. In Chapter 2, the determination of the time-dependent heat source function and the temperature subjected to three general boundary conditions has been considered. These three conditions have been distinguished to be six separate cases of boundary and overdetermination conditions and generating six inverse problems. Some cases were found to be ill-conditioned; then the Tikhonov regularisation with orders zero, one and two have been used on both exact and noisy data. Whereas other cases were found to be well-conditioned and the use of BEM has processed well for the inverse problem with no use of regularisation for the exact data, but the regularisation was still needed when noise was present.

In Chapter 3, the identification of the time-dependent heat source and the temperature subjected to a periodic boundary condition, a Robin boundary condition and an integral overdetermination condition has been considered. The BEM has been developed and combined with two regularisation methods; the Tikhonov regularisation and the TSVD method. A couple of benchmark test examples have been presented in order to illustrate the accuracy of the numerical results. No regularisation was required in the case of exact data and we found that the least-squares procedure and the SVD method produced the same accurate numerical results. When noise was added, the $L$-curve method and the discrepancy principle were selected for the appropriate choice of the regularisation parameter, when using the Tikhonov regularisation of orders zero, one and two, and the truncation level, when using the TSVD. Numerical results obtained by using the BEM combined with either the TSVD or the zeroth-order Tikhonov regularisation have been formed similar. The higher-order regularisation for smooth source recovery gave more accurate results than the lower-order ones, while for non-smooth
sources the conclusion was reversed.
In Chapter 4, we have investigated the reconstruction of the time-dependent blood perfusion coefficient and the temperature in the bioheat equation subjected to the same boundary and overdetermination conditions as in Chapter 3. A simple transformation reduced the bioheat equation to be the classical heat equation, but now the overdetermination condition contained the unknown source function. Two numerical examples have been solved using the BEM. One example has been considered together with the Tikhonov regularisation combined with the higher-order (of accuracy) finite difference and use the GCV method as the choice of regularisation parameter. The second example has used the BEM together with a smoothing spline technique for differentiating a noisy function with a priori and a posteriori choices of the regularisation parameters.

Chapter 5 presented an identification of the time-dependent heat source and the temperature for the heat equation subjected to the non-classical boundary and integral overdetermination conditions. We have utilised the same technique as before based on the BEM together with the Tikhonov regularisation method. Three benchmark test examples have been considered with smooth and non-smooth continuous source functions to illustrate the accuracy and stability of the numerical results. Utilising the GCV method as choice of regularisation parameter has performed well to obtain stable and accurate solution in all the investigated examples. We have also found that there was not much significant difference value of the regularisation parameter given by the discrepancy principle or the trial and error technique.

In Chapter 6, we have investigated the more challenging identification of two unknown source functions; the time- and space-dependent components of an additive heat source and the temperature in the one-dimensional heat equation subjected to interior point and time integral overdetermination conditions. The BEM was combined with either the Tikhonov regularisation or the TSVD to solve the inverse problem with various selections of the regularisation parameter and the truncation level based on the $L$-curve method, the discrepancy principle and the GCV criterion when a single regularisation parameter was considered. We have also extended the analysis to the case
when two regularisation parameters were present and chose these parameters by using the $L$-surface method.

The final case of inverse heat source problem presented in Chapter 7 was a nonlinear case study. This consisted of the simultaneous determination of multiplicative space- and time-dependent source components and the temperature for the heat equation subject to homogeneous Neumann boundary condition, specified interior, and final time temperature measurements. The numerical discretisation was based on the BEM combined with a Tikhonov regularisation procedure. The resulting nonlinear optimisation problem was solved using the MATLAB routine lsqnonlin. The hybrid-order combination of the first- and second-order Tikhonov regularisation has achieved a stable and accurate numerical solution.

Throughout the thesis, the retrieved numerical results were found to be accurate and stable concluding the reliability of the BEM combined with the various regularisation techniques for solving a wide range of inverse source problems for the heat equation.

### 8.2 Future work

As we have studied so far, the use of the BEM combined with regularisation methods can be developed for solving inverse source problems for the heat equation under various types of boundary and overdetermination conditions. This supports the idea that the BEM combined with regularisation methods can also perform well in other related possible future work, as follows.
(i) An inverse source problem related to that of Chapter 5 and given by the follow-
ing system of equations:

$$
\left\{\begin{array}{l}
u_{t}=u_{x x}+r(t) f(x, t), \quad(x, t) \in \bar{D}_{T},  \tag{8.1}\\
u(x, 0)=u_{0}(x), \quad x \in[0,1], \\
u(0, t)=0, \quad t \in(0, T], \\
u_{t}(1, t)+u_{x}(1, t)+\varphi(u(1, t))=0, \quad t \in(0, T], \\
\int_{0}^{1} u(x, t) d x=E(t), \quad t \in[0, T],
\end{array}\right.
$$

where $\varphi$ is a given nonlinear function, has recently been investigated in [50] but with no numerical study. It would be interesting to study the numerical reconstruction of the time-depending heat source $r(t)$ and the temperature $u(x, t)$ satisfying this inverse problem by using the BEM together with the regularisation methods presented in this thesis.
(ii) Another possible future work for the one-dimensional study is the combination of the identifications in Chapters 6 and 7 for a more general heat source containing both additive and multiplicative components, see [47]. This work is an identification of finding the time-dependent source functions $r(t), r_{1}(t)$, the space-dependent source functions $s(x), s_{1}(x)$ and the temperature $u(x, t)$ which satisfy the heat equation

$$
\begin{equation*}
u_{t}(x, t)=u_{x x}(x, t)+r(t) s(x)+r_{1}(t)+s_{1}(x), \quad(x, t) \in D_{T}, \tag{8.2}
\end{equation*}
$$

subject to the initial condition (1.7), the homogeneous Neumann boundary condition (7.3), and the additive measurements

$$
\begin{align*}
& u\left(X_{0}, t\right)=\chi(t), \quad u\left(X_{1}, t\right)=\chi_{1}(t), \quad t \in[0, T]  \tag{8.3}\\
& u\left(x, T_{1}\right)=\beta_{1}(x), \quad u\left(x, T_{2}\right)=\beta_{2}(x), \quad x \in[0, L] \tag{8.4}
\end{align*}
$$

at the fixed sensor locations $0 \leq X_{0}<X_{1} \leq L$ and the fixed times $0<T_{1}<T_{2} \leq T$.

Fixing conditions are also required as

$$
\begin{equation*}
r\left(T_{1}\right)=\gamma_{1}, \quad r\left(T_{2}\right)=\gamma_{2}, \quad s\left(X_{0}\right)=S_{0}, \quad s_{1}\left(X_{0}\right)=\check{S}_{0} \tag{8.5}
\end{equation*}
$$

where the functions $\chi, \chi_{1}, \mu_{1}, \mu_{2}$ and the constants $\gamma_{1}, \gamma_{2}, S_{0}, \check{S}_{0}$ are given. This inverse problem is very challenging because it is nonlinear study and the Matlab routine lsqnonlin will be required.
(iii) The multi-dimensional inverse source problem for the heat equation is also very interesting to study further with the BEM. The following inverse source problem can be further studied, see Cannon [8] and Yamamoto [62]. Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}, n=1,2,3$. Then, one can consider the inverse problem of finding the temperature $u(\mathbf{x}, t)$ for $(\mathbf{x}, t) \in \Omega \times(0, T)$ and the space-dependent heat source $f(\mathbf{x})$ for $\mathbf{x} \in \Omega$, satisfying the transient heat conduction equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}(\mathbf{x}, t)=\nabla^{2} u(\mathbf{x}, t)+r(t) f(\mathbf{x}), \quad(\mathbf{x}, t) \in \Omega \times(0, T) \tag{8.6}
\end{equation*}
$$

subject to the initial condition

$$
\begin{equation*}
u(\mathbf{x}, 0)=u_{0}(\mathbf{x}), \quad \mathbf{x} \in \bar{\Omega}, \tag{8.7}
\end{equation*}
$$

and the overspecified Cauchy boundary data

$$
\begin{gather*}
u(\mathbf{x}, t)=\beta(\mathbf{x}, t), \quad(\mathbf{x}, t) \in \partial \Omega \times(0, T),  \tag{8.8a}\\
\frac{\partial u}{\partial n}(\mathbf{x}, t)=\vartheta(\mathbf{x}, t), \quad(\mathbf{x}, t) \in \Gamma \times(0, T), \tag{8.8b}
\end{gather*}
$$

or

$$
\begin{align*}
& \frac{\partial u}{\partial n}(\mathbf{x}, t)=\vartheta(\mathbf{x}, t), \quad(\mathbf{x}, t) \in \partial \Omega \times(0, T),  \tag{8.9a}\\
& u(\mathbf{x}, t)=\beta(\mathbf{x}, t), \quad(\mathbf{x}, t) \in \Gamma \times(0, T), \tag{8.9b}
\end{align*}
$$

where $\Gamma \subset \partial \Omega$ is a non-empty open subset of the boundary $\partial \Omega$, and $r, u_{0}, \beta$ and $\vartheta$ are known functions.
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