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Abstract

Complex simulation models are being increasingly used in ecological mod-
elling as a way of trying to understand a system by examining the processes
that make up that system. Complex simulation models generally model
behaviour of a system through a series of rules or algorithms, rather than
describing it in a formal mathematical way and this can be a good way of
capturing an ecologist’s expertise and intuition. When interpreting outputs
from such a model, it is important to allow for uncertainty due to parameter
values which may not be known precisely and structural or implementation
aspects. This thesis develops and applies a number of new statistical meth-
ods for handling uncertainty in such models.

For stochastic simulation models with intractable likelihoods, parame-
ter estimation can be done using Approximate Bayesian Computation with
Markov Chain Monte Carlo (ABC-MCMC). This method does not mix well
in the tails of the distribution. In this thesis we develop a version of ABC-
MCMC that treats the random inputs as unknown as well as the unknown
model parameters and we show empirically that this improves the efficiency
of the ABC-MCMC algorithm on a queuing model and an individual-based
model (IBM) of the group-living bird, the woodhoopoe.

For models that are expensive to run, inference may be challenging even
if the likelihood can be evaluated. We consider a deterministic multi-species
size-based marine ecosystem model, with unknown initial states and param-
eters, and carry out Bayesian inference using a combination of MCMC and
optimisation algorithms.

Stochastic simulation models, especially IBMs, often have model uncer-
tainty that is down to some seemingly arbitrary choices, for example spatial
or temporal scales, the timing of different events or the spatial configuration.
Ideally the outputs of the model should be insensitive to these choices. We
develop methods for variance-based sensitivity analysis for stochastic mod-
els, allowing us to assess the sensitivity of the model outputs to stochasticity
of the inputs and to partition out the variance between submodels. This en-
ables us to test the arbitrary choices made by the modeller and thus test
the robustness of the model. We demonstrate these methods on two IBMs:
the woodhoopoe model and a bird breeding synchrony model.
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Chapter 1

Introduction

In ecology, as in many other areas, the need for answering the question
“what makes something happen?” as opposed to “what actually happens?”
is becoming increasingly recognised. This question often leads to building
simulation models, or complex models as they are sometimes known, where
the different aspects of the system are modelled separately and give rise to
the collective behaviour of the system. Simulation models generally model
behaviour through a series of rules or algorithms, rather than describing
it in a formal mathematical way. They describe the system processes in a
number of submodels: for example in a marine ecosystem model, consump-
tion, production, migration, predation, recruitment, habitat dependancy
and mortality may all be modelled individually (Pinnegar, 2014). By build-
ing a simulation model in this way, it enables the user to create a “virtual
laboratory” which would allow them to perform potentially expensive or
impossible real life experiments cheaply and with very little risk to the envi-
ronment. For example, in a marine ecosystem model, one could experiment
with different fishing strategies and see their consequences without the risk
of irreversible change in the real ecosystem.

One class of simulation models that are being increasingly used in ecology
are individual-based models (IBMs). Grimm (1999) describes IBMs as a
“bottom up” approach to modelling. By modelling the individuals, the
properties of the complex system can be traced to the behaviour or the
individuals in it (Kaiser, 1979). There is no strict definition to distinguish
IBMs from more classical models (Grimm and Uchmanski, 1996) but in
IBMs the individuals of the system are explicitly modelled and all of the
modelling is done at the individual level as opposed to the population level
as in more conventional models. Interactions of these individuals result in
global consequences (Reynolds, 1997) that are often the aim of the IBM to
understand; for example plants and animals in ecosystems, vehicles in traffic
or people in crowds.

An example of an IBM is the marmot model by Grimm et al (2003).



In this model a marmot goes through its life, first being young living in a
group and then trying to become the dominant animal of that group before
eventually dying; subdominant marmots only know what is going on in their
own territory, so they will have to leave the territory to go to another one;
the number of marmots at anytime in the model is a discrete count and
marmots are born with different weaning weights and can have different
social ranks throughout their lives.

One common way of building IBM is to build an agent-based model
(ABM). ABMs are a relatively new approach to modelling complex systems
(Chen et al, 2011). They consist of interacting agents that behave automati-
cally, often described by simple rules. The rules are dependent on the agents
themselves, the environment or other agents and may have stochastic ele-
ments to them. For example, in a territory model, an agent might leave their
territory if there is a dominant animal in that territory, or else with a certain
probability. Agents are active and make independent decisions, often trying
to achieve their own goals. In ecology the goal is usually to seek fitness (an
attempt to pass on their genes to future generations) (Grimm and Rails-
back, 2005). Through these interactions, patterns and behaviours emerge
that were not explicitly programmed in the models (Macal and North, 2010).

One of the major advantages of ABMs is that it allows each agent to
be different. This is a major attraction to ecology as individuals differ from
each other and interact in different ways with the environment (Grimm
and Railsback, 2005). Not only this, but the environment may also be
heterogeneous. This is also an attraction to IBMs, as again the environment
is not the same everywhere in nature (for example, there are parts of land
that are extremely fertile and other parts that are barren). ABMs allow
these differences to be explicitly programmed into the model.

ABMs allow the experts to use their expertise and intuition in building
the model. The aim of ABMs is not only to recreate the system outputs, but
trying to recreate aspects of the real system. This is because the majority
of ABMS are built to try to understand the system as opposed to predict
it (Heath et al, 2009). Agent-based models are very popular as they seem
a natural way of modelling a system and because of this ABMs are being
used increasingly in ecology (Grimm et al, 2003; Franz et al, 2010; Hovel and
Regan, 2008) so much so that standardised ways of building and describing
these models have been developed (Grimm et al, 2006, 2010, 2014, 1996).

Simulation models are more “problem orientated” than more conven-
tional models at a cost of tractability (Silverman, 1984). They are often
developed with algorithms that are not well tuned from the beginning and
require parameters that are either not precisely known in the literature, or
simply not concretely measurable (Piou et al, 2009). As the probabilistic
behaviour of the model is implicit in the rules of the model, the likelihood
is generally intractable which means that traditional statistical methods of
parameter estimation are not possible.



Sometimes it is possible to perform likelihood-free inference (Wilkinson,
2010a) by running the model for a parameter set in order to estimate the
likelihood for these inputs. This is often used when the model is determin-
istic and some kind of tractable model error is assigned to the output of the
model to relate the model to the observed data. One such class of models
that this could be applied to are size-based models of the marine ecosystem.

However when the model is stochastic, the output of the model for a
particular set of parameters is still uncertain, even after the model has been
run, and thus another approach is required. One possible approach in this
case is Approximate Bayesian Computation (Beaumont, 2010; Tavaré et al,
1997), which is described in Section 3.3. This method has been developed
and different hybrid algorithms have been created in order to better estimate
the posterior distribution. One of these, ABC-MCMC (Marjoram et al,
2003) which is based on the well-established Metropolis-Hastings algorithm
(Section 3.2), has been suggested but has poor mixing qualities especially
in the tails of the distribution. In this thesis we will develop a method of
coupling the random inputs in order to improve the mixing of this algorithm.

In order to create a simulation model often assumptions need to be
made to simplify the model enough to make it useful. These could include
the scale of the model (Holland et al, 2009; Chen and Mynett, 2003) or the
order in which submodels are run with in the model. For the model to be
useful, the output should not be sensitive to the assumptions or details of the
model (Grimm and Railsback, 2005; Railsback and Grimm, 2012). Although
some efforts have been made to test these assumptions (Chen and Mynett,
2003; Kloprogge et al, 2011; Maclean, 2010) there is no formal quantitive
mathematical framework to investigate the sensitivity of the structure of the
model. However there is a framework to investigate the sensitivity of the
parameters.

Sensitivity analysis is often performed on simulation models with quite
an extensive literature on global sensitivity analysis (Sobol’, 1993; Saltelli
et al, 2000; Oakley and O’Hagan, 2004) for deterministic simulation models
however there has been little work for stochastic models (Iooss and Lemaitre,
2015). The lack of work on stochastic models means that global sensitivity
analysis in not performed on quite a number of IBMs (Railsback and Grimm,
2012). Instead local sensitivity is often performed as an alternative but this
does not give the sensitivity of the model as a whole but just part of it.
In this thesis we develop a method of performing global sensitivity analysis
on stochastic simulation models that we apply to test whether the model is
sensitive to its assumptions and details.

In Chapter 2 we describe two IBMs that we are going to use in the
rest of the thesis. In Chapter 3 we review potential methods of estimating
the parameters both when the likelihood is tractable and when it is not.
We will also introduce some algorithms that are used in later chapters. In
Chapter 4 we develop a method of coupling the random inputs of a stochastic



model and show empirically that it enables us to improve the performance of
ABC-MCMC. In Chapter 5 we introduce size spectrum models and perform
parameter estimation on a multi-species size-based model of the North Sea
(Blanchard et al, 2014). The work in this chapter has been motivated by a
specific problem brought to us by Julia Blanchard in the Animal and Plant
Sciences department of the University of Sheffield. In Chapter 6 we briefly
review global sensitivity analysis before developing a method of performing
global sensitivity analysis on stochastic simulation models and using this to
perform robustness analysis on two IBMs in Chapter 7. A brief overview to
the findings of the thesis and the future work is described in Chapter 8.



Chapter 2

Models

In this chapter we describe the main models that are used later in the thesis.
We describe the bird synchrony chapter in Section 2.1 and the woodhoopoe
model in Section 2.2. The multi-species size-based model is described in
Chapter 5 as it only appears in there.

The models in this chapter are described using the standard way used
to describe IBMs, namely the ODD protocol (Overview, Design, Details)
(Grimm et al, 2006). Using this protocol, the author first gives an overview
of their model under the subheadings: Purpose; Entities, State variables
and scales and Process overview and scheduling. Then they describe the
Design concepts and finally they describe the details of the model under the
subheadings: Initialisation; Input data and Submodels.

2.1 Bird synchrony model

Jovani and Grimm (2008) built an individual based model that modelled the
laying times of birds. They say that in order for the birds to lay their eggs it
is important that there is calm and that each bird assesses her neighbours’
stress levels, and when they are calm enough, she lays her eggs.

First we will describe the original model, based on the descriptions of
Jovani and Grimm (2008) and Railsback and Grimm (2012), which we have
re-parameterised and then describe some possible extensions which we will
test in Chapter 7.

2.1.1 Original model

Purpose

The purpose of the model is to see how local interactions affect the breeding
synchrony of colonial birds.



State variables and scales

The entities are female birds that each occupy a stationary nest and are
characterised by their own stress level (OSL) and the coordinates of their
nest site. The nest sites are on a homogeneous square 15 x 15 grid that is
arranged on a torus. One time step in the model represents 1 day with each
model run until all of the birds have laid their eggs. Simulations are run
with all of the nests fully occupied.

Process overview and scheduling

At each time step, the stress level of each bird is updated according to its
own OSL and that of its eight neighbours. If an individual’s stress level
falls below a threshold (re-parameterised to 0 for this work) she will lay her
eggs and her stress level will be to set to 0 for the rest of the simulation.
The updating of the stress levels is done simultaneously for all of the birds.

Design Concepts

Breeding synchrony at global level is caused by synchrony at local levels.
Birds adapt their stress level to those around them. If an individual’s neigh-
bours are stressed then the individual’s stress level will increase and her
laying day will therefore be delayed. It is assumed that an individual can
sense the stress level of their eight neighbours but no further. Stochasticity
is assumed in the initial distribution of a stress level. The laying date of
each bird is observed.

Initialisation

Initially each of the birds have stress levels generated stochastically from a
uniform distribution between 10 and m + 10. m is thus the range of initial
stress levels.

Input

The model does not have any external inputs.

Submodels

The model has only one submodel that is how the new stress levels are
calculated. The new stress level, OSLyy; for bird ¢ is

OSLi.; = NR x meanNSL; + (1 — NR) x OLS; — 1

where meanNSL! is the mean OSL; of the eight neighbours of of bird i.
N R is the neighbourhood relevance which is the amount that an individual’s



stress level is affected by its neighbours. If NR = 1, then the stress level of
the individuals becomes the mean of the stress levels of the neighbours less
1. If NR = 0 then there is no interaction between the birds and the stress
level reduces by 1 per time step.

2.1.2 Variate submodels
Neighbours

Instead of mean N SLi being the mean OSL; of an individual’s 8 neighbours
(Moore neighbourhood) each bird could examine the mean OSL; of her 4
neighbours (Von Neumann neighbourhood).

Stochastic Arrival

Rather than the model being initialised with all of the grid full of birds, the
grid begins empty and each bird’s arrival time is sampled from a geometric
distribution with parameter A. Once a bird arrives her initial stress level is
sampled uniformly between 10 and 10 + m.

Stochastic Reduction

The stress level for bird ¢ at time ¢t 4 1 is
OSL; ;1 = NR x meanNSL; + (1 — NR) x OLS; — 1 + o¢;

where € ~ N(-|0,1).

2.2 Woodhoopoe model

Woodhoopoes are birds that can be found in the sub-Saharan (du Plessis,
1992). They live in groups just like wolves with one dominant pair which
are the only ones that breed. Quite often two of these groups will meet and
engage in a conflict. The conflict, which is performed by all the adults but
with the sub-dominants taking a larger part, involve both groups taking it
in turn to sing choruses at each other. As the conflict continues some of the
sub-dominants start waving bits of bark around like flags which is rewarded
by petting from the dominants after the conflict.

Neuert et al (1995) used an individual-based approach in order to model
the population and group dynamics of the woodhoopoes. Railsback and
Grimm (2012) simplified this model for use as examples in their textbook,
and it is this simpler version which we will describe here. We are going
to fit this model to data using the method developed in Chapter 4. We
also perform robustness analysis on this model in Chapter 7. The model is
described below using the ODD protocol.



Purpose

“The purpose of the model is to see illustrate the dynamics of a population
of group-living woodhoopoe, and the dynamics of its social groups, depend
on the trait individuals use to decide when to leave their group. The model
provides a laboratory for developing theory for the woodhoopoes’ scouting
foray traits.” (Railsback and Grimm, 2012).

Entities, State variables, and Scales

The model’s entities are territories and the birds. A territory is a collection
of birds and the space that the group occupy. Territories can be empty
(no birds in the territory). There are 25 territories that are positioned in
a one dimensional row that is wrapped so that the two ends of the row are
considered next to each thus creating a circle. The territories have state
variables that determine their position in the row and whether or not they
have a dominant male and a dominant female. Birds have state variables
that determine whether or not they are a dominant, which territory they
are in, their sex and their age (in months).

The time step for the model is one month and it is run for 25 years with
the first 5 years being burn-in.

Process, Overview and Scheduling

During a time step, the following processes will occur:
1. Dates and ages are updated.
2. Territories fill vacant dominant positions.
3. Birds undertake forays and experience predation.
4. Dominant females reproduce.
5. Birds experience natural mortality.
6. Output is then produced.

The woodhoopoe execute these processes in a random order and the
state variables are updated after each action.

Design Concepts

Basic principles

“The model explores the “stay-or-leave” question: when should a subordi-
nate individual leave a group that provides safety and group success but re-
stricts opportunities for individual success?” (Railsback and Grimm, 2012).



Emergence

We are interested in reproducing the characteristic group size pattern as
described by Railsback and Grimm (2012) and the fact that more subordi-
nate woodhoopoe leave their groups earlier in the year than later. Also the
subordinates that leave their groups in order to become a dominant with
another group are generally younger than those that stay in their groups.

Adaptation

“The only adaptive decision that the woodhoopoe make is whether or not
to undertake a scouting foray.” (Railsback and Grimm, 2012).

Objectives

Each woodhoopoe’s goal is to become a dominant.

Sensing

Woodhoopoe know nothing about other territories until they foray and try
to become a dominant in another group. At this stage the woodhoopoe
knows whether or not the group in question has a vacant dominant position
that the woodhoopoe could fill.

Stochasticity

There is a number of different stochastic parts for the model to run. Firstly
the initial age of the woodhoopoe that are alive when the model is initialised.
The order in which subordinates leave their group to foray with a certain
probability (f2) is determined randomly. If the subordinate leaves their
group they die with a certain probability (f3) and assuming they survive
scout to the left or right of their own territory with equal probability. When
a woodhoopoe is born the sex of the woodhoopoe is determined randomly.
Each woodhoopoe also dies with a probability ().

Collectives

“The social groups are the collectives: their state affects the individual birds,
and the behaviour of individuals determines the state of the collectives.
Because the model’s “territory” entities represent the social groups as well
as their space, the model treats behaviours of the social groups (promoting
dominants) as territory traits.” (Railsback and Grimm, 2012).



Observation

The total population of woodhoopoe, the number of adult woodhoopoe in
each group, the number of vacant dominant positions in the whole model,
the mean age of subordinates that foray, the mean age of subordinates that
don’t foray and the total number of forays each month will all be observed.

Initialisation

Simulations start in January (month 1). Every territory starts with two
males and two females all aged uniformly between 1 and 24 months. The
oldest of each sex becomes the dominant in that territory.

Input

“The model does not use any external input.” (Railsback and Grimm, 2012).

Submodels
Dates and ages are updated

The current year and month are advanced by one month and the ages of the
birds are advanced by one month.

Territories fill vacant alpha positions

If a territory lacks a dominant position and has a subordinate of the right
sex then the oldest subordinate of that sex becomes the new dominant.

Birds undertake forays

A subordinate adult (aged a year or over) will scout and look to become
a dominant in another territory if they are not the oldest subordinate of
their sex in their territory and with a probability #y (leave submodel). If a
bird decides to scout it will be subject to a predication mortality. The bird
will die with a probability #3 (predation submodel). If a bird survives this
additional mortality they either move left or right with an equal chance and
inspect the territory next to their current territory (left/right submodel).
If there is an vacant dominant position that the bird can occupy in that
territory it will occupy it (take-over submodel). If not it will move to the
territory next to that one and continue until either it has become a dominant
in a territory or has searched in 5 territories. If the bird is unsuccessful it
will return to its home territory and continue to be a subordinate.
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Dominant females reproduce

In the twelfth month every year, dominant females that have a dominant
male in their territory will produce two offspring. The offspring have their
age set to zero and their sex is chosen randomly with equal probability of
being a male and female.

Birds experience mortality

All birds will die with a probability 6; (natural mortality submodel).

2.2.1 Absorbing state

There is an absorbing state in this model where all of the woodhoopoe
die. This happens for high values of #;. In Chapter 4 we use Approximate
Bayesian Computation (described in Section 3.3) to fit this model to simu-
lated data. If during a model run, the absorbing state is reached then the
proposed parameter set would be rejected.

In Chapter 7 we perform variance based sensitivity on outputs of the
model. The outputs that we examine are still defined if the model reaches
the absorbing state. Having said this, we did not find that we reached the
absorbing state in any runs of the model either in Chapter 4 or Chapter 7.

11



Chapter 3

Methods of parameter
estimation

3.1 Introduction

Once you have a model parameterisation and structure it is often necessary
to fit the model to data. This means finding values of the parameters, 9,
that could generate the data x from the model. This is often done when
the model is used to forecast events and to validate the model. In statistics
there are two different approaches of performing parameter estimation.

In classical frequentist statistics, the number of times an event occurs
in n independent and identical trials tends towards the probability of the
event taking place as n — oco. This means that in frequentist statistics the
trial under which the event occurs must be repeatable. Furthermore a 1%
confidence interval for a parameter § means that if we were to repeat the
trials, as the number of trials n — oo, i% of the intervals would contain
the true value of the parameter. This does not mean that the probability of
the parameter being in a particular interval, for example the one calculated
from the data, is ¢/100, as in the classical approach, the parameter is fixed
even if unknown, so given the data, the event {# € the confidence interval}
is either true or false, deterministically.

In subjective probability it is possible to state probabilities of any event
including non-repeatable ones. In subjective probability, the probability of
an event is an individual’s belief in the likelihood of the event occurring
on a scale from 0 to 1. Bayesian inference is conducted using subjective
probability and therefore can be used to make probability statements about

parameters.
In order to make these statements we use Bayes theorem,
p(6)p(x|6
p(flx) = 7(‘)
p(x)
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This equation can be separated into the prior p(#), the likelihood p(x|f),
sometimes written [(|x), and the evidence p(x). The evidence, sometimes
known as the normalising constant or just the marginal distribution for ,
can be written as

p(x) = /@ p(0)p(z|0)do.

The prior, p(#), is the decision-maker’s prior beliefs about the parameters
before we look at the data. This can be determined from literature or past
experiments, elicited from an expert or set to be non-informative. For a
description of elicitation see O’Hagan et al (2006). The likelihood, I(6|x),
is the same as in the frequentist case which is the probability (or density)
of observing the data x conditional on the parameter value. If the prior
is non-informative, the posterior, p(f|x), is equivalent to the normalised
likelihood.

Sometimes it is possible to evaluate the normalising constant analytically
meaning that the posterior can be solved analytically which is the case when
we have conjugate priors (Lee, 2004). This was done by Johnson and Briggs
(2011) when they performed parameter estimates on their IBM, examining
chytridiomycosis in frogs. However it is often the case that we only know the
posterior up to a normalising constant and therefore we have to estimate it
numerically. There are a number of Monte Carlo methods (Metropolis and
Ulam, 1949) including rejection-samplers (Rubin, 1984), population Monte
Carlo (Cappé et al, 2004) and Markov Chain Monte Carlo (Metropolis et al,
1953; Hastings, 1970) that are used to estimate or sample from the posterior
distribution. A brief overview of the latter is described in Section 3.2. It is
mostly just review but we describe a novel hybrid algorithm in Section 3.2.3
that we use in Chapter 5.

For models that are built using mechanistic rules it is often the case
that the likelihood is intractable as it either cannot be written down or is
expensive to calculate. If this is the case then other methods of parameter
estimation are required (Sottoriva and Tavaré, 2010). One natural method
is Approximate Bayesian Computation (ABC) and a brief overview is de-
scribed in Section 3.3. There are many other methods that could be used for
this problem and we have given a brief overview of some of them in Section
3.4 with some comments on our experience of using them. This section is
not essential reading for the rest of the thesis.

3.2 Markov Chain Monte Carlo

If we are trying to sample from a the distribution 7(6) but are unable to
write it down analytically, we can create a Markov chain whose stationary
distribution is 7(#). This means that once the Markov chain has reached its
stationary distribution, we can use it to take samples of 7(#). This is known
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as the Markov Chain Monte Carlo method (MCMC).

3.2.1 Metropolis Hastings

One method of creating a Markov chain with the required stationary distri-
bution is the Metropolis-Hasting algorithm (Algorithm 1) (Metropolis et al,
1953; Hastings, 1970). Given the current point 6; a new point is proposed,
', according to a proposal distribution ¢(-|f;) and is then accepted with

probability
0")q(0:|0'
min (1, W) )
7(6)q(6"16¢)
When trying to estimate more than one parameter it is possible to change
a number of parameters at a time. Sometimes the normalising constant can
be calculated analytically by marginalising the target distribution. If this
is the case the point can be sampled from this distribution and accepted
with probability 1. This is known as a Gibbs sampler (Geman and Geman,
1984). Sampling from this algorithm involves simulating the chain until it

Algorithm 1 Metropolis-Hastings algorithm

: Generate a candidate point 6" ~ ¢(-|6;)

_ : m(0")q(0:10")
: o ¢ min (1, ﬂ(et)q(efwt))

1

2

3: Sample u ~ U(0, 1)
4: if u < o then

5: 9t+1 — ¢

6: else

7. O 0y

8: end if

has reached its stationary distribution and the desired sample size has been
taken. However the Markov chain may take a while to find the stationary
distribution. The period of time it takes to get into the stationary distribu-
tion is known as the “burn in” period and is discarded as it is not sampled
from the target distribution. A common application of MCMC is where
the target distribution 7(6) is the posterior distribution for #. This simply
requires

m(0) o< p(0)1(6]z)

and the normalising constant is not needed.

It is important to choose a good proposal distribuition ¢(-|f). It has
been shown that for a multivariate normal posterior and proposal distribu-
tion that the optimal acceptance rate is 0.234, and this result seems (by
simulation) robust (Roberts and Rosenthal, 2001; Neal and Roberts, 2006).

There are a number of adaptive algorithms that help choose the pro-
posal distribution (Andrieu and Thoms, 2008) as well as other methods that
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change how the proposal is chosen including Multiple-try MCMC, (J. Liu
and Wong, 2000) Differential Evolution Adaptive Metropolis (DREAM) (ter
Braak and Vrugt, 2008; Vihola, 2012; Vrugt et al, 2009; ter Braak, 2006),
Hamiltonian Monte Carlo (HMC) (Duane et al, 1987), Langevin adjusted
Monte Carlo (Roberts and Tweedie, 1996) and Riemann manifold Metropo-
lis adjusted Langevin algorithm (Girolami and Calderhead, 2011).

When the likelihood, I(6|x), is slow to calculate, the Metropolis-Hastings
algorithm could be sped up by a method suggested by Cui et al (2011). At
each time step the MCMC chain proposes n points to move to. At each of
these points the likelihood is calculated and then the first of the point is
considered. If it is rejected the second is considered, then the third and so
on until either one of the points has been accepted or all of the points have
been rejected. It is essentially saying that conditional on the current point, a
proposed point being rejected and the next proposed point are independent
of one another and therefore can be run in parallel. This algorithm speeds
up the the Metropolis-Hastings algorithm up as a number of likelihoods are
estimated in parallel. This is summed up in Algorithm 2. If n = 1, the
algorithm is the same as the Metropolis-Hastings algorithm (Algorithm 1).

Algorithm 2 Parallel Metropolis-Hastings algorithm

1: Generate n candidate points 0, ~ ¢(-|6;)

2: 740
3: while j < n or there is an accepted point do
4: j—7+1
) 7(6)q(6:16"
5. 4 min (1, “((9327&3“610
6:  Sample u ~ U(0,1)
7. if u < a then
8: Ory1 o’
9: else
10: 9154_1 +— 0,
11: t+—t+1
12:  end if

13: end while

Suppose we were unable to estimate the likelihood I(f|x) exactly but we

were able to sample
Z0,x ~ f(0,x)

where f(6,x) is a noisy estimate of the likelihood, with the properties that
Pr(z <0)=0and E(Z) =1(0|x), then an MCMC algorithm (for example
see Algorithm 3 (Beaumont, 2003)) can be set up with stationary distribu-
tion

mpm(0,2) < p(0)zf (2|6, x)

15



which when marginalised becomes

/ p(0)2f (210, )dz = p(O)p(x]).

This means that the sample of 8s found using Algorithm 3 will follow the
posterior distribution. This is known as Pseudo-Marginal MCMC (Andrieu
and Roberts, 2009).

Algorithm 3 Pseudo-Marginal MCMC
Generate a candidate point 6’ ~ q(+|6;)
Generate a candidate likelihood estimate Z' ~ f(-|¢/, x)

] 7(6")Z'q(6:16")
o min (1, 29001

Sample u ~ U(0, 1)
if © < a then
9t+1 — ¢
Z <+ 7'
else
Or11 < O
end if

,_.
e

3.2.2 Parallel tempering

If 7(#) is multi-modal, the Metropolis-Hastings algorithm would not move
between the modes in a reasonable amount of time. One way of getting
round this is by parallel tempering (Swendsen and Wang, 1986). Parallel
tempering uses the idea that if the target distribution, (), is smoothed,
that allows a Metropolis-Hastings algorithm to move between modes easily.

We define

where 0 < 7; < 1. The scaling parameter, 7;, is often referred to as the
temperature of the distribution. The distribution, m;(6), will become more
peaked the larger 7; is. If 7; = 0 the distribution will be completely flat. For
smaller values of 7; a Metropolis-Hastings algorithm will be able to make big-
ger moves whilst keeping good mixing properties. In parallel tempering we
run several chains at different temperatures, moving around by Metropolis-
Hastings algorithm, that are able to exchange points which allows us to
move around and between the modes of 7(6) much more easily.

After a Metropolis-Hastings update at each temperature two chains ¢
and j with current points 0@ and 9\ respectively are proposed and are
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exchanged with probability

QNI (0UNT h( 7.4
a(i, ) = min [ 1, 0 VRO )0 )
71'(9(2))7’1‘7[-(9(]))7—] h(Z,j)
where h(i,7) is the probability of selecting chains i and j to be exchanged.
This is summed up in Algorithm 4.

Algorithm 4 Parallel tempering algorithm
1: Set a starting value [075]2/[:1
2: fort=1:N do

3: fork=1:M do

and temperatures [Tk]]]y 1

4: 0¥ < One update of the Metropolis-Hastings algorithm with distri-
bution 7(6) and proposal q(-|0F ;o)

5. end for

6: 1,7 ~ h(-,-) {Sample ¢ and j from the distribution h(i, 7).}

7

w(e(”)%(ﬁ(j))”h(j,i))

. 1 - -
g ¢+ min < R (00) (0D Ri, )

8:  Sample u ~ U(-|0,1)
9: if u < g then

10: ¢« 0]
11: 0; < 67
12: 0 «— ¢
13:  end if
14: end for

Parallel tempering defines an ergodic Markov chain which therefore has
a stationary distribution and if we marginalise the stationary distribution
at temperature i we have a sample from 7;(6). Thus if we run a parallel
tempering algorithm with M temperatures, with 7; = 1 for some ¢, then we
can use the values of just the i¢th chain as a sample from 7(#), the original
target distribution.

3.2.3 Doubly parallel tempering

We are going to combine the parallel tempering algorithm and the paral-
lel MCMC algorithm of Cui et al (2011) in order to try and maximise the
efficiency of the parallel tempering algorithm when the likelihood is expen-
sive to calculate. The parallel tempering algorithm remains mathematically
sound if the chains move at different speeds. If we assume that at a given
time step ¢ each chain is in its stationary distribution 7 (6)™, then, if we only
allow Metropolis-Hastings updates, at time ¢t + s the chain will also be in
its stationary distribution. However if we naively use the method suggested
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by Cui et al and run each chain for a maximum of x times steps if all of
the proposals are rejected or until the first of the x proposals is accepted
and then proposed an exchange move the method would no longer satisfy
the Markov property and stationary distribution of chain ¢ will no longer
be 7(0)™. This is because there would be more chance of an exchange after
a Metropolis-Hastings move has been accepted than after a rejection. So
to be able to use this method we need to move each chain s; steps before
an exchange occurs in chain ¢ where s; does not depend on anything in the
history of the chain.

In order to perform an exchange move, all of the chains involved in the
swap need to be in their respective stationary distributions. Having said
this, when the exchange occurs and between which chains, doesn’t have to
be simulated just before the proposed exchange occurs but can be done
in advance as the proposed exchanges are completely independent of chain
locations and other exchanges. In fact, as with standard parallel tempering,
it is possible to completely simulate the proposed exchanges for the whole
algorithm before the algorithm is even run. This means that if a chain is
going to be proposed in an exchange in s time steps, then we can use Cui
et al’s method to move this chain forward s steps.

Suppose we have M chains each with the time to exchange being s;
for s = 1...M and we only have the computational power to calculate y
likelihoods in parallel, then we need to find a way of dividing the power
up so that we run the algorithm efficiently. We suggest that the amount
of power assigned be inversely proportional to the acceptance rate of the
recent history of the chain. In this step « is varied so that Zf\i 1 P=x
The reason for dividing the computational effort in this way is so that for
a given chain, once a point has been accepted, any subsequent simulation
is wasted. If we assume that the local acceptances for that chain hold the
information of whether or not a point will be accepted we want to simulate
more from the points that may be rejected. This can be updated as the
algorithm continues as it doesn’t affect the Markovian assumption of the
algorithm.
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Algorithm 5 One iteration of the doubly parallel tempering with x avail-
able cores.

1:

M
k=1’
[sk]]k\il and the acceptance rates, ag, over the last n Metropolis Hastings
updates.

Given current values [9’“] temperatures [Tk]]szl, exchange rates

2: if Z]]c\il s < x then

3: P < si.Vk

4: else

5 fork=1...M do

6: X1 Suk I(sp > 1)

T P+~

1
H(Sk > 1) + \‘<X1 X &7’61 +C¥>J
D1 ap
{a is adjusted so that S0 P, = x.}

8: end for

9: end if

10: for k=1...M do

11:  Generate P, candidate points ¢.p ~ qr(-|6%)
122 50

13: t+1

14:  while j < P, do

15: j—j+1

I\T, k\|p’!

16: o < min | 1, %ﬁm

17: Sample u ~ U(0, 1)

18: if u < o/ then

19: 0% 0
20: j < Py
21: else
22: t—t+1
23: end if
24:  end while
25:  Update ay so that it is the proportion of the last n proposed Metropolis

Hastings moves accepted moves for chain k.

26: Sp s —t
27: end for
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28: while >3 | I,,—o > 1 do

29: 4,7 ~ h(-,-) {Sample i and j from the distribution A(i,j) where s; =
S5 = O}

30:

()75 UNTih (5 4
g < min | 1, m(0 - )om(0 - ) h(],z)
77(0(1))7'2‘77(00))7] h(zvj)

31:  Sample u ~ U(-|0,1)
32:  if u < g then

33: ¢ 0
34: 0" «— 97
35: 97— ¢
36: end if

37: end while

Combining these ideas with Algorithm 4 gives Algorithm 5. In addition
to this, the times between exchanges will also be different. Chains that move
faster will require more clock time spent on evaluating the likelihoods so we
suggest making these chains slower. i.e. fewer moves between exchanges.
Although it may be appealing to update these exchange rates whilst the
algorithm is running, it cannot be done in practise as this would violate the
Markovian assumption of the algorithm.

3.3 Approximate Bayesian Computation

Sometimes we are unable to sample from the posterior distribution because
the likelihood is intractable but we are able to run the model at any pa-
rameter set with relatively small computational expense. Rubin (1984) says
that one way of sampling from the posterior distribution p(6|x) is to sample
values 01, ..., 0 from the prior, p(f), and then define pseudo-observations

y; ~ M(-[0;)

where M(-|0;) is the model run at parameter values #;. For the values
of [yj]j.:l that equal «, the 6 values that correspond to these values will
be a sample from the posterior distribution. This method later became
known as Approximate Bayesian Computation although in principle, this
version involves no approximation (Tavaré et al, 1997; Beaumont, 2010) and
is described in Algorithm 6.

This is valid in theory but unfortunately Algorithm 6 rarely works in
practice. Often the model output and the data are both continuous (or
measured to many decimal places) meaning that Pr(y = «) = 0. This
means that the algorithm would be very inefficient, if useful at all, so an
approximation is taken. If p(y,x) < e then 6 is accepted where p(-) is a
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Algorithm 6 Simple rejection ABC method
1: while i < N do

22 0" ~p()

3y~ M(|0')

4: if y = x then

5: 0; 0

6

7

8:

1+ 1+1
end if
end while

measure of the distance between & and y. This means that if the actual
data and the simulated data are within some tolerance threshold € then the
point will be accepted.

x may also be high dimensional which again means that recreating the
data is difficult and sometimes impossible. So the dimension of x can be
reduced by using summary statistics S(a). This method was first used in
population genetics (Pritchard et al, 1999) and is described in Algorithm 7.

Algorithm 7 Rejection ABC method with summary statistics
1: while i < N do

22 0 ~p()

3y~ M((8)

4. if p(S(y),S(x)) < € then

5: 0; 0

6

7

8:

14+ 1+1
end if

end while

Using some € means that the inference is an approximation rather than
exact. Instead of sampling from the target distribution

m(0]x) o< p(0)p(x|0),

we are sampling from

mapc(Olx) o< p(@)p(R|6)
x p(d|R) (3.1)

where R = {z : p(S(z), S(x)) < €}. If ¢ = 0 the target distribution becomes

mapc(flx) o p(0)p(S(x)|0)
o p(0]S(z))
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and if the summary statistics are sufficient then

mapo(0lx) o p(0)p(x|0)
x p(0]x)

and therefore we would be sampling from the target distribution. The basic
idea behind ABC is that using a representative summary statistic coupled
with a small enough tolerance should produce a good approximation to the
posterior distribution (Marin et al, 2012).

3.3.1 Tolerance level

The tolerance should be set as small as possible in order to give reasonable
results but not so small that nothing is accepted. Fearnhead and Prangle
(2012) and Blum (2010) showed that optimal values of e that depend on
the true likelihood. As these are not computable other methods of setting
the tolerance need to be used. There are a number of ways to remove the
approximation and make the simulation exact, some of which are described
below.

Adjustment

Beaumont et al (2002) proposed a method of improving the approximation
by using a regression method that shifts the accepted points so that their
pseudo-observations S(y) in R are mapped to S(x)

Each proposed 0 is given a weight (rejected values are given a weight of
0) depending how far away S(y) is from S(x). The authors suggest using
an Epanechnikov kernel

ce N1 —t/e? €
K(t)={0 =t/ ii

where ¢ is a normalizing constant and e is chosen so that approximately 1% of
the proposed 6 values are accepted. The weight is K (||S(x))—S(y))||) where
||S(x)) — S(y))|| is the distance between S(x) and S(y). The regression
parameters ,3 are calculated from

B=(X'WX)'X'We

where
1 Si(z) — Si(y1) Sn(x) — Sn(y1) 01
¥ 1 Si(z) — S1(y2) Sp(x) - Sn(y2) nd 6 — 02
1 Si(@) — Silym) -+ Sul@) — Sulym) O
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for n summary statistics and m proposed # values and where W is a diagonal
matrix

K(||S(z) — ()] 0 .
0 K(IS@) - S@a)l) - 0

0 0 e K([[S(=) = S(ym)l])
B is a m + 1 column vector and the regression model
0=X3.

The first element of B is a constant, however every ith subsequent element
relates to the ith summary statistic. Each of the N accepted 6;s are then
adjusted for each summary statistic

07 = 0; + Bir1(Si(x) — Si(y)) fori=1.m, j=1.m

and therefore 8* are sampled from a better approximation than rejection-
ABC.

Beaumont et al (2002) assume that, around the region in the parameter
space where the model is accepted, the relationship between 0 and S;(x) —
Si(y), for i = 1...n, can be represented using a linear model and therefore
are able, with a small enough tolerance, to move the points as described
above. Blum and Francois (2010) extended this by using non-linear models
to adjust the accepted points.

Kernel ABC

A more general way of looking at the accept/reject part of the algorithm is
to accept or weight points according to a kernel K (-). If K(-) is a probability
density then the target distribution is

WKernelfABC(mS(w)) OCP(Q) /DK (W) p(z\ﬁ)dz (32)

This is the posterior distribution of p(0|Q) where @ is the perturbation of
S(zx) with distribution K (-) scaled by e or more formally

Q= S(x) + ez,

where z ~ K(-). A rejection algorithm using Kernel ABC is presented in
Algorithm 8.
If we can say that
o= M()+C,
where M can be learned exactly by simulation, and ¢ is an error term with
known distribution, K¢(-), that does not depend on # and is independent of
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Algorithm 8 The Kernel-ABC algorithm. ¢ is set to sup (K (M))

1: while 7 < N do

2: 9/ ~ p( )
3: M(:| ’)
4: U(O,
. K<S<z> Sw)
5 if u< then
6 0; 0
7 14+ 1+1
8 end if
9: end while

M and if we sample the ABC posterior using Algorithm 8, with line 5 being

replaced by

K¢ (z —y)
c

if u < then,

then we would be sampling from the exact posterior distribution (Wilkinson,
2013).
A similar idea is that of Noisy ABC (Fearnhead and Prangle, 2012). If
we define
Snoisy = S(.’L‘) +ez,

where z ~ K(-), and used Algorithm 8, with line 5 being replaced by

K (Seona=S)

c

if u < then,

to sample the ABC posterior, then we would be sampling from the true pos-
terior distribution, p(0|S(x)) (Fearnhead and Prangle, 2012). Furthermore,
as the amount of data increases, the target of the noisy ABC will converge
to a point mass on the true parameter value. This is not the case with stan-
dard ABC. For more information on this topic see Fearnhead and Prangle
(2012, Section 2.2). An advantage of Noisy ABC is that we can specify any
K (-) and we are still sampling from the true posterior distribution.

3.3.2 Summary statistics

Carrying out inference based on summary statistics instead of data sets im-
plies discarding potential useful information (Csilléry et al, 2010). S(-) may
be a vector value; however if you increase the number of summary statistics,
you can increase the amount of information available to the ABC algorithm
(Sousa et al, 2009). This can reduce the efficiency of the inference as when
the number of dimensions increases, the probability of accepting a simula-
tion decreases exponentially and the Monte Carlo error of the estimation
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increases as the number of summary statistics increases (Fearnhead and
Prangle, 2012; Beaumont et al, 2002).

In response to this Joyce and Marjoram (2008) developed a method that
scores summary statistics according to whether their inclusion in the anal-
ysis improves the quality of inference. Suppose we have a list of summary
statistics S1, 5o, - - -, S;_1 and a candidate statistic Sg. The candidate sum-
mary statistic is scored by

P(0‘517S27 o 7Sk‘)
P<6’517527 te '7Sk71)’

(3.3)

with a summary statistic that greatly improves the quality of the inference
giving a lower score. If the summary statistics Sy, S, ---, Sx_1 were sufficient,
no other summary statistic could be calculated from the data that would
provide any additional information about the data, then the likelihood of
the summary statistics given the parameter would be

P(Sk|Sl; 527 o '7Sk—170) - P(Sk"Sb‘S’Q; o '7‘S’k—1)

which would mean that expression 3.3 would be approximately one (Joyce
and Marjoram, 2008).

Fearnhead and Prangle (2012) showed that the optimal choice of sum-
mary statistics, that minimises the quadratic loss of an estimate of the pa-
rameter, is F(f|x). That is summary statistics that are equal to the posterior
mean. However we are unable to calculate the posterior means but we can
use simulation to estimate these. Fearnhead and Prangle suggest

1. simulating sets of parameter values and data from the prior.

2. using the simulated sets of parameter values and data to estimate the
summary statistics.

3. running ABC with this choice of summary statistics.

There could be an additional step, before step 1, that determines in which
regions of the parameter space the posterior distribution has negligible mass
using arbitrary summary statistics similar to History Matching (Vernon
et al, 2010). This means that these regions do not need to be simulated
from in steps 1 and 3.

In the first step T parameter values [Gi]iTzl are sampled from the prior
(or from the region where there is not negligible posterior mass) and the
model is run at these values to generate pseudo data [yZ]ZT:1

There are a number of methods of using the simulated values to estimate
the parameter values, but Fearnhead and Prangle suggest building a regres-
sion model. They suggest using a function f(-) so that f(y;) is a vector of,
possibly non-linear, transformations of the data so that [f (yi)]iT:1 are the
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explanatory variables and the parameter values [91']?:1 are the responses.
This means that we fit a model

0 = By +¢
= o+ fW)B+¢ (3.4)

where £ is some zero-mean noise. The fitted function in equation 3.4 is
then an estimate of E(A|ly). If more than one parameter is required to
be estimated this is done independently for each of them. This step then
becomes a familiar statistical problem with standard model checks being
used to decide between different models. Equation 3.4 is then used as the
summary statistic for step 3, with the summaries of the data being

Bo+ f(x)B.

Fearnhead and Prangle suggest that twice as much processing time is spent
on step 3 as on step 1 with step 2 having negligible processing time.

3.3.3 Other methods

In higher dimensions, or when the prior is not very informative, rejection-
ABC can be very inefficient. This lead to the development of a number of
different methods that are described in this subsection.

ABC-MCMC

Marjoram et al (2003) developed a method of using ABC to approximate
the likelihood with an MCMC approach (Algorithm 9). In this algorithm
a new candidate point, ¢, is sampled from the current point, € using ¢(-|6)
and then the model is run with parameter ¢’ to generate pseudo data, y.
If this sampled output is close enough to the observed data, x, or more
formally if p(S(y), S(x) < €), then the new candidate point is accepted with

probability
a(f',0) = min <1, p(el)q(9]9')> .
p(0)q(6'10)

Although the ABC-MCMC algorithm does sample from m4pc(0|x), it doesn’t
mix very well (Sisson et al, 2007). If the chain reaches a part with a low
posterior distribution then, with a poor proposal mechanism, the chain will
not move and will stick in regions of the state space for long periods. To
counter this the algorithm should be run for a long time.

Wegmann et al (2009) suggest treating the tolerance as a random variable
with an informative exponential prior and then updating it, along with the
uncertain parameters, using ABC-MCMC for N iterations. Then after the
chain has finished running the n (for n < N) accepted points that were
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Algorithm 9 ABC-MCMC
1: Set a starting value 6
2: fori=1:N do
3:  Generate a candidate point 6’ ~ q(-|0;_1)

4y~ M(|0")

5. if p(S(y),S(x)) < € then
6: « < min (1, Ppi((%));l((g”%)))
7 Sample u ~ U(-|0,1)

8: if u < o then

9: 0; o’

10: else

11: 0; + 6;_1

12: end if

13:  else

14: 0; <+ 0;,_1

15:  end if

16: end for

closest to the data or summaries of the data then become the sample. The
other points are then discarded.

Lee et al (2012) described two variations of ABC-MCMC. The first also
takes advantage of the pseudo-marginal MCMC features. Instead of the
likelihood being either 1 or 0, for a given set of parameters the likelihood is
estimated by calculating

1
l(9|$) = % zﬂp(yi,m)<e
i=1

where y; is the pseudo data of the ith simulation of m model runs conditional
on the parameters #. This means that the estimation of the likelihood is
more accurate and would improve the mixing of the MCMC but will mean
that the likelihood evaluation would slow down as the model would need to
be run n times. Having said this, the estimate of the likelihood could easily
be parallelised.

The second variation of the ABC-MCMC algorithm is known as the one-
hit MCMC-ABC. In this algorithm, both the proposed parameter value 6’
and the current parameter value # are used to run simulations. The first
parameter value, ' or 6, to produce an ABC acceptance is accepted as the
next point in the MCMC. This would also improve the mixing of the MCMC
but would also slow down the likelihood evaluation. Unlike in the previous
algorithm the computational effort required to evaluate the likelihood is not
capped and one move could take a long time even if parallelised.
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ABC-PMC

Sisson et al (2007) proposed a method of sequentially improving the ABC
approximation. Sisson et al suggested that rejection-ABC could be run in
rounds with the samples for round ¢ being sampled from a weighted average
from the points accepted in round ¢ — 1 (for ¢ > 2) with each round getting
a smaller tolerance value € (in the first round points are simulated from the
prior). So that points are not repeated, once a new 6 value is sampled it
is perturbed according to some kernel Ky(-). However Sisson et al (2007)
method of weighting the points gave a bias.

Beaumont et al (2009) proposed a method that corrected for the bias
in Sisson et al (2007). They based their method on the Population Monte
Carlo algorithm (Cappé et al, 2004). They built a kernel density estimate
(Silverman, 1986) of m_1(#) with the points accepted in round ¢ — 1 with
kernel K;(-) (Beaumont et al (2009) proposed that the smoothing parameter,
72, be twice the empirical variance) and sampled the potential points for
round t from this kernel density estimate. This means the weight of an
accepted point in round ¢ became

m(6)
7Tt_1(0) ’

This method is summed up in Algorithm 10. Del Moral et al (2012) also
developed a method of adaptively choosing the tolerance ¢; by taking a
particle filtering (section 3.4.5) approach to updating the parameters rather
than a Population Monte Carlo approach (SMC-ABC).

Coupled ABC

Neal (2012) developed a method known as Coupled-ABC that treats ABC as
an inverse problem. If we suppose that we can split up the inference problem
into a random vector U such that U is independent of the model parameters
f, then we can say that given a specific parameter set and a realisation of
the random vector u, the simulated model output is a deterministic function
of both of these h(u,6). We then solve the inverse problem and say that
the set © = {6 : © = h(u,0)} which p(f|x,w), which is exactly the correct
inference.

Neal and Huang (2014) state that the level of approximation of an ABC
algorithm is often difficult to quantify and extend the idea of coupled ABC
to an MCMC framework by treating the random vector u as the random
variables used when simulating from the model and proposing new sets of
u depending on the current state, essentially treating w as an additional
parameter. Neal and Huang, in their forward simulation MCMC algorithm,
alternate between updating the random variables, u, and the parameters, ¢
and perform ABC in such a way that ¢ = 0.
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Algorithm 10 ABC-PMC algorithm
while ¢ < N do
Sample 0" ~ p(6)
y ~ M(6")
if p(S(y),S(x)) < €1 then
0« 0"
wi 1
1i+1
end if
end while
£ <twice the empirical variance of 0}'s
:fort=2:T7do
while ¢ < N do
Sample 0’ ~ ;1 with weights wi_,
14: Sample 0" ~ Ky(-|¢/, 77)
15: y~ M(-|6")
16: if p(S(y), S(x)) < € then

—_ e e
Wy P2

17: 0 « 0"
. 6//)
18: wy nal :
t Zév:1 wi_ K (070]_y)
19: 11+ 1
20: end if

21:  end while
22: 77 <twice the empirical variance of 's
23: end for

The authors cause a simulation to become exact in two ways. For some
models they create a bias that means that the model output, y, equals
the observed data, x, exactly. By taking into account of this bias, and
the probability of it occurring exactly, it is possible to generate a likelihood
(0, u|z) which takes pseudo marginal approach (Andrieu and Roberts, 2009)
(see Section 3.2.1) to MCMC.

The second way is similar to the way described by Wilkinson (2013)
(Section 3.3.1), where the model is ran and then, conditional on the model
being run, the likelihood of the data being generated is calculated. This
could be measurement error (Wilkinson, 2013) or sampling error when con-
ducting a survey (Neal and Huang, 2014). Another way would be to stop a
model early, for example in the woodhoopoe model described in Section 2.2
we could stop the model before the last submodel is run, the mortality, and
check the likelihood of getting the observed data from that. This method
also takes advantage of the pseudo marginal approach and leads to what is
known as exact ABC. It is similar to Likelihood free MCMC (see Section
3.4.5).
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Likelihood free parallel tempering

Baragatti et al (2013) proposed a parallel tempering (see Section 3.2.2) ver-
sion of ABC. In the ABC version the different chains ¢ have different toler-
ance values ¢; and move according to the ABC-MCMC algorithm described
above. Because the likelihood for the higher es will cover a larger area than
those of a lower € the proposal distribution could cover a higher area. So for
tolerances

€ <€y < ---<e€r

the parameter in the proposal (eg. the variance if the proposal was a Gaus-
sian distribution) will be

o1 <o <---<or.

The MCMC part of algorithm is just the same as the method described in
Section 3.3.3 and then at each step in the algorithm 7' exchanges are pro-
posed. Any chain can exchange current values with any other and to improve
the acceptance probabilities chains are put into K “rings”. “Rings” are fixed
disjoint subsets of tolerance levels space F1, ..., EFx. At each iteration, the
ith chain (with sampled values y) is associated with E; if

p(S(yi), S(x)) € Ej.

For each exchange move, a ring which has at least two chains associated with
it is chosen at random and then two chains associated with it are chosen at
random (7,7 with € < ¢;). The chosen chains are exchanged if

p(S(y;), S(x)) < €.

This is algorithm is summed up in Algorithm 11.

3.3.4 Discussion

ABC is rarely used to estimate parameters in higher dimensions. One of the
main reasons for this is that as the number of dimensions goes up, the size
of the prior also increases and therefore the size of the evidence, or P(R)
as in equation 3.1, gets smaller. For this reason rejection methods such as
ABC-PMC and SMC-ABC may find it difficult to even locate this space let
alone find a number of points in it (Lee et al, 2011).

We believe that an MCMC version of ABC is the way forward to perform
ABC in higher dimensions. One of the good things about MCMC in higher
dimensions, both when the likelihood is known and it is intractable, is that
when we are in the region of the posterior distribution then we stay in this
region. This means that it doesn’t matter how many parameters there are
we will always stay in the right region. Having said this there still needs to
be work done on ABC-MCMC as it is poor in the tails of the distribution
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Algorithm 11 Likelihood free parallel tempering

1: Set a starting value [06“] Z:l and rings [Ek},[::l
2: fori=1:N do
3:  for k=1:T do

4: Qf < Omne run of Algorithm 9 with tolerance ¢, and proposal
a(10% 1, o0)

5. end for

6: fork=1:Tdo

7: Associate chain k with the correct ring [EJ]JK: , such that

p(S(yr), S(x)) € Ej.

8: end for

90 fork=1:Tdo

10: Sample a subset E; (if it exists), with at least two chains associated
with it. Then sample two chains, [, m with ¢ < €,,, associated with E;.

11: if p(S(ym),S(x)) < ¢ then

12: ¢« 0

13: 6, + 0;

14: 0! < ¢

15: ¢yl

16: Yy —y!

17: yli — ¢

18: end if

19:  end for

20: end for

(Sisson et al, 2007) which we also found from early experiments. In Chapter
4 we develop a version of ABC-MCMC that is similar to coupled-ABC as
well as some Gibbs steps that are used in order to improve the mixing of
the ABC-MCMC algorithm.

3.4 Other methods

There are many other methods that could be used to estimate the parame-
ters. Below we describe a few of them.

3.4.1 Inverse Modelling Technique

Using the pattern orientated modelling method (Grimm et al, 1996) param-
eter values can be found indirectly by changing a number of parameters
at once by calibration and seeing if the model output matches some ob-
served data (Wiegand et al, 2003, 2004). The inverse modelling technique
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(Grimm and Railsback, 2005) involves simulating the model over a wide
range of parameter values in order to find suitable values for the parame-
ters that reproduce the patterns observed in the ecological system. Grimm
and Railsback (2012) describe the idea of calibration by first identifying the
parameters that need to be estimated and identifying the the patterns that
they want the model to replicate and deciding on an acceptance criteria
before running the model for many parameter sets and seeing which ones
pass the acceptance criteria. This seems to resemble a less formal version of
ABC (Section 3.3).

3.4.2 Kernel Density Estimate of the likelihood

A popular method of estimating the likelihood when the likelihood is in-
tractable is to build a kernel density estimate (Silverman, 1986) of the model
output. That is if y ~ M(:|6), then a kernel density estimate g(y|6) is
built by sampling from M (-|f) and then the log-likelihood is estimated by
Z?zl log (g(x;]0)). This approach was first suggested by Diggle and Gratton
(1984).

Another attempt at doing this was by Piou et al (2009). Piou et al
developed an information citation based on the AIC (Akaike, 1974) and DIC
(Spiegelhalter et al, 1998, 2002) where the log likelihood is estimated using a
kernel density estimation. The authors then say that this method could then
be used to perform parameter estimates and describe two algorithms, one
resembling ABC-MCMC that has a value of their likelihood as the tolerance
and another that is similar to MCMC. The idea of using kernel density
estimates to estimate likelihoods was also suggested by Tian et al (2007).

This method can only really be used when the data are iid and when
the data types are only in a few dimensions. This is because the number of
simulations in order to accurately estimate the likelihood quickly becomes
large as the number of dimensions increases. Silverman (1986) gives a table
that shows the sample size required to ensure that the relative mean squared
error of a kernel density estimate of a Gaussian distribution is less than 0.1
(Table 3.1).

In addition to this, kernel density estimates are biased by their nature
(Silverman, 1986) and the bias is not necessarily proportional to the true
likelihood hence performing MCMC with this as an estimate to the likelihood
will not lead to the sample coming from the correct distribution (Andrieu
and Roberts, 2009).

Martinez et al (2011) used an approximate likelihood based on an esti-
mate of the distribution of the data. They fit a kernel density estimate, g(x),
constructed from empirical data . Given a parameter value 6, their like-
lihood function depends on pseudo observations simulated from the model
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Dimensionality | Required sample size
4

19

67

223
768
2,790
10,700
43,700
187,000
0 842,000

= © 00 ~J O U i W N -

Table 3.1: The sample size required to ensure that the kernel density esti-
mate of a Gaussian distribution has relative mean squared error is less than
0.1.

f(:10) =y(0) = (y1,¥2,...,Ym) and is given by

m

(0], y(0) = [ [ 9(ysl).

=1

We are now going to show that this is not always valid and the the reader
can skip the rest of this subsection if required. If we write Martinez et al.’s
likelihood as Ij;(0|x,y(#)) and the traditional likelihood as I(0|x,y(0)) we
know that

@z, y(0) = []iwile)
i=1

(Olz,y(0) = ] /[(xily(6),

[Jam b

-
Il

where f(z;|y(0)) is a kernel density estimate build from y(6), and by taking
logs

Ly@lz,y) = > log§yilx)
=1

L@z, y) = > log f(xily).
=1

Each value z is expected to occur mf(z|€) times in the simulation or ng(z)
times in the data as the number of samples approaches infinity where f(-|0)
is the true distribution of the model output and g(-) is the true distribution
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of the data. So taking the limit as m,n — oco.
Lu®) = | F10)1089(2)dz (3.5)
Ry
£0) = [ o)zl (3.6)
2

where R; is the region covered by log g(z|x) and Ry is the region covered
by log f(z]6). If equation 3.5 equals equation 3.6 then

Ia(0) =1(0). (3.7)
Example 1. If the simulated data and the true data are both normally

distributed with the same variance but different means (6 and 6* respectively)
then equation 3.7 is satisfied.

Proof. Let 6* be the true value of the parameter then
£O) = [ glos s
2

= / N(z|0*,0%)1log N(2|0,0%)dz
—00

B o0 1 1 2
B /—oo 2wa2exp<—202(2—9)>

1 1 9
x log ( o exp (—M(z —0) )) dz
which simplifies to be

o 1 1 1
L(0) = ———e ———(z = 0" 2)lo dz
(©) /oo 202 P < 202( ) & V2ro?

* 1 1 *\2
+/OO 27T02 exp <_M(Z_9 ) >

1 1
= log——m _
©8 Voro?2 207
o 1 1 .
/oo(z —0)? Noroe exp (—M(Z -0 )2) dz. (3.8)

Looking at the integral and expanding the brackets

/ (22 — 20z + 6?) ! exp (—1(z—9*)2>dz
o

oo 2mo?

which becomes
E(z%) — 20E(z) + 6. (3.9)
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It is known using a simple identity that
E(z%) = 0% + 6*2

so equation 3.9 becomes
o+ (6* — 6)?

and plugging this into equation 3.8

B 1 o2 + (0% — 0)?
£(0) =1og oo = T

Similarly using the same method it can be shown that

1 o2+ (0 — 0%)?
Cull) =los o = 52

As (0 — 6%)2 = (0" — 6)?, we can say that

L(0) = L11(6).
L]

Using a similar method two normal distributions with a simulated vari-
ance o, and empirical variance o, then the likelihoods are

1 2 0* — @ 2

L) = log _ o T (0 )
Qo—gimﬂ- 2G-Sim

1 ol 4 (6 —0%)?

»CM(G) — log _ Ysim (2 )
20’2687[' 2O-obs

and hence L£(0) # L(6).

Example 2. If both the simulated and real distributions are distributed ex-
ponentially with parameter X and \* respectively then Lyr(X) # L(N).

Proof. From equation 3.5

Ly(A) = i f(z|A)log g(2)d=

= / Aexp(—Az) log (A" exp(—A*2))dz
0

= / Aexp(—Az) log A*dz —/ AN zAexp(—Az)dz
0 0
= log \* — \'E(z2)

*

A
= log\* — . 3.10
og X (3.10)
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Using a similar method

L(\) =log X — % (3.11)

and therefore Ly () # L(N) O
Another way of looking at example 2 is by working out the MLEs of both

equation 3.10 and 3.11. The MLE of the true likelihood is A*. Differentiating
equation 3.10 and 3.11

diLm(N) _ A

d\ A2

dicn) 11 o,
d\ TN A=A

respectively we can see that equation 3.10 does not have an MLE. This
means that this method does not always give the correct likelihood.

3.4.3 Emulation

If the simulation model, M(-), is relatively smooth, meaning that M (6y) is
similar to M (6p+¢) for small 6, then it is possible to build a Gaussian process
emulator (Kennedy and O’Hagan, 2001) in order to model the simulation
model. The Gaussian process emulator is a stochastic representation of M (-)
(Vernon et al, 2010; Oakley and O’Hagan, 2002; O’Hagan, 2006) and is often
used when the model is computationally expensive to run.

A Gaussian process is fitted to some model evaluations y at some training
parameters ¢ and then for any point in parameter space the model output
is

Effectively a regression, with parameters 3, is fitted to the training pa-
rameters and then the Gaussian process just smoothes out the residuals
(O’Hagan, 2006). The idea is that the Gaussian process is quick to evaluate
and therefore can evaluate M (-) at any input and give an output with a mea-
surable degree of uncertainty. Gaussian process emulators have been used
on many different models from many different disciplines including climate
science (Holden et al, 2010), cosmology (Vernon et al, 2010) and medical sci-
ence (Strong, 2011). For a more thorough description of Gaussian Process
emulation see Wilkinson (2010b).

3.4.4 Synthetic likelihood

Wood (2010) described a method of taking summary statistics, s(y), of
M (-) that are asymptotically normally distributed such that

s(y) ~ N(-|pe, o).
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This means that if we know pg and g then
1(0]s(x)) = N(s(z)|pe, Zo)

which is the multivariate normal distribution evaluated at s(x). Having said
this, we generally do not know pg and g and therefore have to estimate
them. Wood suggests repeatedly sampling from M () in order to estimate
these values.

The summary statistics are not usually sufficient but this is not always
the aim of the inference. Often the aim of the inference is to find parameter
values that recreate features of the data. This could be very useful for
noisy models and individual based models where we are often only interested
in patterns. Hartig et al (2011) used this approach to perform parameter
estimation of an individual based tree model. Wilkinson (2014) built a
Gaussian Process emulator for the synthetic likelihood where, rather than
run the model every time to estimate parameters, all of the computational
effort is used to build the emulator and this saves many of the runs.

3.4.5 Particle MCMC

Suppose we have a dynamic state space model with, at time ¢, a hidden
state y; defined by

Y ~ g(-lye-1,0)

and an observed state X; defined by

Xi ~ [(lyt, 0)

for t = 1...T. Suppose also that we have observations x1.7 and we are
interested in the distribution of the latent states p(yi.z|z1.7). If the model
is linear and the errors are Gaussian it is possible to use the Kalman filter
(Kalman, 1960) in order to find this exactly. However for nonlinear and
non-Gaussian models another approach needs to be made. One possible
approach is Sequential Monte Carlo or Particle Filters (Gordon et al, 1993).

Bootstrap particle filtering is performed by first sampling n particles
from the initial distribution p(yp) and setting each particle weight w! =
1/n. If at time t — 1 we have {y!_;,w! ;}",, which is an estimate of
p(Y1:4—1|T14—1), then we can sample n particles y;i_l from y!_, with probabil-
ity proportional to w!_; and simulate them forward so that y} ~ g(-|y;i_1, 0).
We then adjust the weight

which means that {y!,w{}" , is an estimate of p(y1.|z1.¢). Furthermore
p(xi|xre—1) = Y w; is an estimate of p(x¢|xi4—1,0). This is just the
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description of one type of particle filter; for a more complete description of
particle filters see Doucet and Johansen (2011).
Del Moral (2004) found that

p(xrr|f) = | | p(xt|z1:0-1)

||::]ﬂ

estimated from the particle filter, to be an unbiassed estimate of {(0|x1.7)
and this, coupled with the pseudo marginal MCMC algorithm described in
Section 3.2, allows us to create a Markov Chain that samples from p(0|z1.7)
known as the Particle Independent Metropolis-Hastings (PIMH) algorithm
(Andrieu et al, 2010). This is just Algorithm 3 with Z being equal to
p(z1.7|0). Andrieu et al also developed the Particle Marginal Metropolis-
Hastings (PMMH) algorithm and the particle Gibbs algorithms that also
enabled us to sample from p(6, y1.7|x1.7). The PMMH algorithm is described
in Algorithm 12.

Algorithm 12 Particle marginal Metropolis-Hastings

1: Propose a move to ¢’

2: Z « p(x1.7]0"){The estimate of the likelihood from the particle filter.}
3: yl.p ~ p(-|¢, z){Sample one of the particle paths.}

4: Accept 0, Z and y|., with probability

uin {1, 400001 )
a@TO6)Z

A similar algorithm is the likelihood-free MCMC (LF-MCMC) (Wilkin-
son, 2010a). In this algorithm g¢(-|y¢—1,0) is intractable but we are able to
simulate from it and f(x|y, @) is quite simple to calculate, then if the whole

model is simulated forward so that y = y1.7 then it is possible to write the
likelihood as

10, ylx) = Hf w3 ys).

This algorithm simulates the joint distribution p(, y|z1.7) which when marginalised
is p(0|z1.7). LF-MCMC is the same as the PMMH algorithm with just one
particle in the particle filter.

We used PMCMC with the woodhoopoe model and tried to estimate the
parameters from that; details are omitted. In order to do this we ran the
model up until the last submodel which is the death of the woodhoopoes
and used this as an estimate of the likelihood. We found that this didn’t
really work because the stochastic parts are too small in the woodhoopoe
submodel which meant that in order for a particle to get a non-zero weight it
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has to almost recreate the data. Having said this we believe that PMCMC is
still a good way to estimate parameters in some complex ecological models,
where the final submodel doesn’t have this property.
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Chapter 4

Coupling random inputs in
order to perform parameter
estimation

4.1 Introduction

Approximate Bayesian Computation (ABC, Beaumont, 2010; Tavaré et al,
1997, Section 3.3) has become a common method of performing inference on
complex models when the likelihood is intractable and when simulating from
the model is not computationally expensive. In higher dimensions, or when
the prior is not very informative, this ABC-rejection algorithm (Algorithm
7 of Section 3.3) can be very inefficient. This has led to the development
more efficient algorithms: ABC-MCMC (Marjoram et al, 2003), ABC-PMC
(Beaumont et al, 2009) and likelihood free parallel tempering (Baragatti
et al, 2013) just to name a few, which are described in Section 3.3.3. ABC-
MCMC (Marjoram et al, 2003) is an ABC version of the Metropolis-Hastings
algorithm. Sisson et al (2007) criticised the ABC-MCMC algorithm as the
chain often gets stuck in the tails of the posterior distribution causing the
Markov chain to mix poorly.

Neal (2012) developed a method of performing ABC by non-centered
parameterisation where the observed data can be given by some function of
this non-centered parameterisation and then it is possible to find an inverse
of this function conditional on the random inputs. Andrieu et al (2012) also
suggested using the random inputs with importance sampling in an ABC
framework.

If we look at the ABC-MCMC, when the chain is in the tails of the dis-
tribution, for a point to be accepted the correct parameters and the correct
random inputs, the stochastic elements of the complex model, need to be
proposed so that the move will be accepted which has a small probability
by the very nature of being in the tails of the distribution. By controlling
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these random inputs and moving around more strategically in the augmented
space we could increase the chances of a move and get the Markov Chain to
mix better.

In this chapter we will present a method of exploring the ABC posterior
by exploring the joint parameter and random input space. We use infor-
mation about the joint space in order to propose better moves as well as
introducing a Gibbs step that conditions on the currently accepted model
in order to move around. Neal and Huang (2014) took a similar approach
to perform parameter on stochastic epidemic models by iteratively updating
subsets of random inputs and then parameters. Our method improves the
mixing of the ABC-MCMC algorithm and reduces the Monte Carlo variance
of the estimate of the ABC posterior distribution especially in the tails of
the distribution.

We will introduce what we mean by coupling the random inputs in Sec-
tion 4.2, describe the inference problem in Section 4.3 before extending
ABC-MCMC (Section 3.3.3) by coupling the random inputs and introduc-
ing Gibbs. We call this algorithm Coupled Gibbs ABC (CG-ABC). We will
give a few of examples of CG-ABC in Section 4.4 and then conclude with a
discussion.

4.2 Coupling the random inputs

Let (92, F, P) be a probability triple and X :  — R be a random variable
that we want to simulate. Write F'(-) as the usual cumulative distribution
function that is F': R — [0, 1] defined by

F(z) = Pr(X <z) = P(X }((—o0,x])).

If X is continuous then F(-) has a well defined inverse F~!(-), and if U ~
U[0,1] then F~1(U) has the same distribution as X. If X is discrete, taking
ordered values x; with probabilities p;, that is

w; = {w:X(w) =}
P(W;) = pj,

then F(-) is not injective, and so not invertible but we can define F~1(-) by
F1 =i : P>
(u) 1%f Tk Zp] >u
J<k

and still have the property that F~!(U) has the same distribution as X.
More generally, the property holds if we define

F~(u) :irmlf{x : F(x) > u}.
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Proposition 1. Any set of random variables can be sampled from a set of
independent random variables.

Proof. Suppose we are trying to simulate
Xl,---;Xn Np(Xl,...,Xn).

Now if X1,...,X,, are independent this is satisfied trivially however if they
are dependent then we can expand the distribution such that

(X1, ..., Xn) = p1(X1)p2(Xa| X1) ... pn (X | X2ty - .-, X1)

each of which is a univariate distribution. We can sample from each of the n
univariate distributions, p;, using Inverse Transform Sampling from Uj;, for
i =1,...,n. The U;s will then be independent and identically distributed
such that

U, ~U(-0,1).

For example if we take a bivariate normal such that
()= CIG)- (0 )
T2 M2 p 03

z1 ~ N(|p,0%)

then

or in terms of the random uniform wq:

x1 = p1 + ¢ (ur)oi.

Now we can condition on this and say that

$2’x1 ~ N <

g2
2 + ;1,0(331 —p1), (1 — P2)05>

or in terms of a random uniform wus:

02 _
Ty = p2 + ;1/)(961 — 1) + ¢ (u2)(1 = p*)a3
hence the dependent random variables, 1 and x5 have been sampled from
two independent random uniform distributions u; and us.

So therefore every random variable X; used in the model M (-|f) can be
mapped to a point in [0, 1]d space and recreated using Inverse Transform
Sampling. Let the point in [0, 1]¢ space be defined by u, then we can write
as

Y =M(0,u)

as the model is now deterministic.
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4.2.1 Random inputs

By coupling, we mean linking together realisations of stochastic models by
controlling their random inputs. For example, we can ensure that small
changes in the parameters result in small changes in the model output by
using identical values of the random inputs. Using this idea, we are going to
couple successive realisations of a stochastic model within an ABC-MCMC
algorithm in order to improve its performance. However, depending on how
the inputs are used, a change in a parameter may cause a submodel to
require a different number of random inputs from what it required before
which could result in a large change in the output.

For example let parameter 6 control the number of births at a given
time, N, ¥ control the weights of these births, and X;; and wuy,us,... be
the random inputs. The two simple stochastic submodels

N, ~ B(/9)
Xp ~ W)

can be written as deterministic functions

Nt = B(@,uz)
th’ = W(¢au])

where the values of the indices 7 and j will depend on the order of calcula-
tions. Suppose that the process is simulated in the obvious order and that
for a particular parameter value, 8 = 6y say, we obtain a single birth at time
1

Y

Ny = B(bp,U1) = 1.
The weight of the individual born will be given by

X1 = W(, Uz),
and the number of births the next year will be
Ny = B(6y, Us).

Now suppose that we use the same sequence of random numbers, but change
the parameter slightly to 8 = 0y + €, giving

N = B(90 + €, Ul) =2
say. The weights of these two births will be given by
X1 = W(,Us)
X2 = W, Us),
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and the number of births given in the second year will be given by
Ny = B(90 + €, U4).

Thus the value of No may change completely, since it is based on a different
random input, U, instead of Us. The same is likely to apply to later numbers
of births and weights, with widespread ‘relabelling’ of the random inputs.

One way to get round this is to control all of the inputs individually
so that each process will have its own inputs and then the inputs for each
submodel will remain the same regardless of what happened in earlier sub-
models. In the example above this could be solved by having two sets of
random inputs and the deterministic functions being

Nt = B(Q, Ut)
Xie = W, wy).
In the next few sections we will give some examples of how a few different
models can be coupled.
Mixed normals

Sisson et al. (Sisson et al, 2007) describe the toy model

X0 N(6,1) with probability
N (-]9, ﬁ) with probability

N[ =N | —

This model has two random inputs v and w with
u,w~ U(+0,1).

Let
Z =3 Yw)

where @~ is the inverse cumulative distribution of a standard normal, then
the model output will be

0+7 ifu<}

X\G,wZ ~ { 0+ TZO otherwise.

Hence, given u and w, the model is deterministic.

Ricker Model

The Ricker Model (Ricker, 1954) is used to describe the expected number
of individuals in a generation ¢ conditional on the previous generation t — 1.
Wood (2010) then used a stochastic version of this model to create a hidden
Markov model with observations

Y ~ Pois(ANy)
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and a continuous hidden state
Ny =rNi_1exp(—Ni—1 +e)

where
€t ~ N(‘O, 0’2).

The model has random inputs «w and w where
ug, wy ~ U(+|0,1)
fort=1,...,T. If we let
Zy = & (wy)
where ®~! is the inverse cumulative distribution of a standard normal, then

(AN
Y;:min{n:e/\NtZ( ,t) Zut,nENo}

, 7!
1=0

where
Ny =rNy_jexp(—Ne—1 +€t)

and
€t = Ztae.

Hence, given u and w, the model is deterministic.

Queuing model

Fearnhead and Prangle (2012), Blum and Frangois (2010) and Heggland and
Frigessi (2002) looked at performing inference on a M/G/1 queuing model.
In this model the customers from a Poisson (f3) process i.e. they arrive
at intervals given by an exponential distribution with parameter 3 and are
served one at a time with the time taken following a uniform distribution on
the interval [01, 601 + 02]. The output of the model is the inter-service times
for the first 50 customers.

The stochastic inputs are for the arrival time and the service time de-
noted w and w respectively with

fori=1,2,...and j =1,...,50. The ith arrival takes place at an interval

log(1 —u;)
03

after the (¢ — 1)th arrival and the jth service time is

01 + ngj.
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Given u and w, the model is then deterministic. In practice this could be
difficult as before running the model it is unknown how many wu;s need to
be generated so in practice a method of generating random variable needs
to be included in the model. Having said this, in this case only u; and w;
for ¢ = 1,...,50 affect the output of the model because it is defined to be
based on a fixed number of customers, rather than a fixed duration.

4.2.2 Infinite random fields

In the queuing model (Section 4.2.1), there is no limit to the number of
customers that arrive before 50 of them have been served. However, only
the first 50 customers affect the model output so we only have to worry
about the first 50 inputs. The inputs after these could be generated in any
way and will have no effect on the model output. However for some models
it is not known how many random inputs are needed for one model run. For
example, if the model was run for a finite interval of time rather than for a
specific number of customers, then we would be unsure how many random
inputs were required to run the model.

One way of generating an unknown number of random numbers would
be to generate too many random inputs before running the model. However
this could be wasteful as we will be generating random inputs that are not
used and may be computationally impossible due to memory. There is also
no guarantee that the number of random inputs will be sufficient to run the
model.

Another way of doing this is to generate the pseudo-random inputs whilst
running the model. It is possible to generate a deterministic sequence of
numbers between 0 and 1 that appear to be random by an auto-regressive
process of order 1 (Devroye, 1986). This means that a whole sequence of
pseudo random numbers can be generated from one number between 0 and 1.
For example, in the queueing model, the model is deterministic conditional
on the parameters, u1, w1 and pseudo random number generator. Algorithm
13 shows how this would work. In line 1 you can input more than just the
first random inputs for each process if you wish and these random inputs
will be used before generating new ones.

Algorithm 13 Generating random inputs on the fly

1: Input the parameters @ and the first random inputs u]l forj=1,...,q
where ¢ is the number of processes that require random numbers.
2: repeat

Run the model until a random number needs to be generated

ul = f(ug_l) {for the jth process and the ith random input in that

7
process where f is a pseudo random number generator}

5. until Model has finished running
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‘Woodhoopoe model

Woodhoopoes are birds that can be found in sub-Saharan Africa (du Plessis,
1992). They live in groups with one dominant pair which are the only ones
that breed. Neuert et al (1995) used an individual-based approach in order to
model the population and group dynamics of the woodhoopoes. Railsback
and Grimm (2012) simplified this model for use as an example in their
textbook.

The simplified woodhoopoe model is an agent-based model where the
agents are the woodhoopoes themselves and they live in groups with one
dominant male and one dominant female which breed once a year. There
are 25 groups in the model with the groups laid out in a circle and each
group having two neighbours. Each step of the model represents one month
and every month each woodhoopoe dies with a probability 6;. The aim of
a woodhoopoe is to become a dominant in a group so each subordinate will
leave its group with probability f2 in order to try and become a dominant
in another group. However leaving the group will leave the subordinate
vulnerable to predators and it will be killed with probability #3. A full
description of the model can be found in Section 2.2 and in Railsback and
Grimm (2012).

There are a number of stochastic parts. Initially there are two adult
males and females placed in each territory with the initial ages determined
from the random inputs v.

In the original model the order in which the subordinates leave their
group in order to become a dominant elsewhere is random. In the coupled
model each subordinate ¢ will have a random input w; at time ¢ and then
these will be ordered and this is the order the subordinates will attempt to
leave their respective group.

Each woodhoopoe will have random inputs that determine whether or
not they will leave the safety of the group as a subordinate, one that de-
termines whether or not they die leaving the group and one that decides
whether, if they have successfully left their group, they go left or right in
order to search for a vacant suitable dominant position. Each woodhoopoe
will also have a random input every month that determines whether or not
they die naturally.

Each group will have its own random inputs that decide whether a new-
born woodhoopoe will be male or female.

Conditional on these random inputs the model will become deterministic.
We also describe coupling the woodhoopoe model in Section 7.4.2.

4.3 Inference

If we look at the joint posterior distribution of the parameters # and the
random inputs u conditional on the observed data «, then if we can generate
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samples from

m(0)p(u)p(x|f, u)

(0, ulx) = e (4.1)
and we marginalize over v we will find that
m(0)p(u)p(x|0, w)
/U7r(9,u|:c)du /U (@) du
m(0)p(9]x)
p(z)
= 7(0)x) (4.2)

where U is the space [0,1]¢ and where d is the number of dimensions of u.
Equation 4.2 is just the posterior for 8 alone. In equation 4.1 the likelihood,
p(x]0,u) is either 1 if

MO,u) ==z

or 0 otherwise. It is often very difficult to find values of § and u that will
make the likelihood 1 and often has probability zero. However if we look
at this and change the likelihood so instead of it being the likelihood of the
data it is

plp(s(M(0,u)), s(x)) <e),
or in other words the ABC likelihood, then equation 4.2 will become the
ABC posterior.

We could use ABC-MCMC (Marjoram et al, 2003) as a method of sam-
pling from 7(60, u|z) by treating the random inputs u as additional parame-
ters. In addition to this we are going to introduce Gibbs steps that should
also improve the mixing of the Markov Chain. We will describe these meth-
ods in the next two subsections. We call this algorithm Coupled Gibbs ABC
(CG-ABC).

4.3.1 Gibbs move

If we look at a typical model with parameters 6§ and random inputs v and
w shown in Figure 4.1, we can see that conditional on the latent variables,
z, the model output, Y, and the parameters, 6, are independent. If we
condition on the latent variables z we can often move the parameters 6
using Gibbs steps and then change the random inputs u so that z remains
the same. The Gibbs step is shown in Algorithm 14.

Proposition 2. The Gibbs move suggested above keeps the Markov Chain
i its stationary distribution.

Proof. The target distribution of the CG-ABC algorithm ABC posterior
distribution of 6, v and w is

(6, w, w)p(20, W) p(s(M (2,0)),5(2)) <€)
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Model ‘—@

Figure 4.1: A general model. We have inputs, parameters 6 and u that
generate latent variables z, which is often tractable, and inputs w which

along with the model and latent variables z generate a deterministic output
Y.

where M (z,w) is the model run a with the latent variable z and random
inputs w, p(z]0,u) is a Dirac mass at z and I(,(s(ar(z,w)),s(x))<c) = 1 if the
model is accepted and 0 otherwise. If we assume that the MCMC algorithm
is in its stationary distribution, i.e. the ABC posterior, then we just have to
satisfy detailed balance. We are going to propose a new point 6’ and u’ by
first sampling 6 ~ p(+|z) and then setting u' so that p(z|¢’,v') = 1. Hence

q(0',u'|z) = p(0'|2)p(u'|0', 2) = p(0', u'|2).

The Metropolis-Hastings ratio then becomes

. ( (0w, w)p(2|0 s u ) (s (M (2 0)),5(a)) <e)P(0, u] 2) >
min | 1, —
77(07 u, w)p(z\@, U)H(p(s(M(z,w)),s(m))<e)p(9 y W |Z)
. 77(0/7 ul) w)P(ZWa ul)H(p(s(M(z,w)),s(w))<e)7r(9a u)p(z|07 u)p(z)
= min | 1, 1o I
7T(0, u, w)p(z|0, U)H(p(s(M(z,w)),s(m))<6)71—(0 U )P(ZW U )p(z)

— min (1’ H(P(S(M(z,w)),s(m))<e))
]I(p(S(M(Z,’w))’s(w))<E)

which is 1 as M (z, w) remains unchanged. O

Although the Gibbs step could be used with usual ABC-MCMC in the
same way as described above, the addition of the coupling means that we can
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Algorithm 14 The Gibbs step given latent variables z generated using the
model z = p(f,u) and random inputs u.

0’ ~p(-|2)
u’ — u such that z = p(#',u’)

be more flexible and mix both Gibbs steps and Metropolis-Hastings (MH)
moves. In the ABC-MCMC algorithm, if one wanted to move just one
parameter then that would take one run of the model and will, if accepted,
only move the parameter in one direction. With the addition of the Gibbs
step, it would allow us to make a large movement in one direction by holding
the other parameters without being wasteful in terms of model runs. For

example suppose
Y = M(ug, 21, 22, 23)

with

zZ1 = f<917 Ul)
22 = g(ba,uz)
z3 = h(03,u3)

then once we find a region of the parameter space where we get an accepted
model
V' = M(uj, 21, 25, 23)

then we could perform Gibbs steps

0] ~ p(-|2})
0 ~ p(-|25)

and update v} and v} to uf and uf such that

Z o= fO1 )

# = g(03,uy).
The model output Y’ will not change as it is conditionally independent
of the parameters given 21, zo and z3 and therefore will still be accepted.
We can then propose 04 using a Metropolis-Hastings step and conditioning
on the inputs will allow us to make better moves in this direction with a
reasonable acceptance rate. We are essentially just changing a handful of
latent variables at a time here.

4.3.2 CG-ABC

In order to make sure that we have sampled from p(u)p(z|0,u) we need to
be sure that we have explored the whole of the random input space [0, 1]d.
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This means that as well as making small moves in the random input space
we have to also make large moves in this space. There are a number of
possible moves.

a) We could keep the random inputs the same and only new parameters
could be proposed. This would mean that latent variables (z in Figure
4.1) will change and then the accepted model output, Y, will change.
However we want to ensure that, if the random inputs are the same a
small change in the parameters results in a small change in the model
output. This move is essentially exploring an island in parameter space
where the ABC likelihood is one rather than zero.

b) All of the random inputs could be re-sampled with either the parameters
being changed or not. This will attempt to change the random inputs
(u and w in Figure 4.1), the latent variables (z in Figure 4.1) and the
accepted model. When the parameters move as well, it is the same
as a step of the ABC-MCMC algorithm described by Algorithm 9.
If the parameters don’t move it is just a step to try and change the
model and the latent variables in order to make other moves easier, for
example finding another ABC-likelihood island to explore. This could
be used with Gibbs steps described in Section 4.3.1.

c) A block of the random inputs could be changed. Again this could be
done by the changing the parameters or not. This changes the model
and subset of the latent variables (z in Figure 4.1). These moves in the
random input space can either be coupled with moves in the parameter
space which then increases the chances of the move being accepted or
they could be re-sampled completely.

We are going to mix all of these moves in order to try and explore the
joint space of the parameters and the random inputs.

4.4 Examples

We are going to demonstrate this method on some the models described in
Section 4.2.1.

4.4.1 Ricker Model

We tried to perform inference on the Ricker model (described in Section
4.2.1). We simulated some data using logr = 3.8, A = 10 and o2 = 0.3 and
used the summary statistics suggested by Wood (2010).

We found that the the model was very sensitive to small changes in logr
and 02 when the inputs are fixed and that given these inputs there is no
smooth acceptance region. This is shown in Figures 4.2 and 4.3 where we
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kept the random inputs constant but varied the parameters. The summary
statistics are the summary statistics suggested by Wood (2010):

e the ordered differences of the simulated and observed values.
e the coefficients, 81 and [9, of autoregression, y,?f’l = B1yd3 + BoydC.

e the mean of the outputs and the number of outputs that are equal
Zero.

e the autocovariances up to lag 5.

In this case we do not believe that it is useful to perform CG-ABC on this
model because it is difficult to anticipate what a move in either the parameter
space or the random input space would cause to the model output.
However it is possible to create Gibbs steps for each of the parameters
conditional on an accepted model. We can re-write the latent state, IV, as

log Ny —log Ny—1 + Ny—1 = logr +e;
~ N('Uog”ﬁg)

so therefore
log 7, 02| Nyt ~ NIG(d, a,m,v)

which is the Normal-inverse-gamma distribution with parameters

B 1
YT -
T—-1 3
d = — — =
2 2’
m = X,
S
a = —
2
where
Xy = logN;—log Ny 1+ Ny,
T
X =) X
t=2
and

T
S=) (X -X).
t=2

We can condition on the hidden states, N1.¢, in order to find a closed state
for ¢. The likelihood

UoYir, Nir) o< (¢N1)" exp(—pN1) -+ (¢N1)*™ exp(—¢Nr)

T
« e (o5
t=1
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and therefore

T T
¢|Y1:T’N1:T ~ Gamma <|]— + ZY;, ZNt> .

t=1 t=1

These Gibbs steps could be used to improve the mixing of ABC-MCMC but
we do not demonstrate it here.

4.4.2 Queuing model

We simulated some data with 8; = 1, 2 = 5 and 3 = 0.2 and used summary
statistics suggested by Blum and Frangois (2010) to perform parameter es-
timation on 61, f2 and 63. The priors were uniformly distributed on [0, 10]
for 61 and 03 and on [O, %] for 0s.

Before describing the algorithms used for inference, it is useful to explore
the structure of the region with likelihood 1 in the input space, in the vicinity
of an arbitrary acceptable point. More precisely, we look at the effect of
moving away from that initial point in various pairs of directions chosen
from the 61, 5 and 03 axes, a random direction in u space and a random
direction in w space. The results are shown in Figure 4.5. We found that the
region of parameter space that will be accepted is smooth in all directions
which allowed us to use CG-ABC in order to explore the ABC posterior
distribution. We can also see that, when the random inputs change, the
likelihood changes smoothly. This suggests that we can move around in the
random input space in a similar way.

€, the tolerance, was selected so that approximately a proportion of
0.00018 of the parameter sets sampled from the prior would be accepted.
This is equivalent of setting the normalising constant, p(p(s(M(0,u)), s(x)) <
€) = 0.00018. Each algorithm will be set up so that the model, which usu-
ally is the most computationally expensive part of the algorithm, is run the
same number of times.

Gibbs Steps

It is possible to perform a Gibbs step by conditioning on the current accepted
model. Let s be the service times of the customers with max(s) = § and
min(s) = §. It is dependent on 67, 62 and u. The full conditional distribution
is 1
f(@l, 92|S) X 97 X 7T(91, 92) (4.3)
2
provided #; < § and Ay > § — § and 0 otherwise. The prior in this case is a
uniform distribution so we can sample 61 and 0 from the above distributed
truncated at 0 and 10 in both directions.
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Figure 4.5: The movement along the different parameter and random input
axes in the queuing model. a-c are movements along the parameters, d-f are
movements in the u direction and g-i in the w. It is black where the point
would be accepted (p(R|6) = 1). Note that in f all of the plot is accepted
which is not the usual case for all of the space but just the region shown in
the plot.
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If we let a be the arrival intervals then the full conditional distribution

is
f(6sla) o< Gamma(fsln + 1, " a) x w(63). (4.4)
The prior for this parameter is a uniform distribution with parameters 0

and % so we can sample 03 from the gamma distribution shown truncated
at L.
3

Inference

We ran ABC-MCMC with optimal proposal distributions and found that the
Markov Chain did not mix well (Figure 4.6). In order to improve the mixing
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Figure 4.6: The trace plot of the ABC-MCMC version of queuing model.

we performed CG-ABC. At each iteration in the algorithm we performed one
of several moves:
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a) We only moved the parameters keeping the random inputs the same.
This move aimed to explore the islands where the likelihood is 1; in
other words, exploring the region in the top three graphs in Figure
4.5 (a,b,c). More formally, 0.5 ~ go(-|01:3,X4), where ¥, is a tuning
parameter, v’ = u and w’ = w.

b) We moved the random inputs u a large amount in u space as well as all
of the parameters. Looking at Figure 4.5, we can see that w is not very
sensitive to the ABC likelihood and so this method was very similar
to exploring the top three graphs in Figure 4.5 (a,b,c) but changed
the arrival times in the model, thus exploring the latent variable space
better. More formally, 6.5 ~ gg(:|01.3, %), where X} is a tuning pa-
rameter, u’ = U(-|0,1) and w’ = w.

¢) We moved the parameters and the random inputs w by a small amount.
More formally, 67.5 ~ gg(:|01.3, %), where ¥, is a tuning parameter,
v’ = wu and w’ = ¢,(-|w, 0yy) with oy, being a tuning parameter.

d) We moved the random inputs w by a small amount and then moved
01. The two moves were correlated. This method changed the la-
tent service times of the accepted model. More formally, 67, w’ ~
Gou(-101, W, 0, bo, 1w, To) With b,y and g, being tuning parame-
ters, 0, = 02, 05 = 03 and u’ = u.

e) We had a move the same as the previous one where 6, moves instead of
61. More formally, 05, w’ ~ qpy,(:|02, W, 0w, boyw, Tgyw) With by, and
0p,w being tuning parameters, 0] = 61, 65 = 03 and v’ = u.

f) We had two additional moves that completely re-sampled the random
inputs u and w as well as moving all three parameters, one by a
small amount and the other by a larger amount. These moves are
essentially the moves used in ABC-MCMC. The proposal distributions
for these moves were the same as those for the ABC-MCMC algorithm
we are comparing the results to. More formally, 67.5 ~ q(-|01:3,Xy,)
with probability 1/2 or 0}.5 ~ q(-|61:3,3,) with probability 1/2 with
Y5 and Xy, being tuning parameters. On both occasions u’, w’ ~
U(-0,1).

After one of these moves has taken place, all three of the parameters were
updated by Gibbs steps.

We used truncated normals, truncated at 0 and 1, to move the random
inputs (g,) and multivariate normals to move the parameters (gp). For the
joint moves involving the random inputs and parameters we first proposed
the random inputs and then conditional on the proposed inputs proposed
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new parameters. For example, conditional on w and 6; we first proposed
w’ from a truncated normal then proposed 6] such that

b91w||w_w,||+91+091w< WD

0 |lw, w’0 :{
1 ! —bg,w||w — w!|| + 01 + 09,wC wp

DO 0|

where ||w—w’|| is the Euclidean distance between w and w’ and ( is sampled
from a standard normal. Algorithm 15 sums up the CG-ABC algorithm used
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Figure 4.7: The trace plot of the coupled version of queuing model.

to sample from the ABC posterior distribution. The initial value for 6.3, u
and w used in the CG-ABC algorithm was found by running the Rejection-
ABC (Algorithm 7) to find one accepted parameter set.

This method shows improved mixing and has high Effective Sample Sizes
for the parameters, especially #; and 03, as shown in Figure 4.7.
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Algorithm 15 At each iteration of the CG-ABC algorithm for the queuing
model, 01.3, u and w are updated as follows.

q~{a),b),c),d),e), f)} {The proposal function is sampled from the meth-
ods a) — f) described in Section 4.4.2 with equal probability. }

0.5, 0w ~ q(-|61.3,u, w) {Note that, dependent on ¢ sampled above,
some of the elements, 6.5, u’, w’ may be equal to 0.3, u,w)}

Y« M(05u',w')

if p(S(y),S(x)) < € then

: 77(9/1:37ul7wl)q(91:37u’w‘911;3711'/7’“]/)
@ <= min (17 7r(91:3,u,’w)q(@izg,u’,w’|91:3,u,w)

Sample u ~ U(+|0, 1)
if u < a then
O1:3, u, w 0.4, u’, w’

end if
end if
01,02 ~ f(:|s) {61 and Oy are sampled from the density described in
equation 4.3.}
w 50
03 ~ f(-|a) {03 is sampled from the density described in equation 4.4.}
u <+ 1 —exp(—03a)

Results

We optimised the proposal distributions for both ABC-MCMC and CG-ABC
and ran each algorithm 200 times and compared the empirical cumulative
distribution functions of the parameters. We inspected the 5%, 25%, 50%,
75% and 95% percentiles of the samples and looked at the standard deviation
of these estimates across the 200 runs. Table 4.1 shows that the CG-ABC
gives a much smaller Monte Carlo error on the estimate of the distribution
than ABC-MCMC. Moreover, it significantly improves the estimates of 6,
and 03. As mentioned earlier, CG-ABC mixes better for §; and 63 and this
is demonstrated in the results. CG-ABC also improves the mixing of the
chain as the ABC-MCMC algorithm has an acceptance rate of around 0.004
whereas the coupled version moves, with the exception of Gibbs steps, at a
rate of around 0.08.

4.4.3 Woodhoopoe model

We simulated data from the Woodhoopoe model with 6; = 0.01, 65 = 0.5
and 03 = 0.2 as suggested by Railsback and Grimm (2012). We simulated
for 25 years, and treated the first 5 years as initialisation; the output con-
sisted of the number of vacant dominant positions and the number of adult
(subordinate or dominant) woodhoopoe in each group, at the end of each
year for the remaining 20 years.
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Percentile | ABC-MCMC | CG-ABC | Ratio
0, | 0.05 0.145 0.060 2.420
0.25 0.112 0.020 5.757
0.5 0.010 0.007 8.881
0.75 0.036 0.003 13.851
0.95 0.005 0.001 8.117
02 | 0.05 0.373 0.379 0.984
0.25 0.243 0.174 1.401
0.5 0.228 0.156 1.596
0.75 0.273 0.168 1.621
0.95 0.411 0.228 1.799
fs | 0.05 0.012 0.002 5.667
0.25 0.010 0.003 3.941
0.5 0.006 0.003 3.553
0.75 0.011 0.003 4.382
0.95 0.007 0.001 8.670

Table 4.1: The standard deviations of selected percentiles of the empirical
cumulative distribution functions from 200 runs of the ABC-MCMC and
CG-ABC with 40,000 points ran for the queuing model. The ratio of the
standard deviation of the ABC-MCMC method and the CG-ABC method

is shown in the final column.

The summary statistics for the ABC were the 0.25, 0.5 and 0.75 quantiles
of the population; the minimum, mean and maximum of the number of
groups with free alpha positions and the 0.25 and 0.75 quantiles as well as
the mode of the group sizes. We also check that younger subordinates leave
their groups more often than older subordinates by looking at the mean
age of subordinates that leave and comparing it with the mean age of those
that do not, as well the qualitative fact that more woodhoopoe leave their
groups earlier in the year than later and rejected if the qualitative facts
did not happen in the simulation. If the model reached its absorbing state
all of the summaries are still defined and, for all values of € used here, the
parameter set would be rejected. When implementing this example we did
not find a single model run where the model reached its absorbing state.

Gibbs steps

As with the queuing model, it is possible to perform Gibbs steps on the cur-
rent accepted Woodhoopoe model. Instead of viewing 6, as the probability
of dying each month, we can simulate when an individual will die due to
natural causes at the beginning of its life. We can simulate the time (in

62



months) until the death of woodhoopoe i, d;, as
d; ~ Geom(-|61).

If we have n woodhoopoe born in the model, then the full conditional dis-
tribution is

£(01/{d;}) = Beta (91|n, S (di - 1)) x 7(61)

where 7(6;) is the prior distribution of 6, U(:|0,0.05). Hence 6; is sam-
pled from a truncated Beta distribution. Once 6, is sampled, the random
inputs that are used to create these parameters are then moved so that the
observations, d;s, remain the same.

Whether or not a subordinate leaves the group in order to attempt to
become a dominant somewhere else is a Bernoulli process with parameter 5.
If we look at the number of subordinates that left their group, I, compared
to the number that didn’t, s, then the full conditional distribution is

f(62]l,s) ~ Beta(0s|l,s) x 7(62)

where 7(62) is the prior on 2 which is Beta(:|1,1). We are just treating the
stay /leave indicators as augmenting the data. We are going to move 60y as
above and the random inputs so that the stay/leave indicators remain the
same.

We can also say that when woodhoopoe ¢ leaves their group, they will
be killed by predation in its p;th outing. We sample

pi ~ Geom(-|63).

If we have n woodhoopoe born in the model, then the full conditional dis-
tribution is

f(Bsl{pi}) ~ Beta (6sln, Y (pi = 1)) x 7(0s)

where 7(f3) is the prior on 63, U(:|0,0.5). Hence 63 is sampled from a
truncated Beta distribution. Once 63 is sampled, the random inputs that
are used to create these parameters are then moved so that the observations,
p;s, remain the same.

Some of d; and p; may become irrelevant if either woodhoopoe i is still
alive at the end of the model run or has died from the other cause. For
example, suppose woodhoopoe j died because p; = 2 and it took 25 months
for this woodhoopoe to leave their group twice, then in order to keep the
same model run the true value of d; is not that important, just that d; > 25.
In this example we ignore this and keep all d;s and p;s the same for all
woodhoopoe that were alive when the model was run.
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Figure 4.8: The accepted regions for each of the parameters in the wood-
hoopoe model. Regions where the points would be accepted are shown in
black.

Inference moves

We are going to run the Markov Chain with mixed rules regarding both
the proposal of parameters and the random inputs. At each stage of the
algorithm we will perform one of several moves:

a) We move the parameters and none of the random inputs. Figure 4.8
shows that the regions that are to be accepted form a mass in the
parameter space so this means that we can explore these regions and
that is what this move does.

b) We move #; and 65 according to Gibbs steps. The random inputs change
so that the model doesn’t change and then 65 is moved according to a
Metropolis step fixing all of the other parameters and random inputs.
This searches the accepted region in 65 conditional on 6; and 63. If the
Metropolis step is accepted all three parameters and the model have
moved but if it isn’t only 6; and 03 will have moved. We do not move
0y according to a Gibbs step as p(62|l) is very narrow and 5 doesn’t
move very much.

c¢) We had a move that completely re-sampled the random inputs, as well
as moving the parameters. This move is essentially the move used in
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ABC-MCMC.

We move a) twice as often as b) and c¢). We sum one iteration of the CG-
ABC up in Algorithm ??. The initial value for 6.3 and u (all of random
inputs) for the CG-ABC algorithm was found by running the Rejection-ABC
(Algorithm 7) to find one accepted parameter set.

Algorithm 16 At each iteration of the CG-ABC algorithm for the wood-
hoopoe model, 6.3 and u, where u is all of the random inputs, are updated
as follows.
v ~ Mult(3,(1/2,1/4,1/4)") {a = 1 with probability 1/2, o = 2,with
probability 1/4 and a = 3 with probability 1/4.}
if v =1 then
93:3 ~ N(:|01:3,%4)
u =u
else
if v =2 then
01~ f(6:1[{di})
03 ~ f(61l{pi})
u = f(01,0s,{d;},{pi}) {Update u so that {d;}, and {p;} remain the
same. }

05 ~ N(-[02,07)

0] =61
eg = 05
u' =u
else
0/1:3 ~ N(«\leg, EC)
end if
end if

Yy M(0).5, ¢, w')
if p(S(y),S(x)) < € then
7r(9'1:37u’))

» m(61:3,u)
Sample u ~ U(+|0, 1)
if u < a then

01.3,u 9/1:3, u’
end if

end if

o < min (1

Results

We found that the CG-ABC (Figure 4.9) improved the mixing of the Markov
chain compared to ABC-MCMC (Figure 4.10).
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Figure 4.9: The trace plot of the CG-ABC version of the Woodhoopoe
model.

Although these facts show that there is an improvement in the mixing
and results are much smoother, they do not show that the method reduces
the Monte Carlo error. In order to compare Monte Carlo error, we examined
the standard deviations of the quantiles of the estimations of 67, 65 and 63.
Table 4.2 shows that in most cases CG-ABC shows an improvement over
ABC-MCMC for estimates of the three parameters.

4.5 Discussion

In this chapter we have proposed a method of exploring the random in-
puts and the parameters in order to improve the mixing of Monte Carlo
algorithms for complex stochastic models. We have shown empirically that
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Figure 4.10: The trace plot of the ABC-MCMC version of the Woodhoopoe
model.

by controlling the random inputs, we can improve the mixing of the ABC-
MCMC algorithm with the greatest improvements being in the tails of the
distribution, which is one of the major criticisms of that algorithm (Sisson
et al, 2007; Lee et al, 2011). Like ABC-MCMC, CG-ABC takes advantage of
the pseudo-marginal MCMC (Andrieu and Roberts, 2009) but the proposal
method is changed in a much more strategic way. This does not effect the
validity of the likelihood estimate though.

One criticism of CG-ABC could be that the dimension of the state space
for the MCMC is increased, and that we may fail to explore the random input
space completely, unlike the conventional case where new random inputs are
generated for every run. Note that this cannot simply be checked by looking
at the marginal posterior distributions of the random inputs, since it is not
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Percentile | ABC-MCMC | CG-ABC Ratio
6, | 0.05 1.18 x 107% [ 6.13 x 107° | 1.931
0.25 2.70 x 107* | 1.66 x 10~* | 1.630
0.5 4.90 x 107* | 3.63 x 107* | 1.351
0.75 6.21 x 107* | 5.76 x 107* | 1.078
0.95 021 x 107* ] 9.13 x 107* | 1.008
6, | 0.05 219 x 1072 | 1.76 x 1072 | 1.246
0.25 2.19x 1072 | 1.80 x 1072 | 1.218
0.5 2.34 x 1072 1.79 x 1072 | 1.304
0.75 2.00 x 1072 | 1.49 x 1072 | 1.341
0.95 09.51 x 1072 | 5.23 x 1073 | 1.816
65 | 0.05 1.35 x 1072 | 1.55 x 1072 | 0.873
0.25 1.11x 1072 | 1.14 x 1072 | 0.968
0.5 1.08 x 1072 | 9.43 x 1073 | 1.142
0.75 9.89 x 1072 | 7.43 x 1073 | 1.329
0.95 519 x 1073 | 2.70 x 1073 | 1.918

Table 4.2: The standard deviation of the empirical cumulative distribution
function for 200 runs of the ABC-MCMC and CG-ABC and the ratio of the
two standard deviations.

generally the case that these are uniform on [0, 1]d. For example, in the
woodhoopoe model, in order for a model run to be accepted, some of the
random inputs have to be larger than others so the posterior of the random
inputs is certainly not uniformly distributed. In order to try to explore
this, we looked at the effective sample size. We found that the effective
sample size of the random inputs was considerably higher for CG-ABC than
ABC-MCMC so this suggests that we are exploring the random input space.
Furthermore if we were not exploring the random inputs space, the Monte
Carlo error of the estimates in the two examples would be higher. Given
this information we are convinced that we are exploring the random input
space as well as the ABC-MCMC algorithm does.

An important part of this algorithm is the Gibbs steps. When performing
Gibbs steps, the accepted version of the model remains the same and only
the parameters change. This means that these moves can be done with
standard ABC-MCMC. If the chain is stuck in a region, the Gibbs steps
make the chain move and could cause a chance of getting out of that region
and the model moving. We found that the addition of Gibbs steps improved
the ABC-MCMC but not as much as CG-ABC did.

If we use Gibbs steps with the coupling we can update the latent variables
in blocks whilst still updating all of the parameters, like in move b) in the
woodhoopoe example. One of the advantages of coupling is that we can make
Gibbs moves in some directions and Metropolis moves in other directions.
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This would be the same as moving a subset of latent variables z like in the
example in Section 4.3.1. In order to do this the parameters are moved
according to Gibbs steps and the random inputs are changed so that if the
model was run, the latent variable generated by the parameter remains the
same even though the parameters are different.

Moving in one direction in parameter space allows a more controlled
move and therefore allows a larger move. This can be wasteful in ABC-
MCMC as every move requires one run of the model. However with the
coupled Gibbs steps all of the parameters can be moved in one step at the
expense of one model run and with the same chance of being accepted as
moving in one direction. This is allowed only because of the coupling keeping
the accepted model the same. Therefore it would be interesting to see how
well CG-ABC works in higher dimensions.

CG-ABC allows us to control the latent variables much more easily by
only changing a handful of them at a time and often we can change the
parameter and the random inputs together in order to increase the chances
of moving to an accepted set of latent variables as shown in the queuing
example in Section 4.4.2. This allows us to use CG-ABC in order to move
around when the tolerance ¢ is lower.

One problem when € is lower or when the prior space is large is finding
the posterior region in the first place. Using standard MCMC, when the
likelihood is known, the chain will move towards the region where there is
non-negligible posterior density, however in ABC-MCMC the likelihood is
either one or zero and it is the region where the likelihood is one that we
are looking for so either the Markov Chain starts in the target region or it
will move around as a random walk looking until it finds the region. The
problems with these is that they are both very inefficient. The random walk
may never find the target region (Lee and Latuszyriski, 2014) and finding
the region using other methods, eg. SMC-ABC or rejection-ABC could be
very inefficient. One feature that could be exploited is that the model is de-
terministic conditional on the random inputs. This means that optimisation
methods could be used in order to find a point to start the chain. Instead of
finding the minimal difference between the simulated output and the data
we just need to run the optimisation algorithm until we find a set of inputs
that generate output that is within e of the data. This point could then be
used as a starting point for CG-ABC.

CG-ABC is not just limited to use with ABC-MCMC. Regression-Based
Conditional Density Estimation (Beaumont, 2010) (Section 3.3.1) could be
performed after ABC-MCMC. This can only be done by marginalising over
the random inputs and then performing weighted regression on the param-
eters.

There are a number of variations of the ABC-MCMC algorithm that
have been described in Section 3.3.3 and not mentioned in this chapter. The
coupling and the ABC-Gibbs steps can be applied to the method devised by
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Wegmann et al (2009) and it would be interesting how much this improves
the mixing of this algorithm. Both the Gibbs sampler and the coupled
version will transfer directly to the GIMH-ABC algorithm of Lee et al (2012).
However we believe that coupling this algorithm will not have a great effect
on its efficiency because there are a lot of random inputs and controlling
them may take a lot of computational effort and due to the large number
of accepted models, the Gibbs step will make smaller moves. However it
is difficult to see how a coupled version of the one-hit MCMC-ABC would
work.

70



Chapter 5

Parameter uncertainty of a
dynamic North Sea size
spectrum model

5.1 Size-spectrum models

There are a number of ways of modelling a marine ecosystem and how species
react to one another through predator-prey relationships (Polovina, 1984;
Walters et al, 1997; Pauly et al, 2000). These models set a fixed trophic level
(position in a food chain) throughout an individual’s life. Although it would
seem natural to build a model in this way, marine ecosystems often violate
this assumption (Werner and Gilliam, 1984; Hartvig et al, 2011) because an
individual moves up trophic levels as it grows and thus eats different things
throughout its life (Pimm and Rice, 1987).

An alternative is to model the ecosystem by examining the size of indi-
viduals which is a much more appealing method as size is a very important
driver of food web interactions and the abundance of organisms scale with
body size (Andersen and Beyer, 2006; White et al, 2007). Empirical evi-
dence has shown that the distribution of abundance for all species N(w)
follow a power law,

N(w) = aw®
where w is the body size (White et al, 2007; Reuman et al, 2008) and is
known as the size spectra (Sheldon and Parsons, 1966; Andersen and Beyer,
2006). In marine ecosystems there is a negative relation between the size of
individuals and their abundance at that size which is linear on the log-log
scale as shown in Figure 5.1. Damuth (1981) says that b = —0.75 which
has become known as Damuth’s rule (White et al, 2007) for the community
size structure. Andersen and Beyer (2006) found that this is more like -0.5
for individual species. This approach has been used to show that the size
spectrum becomes steeper following exploitation from fishing (Petchey and
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Figure 5.1: The size spectrum

Belgrano, 2010; Rice and Gislason, 1996; Jennings and Blanchard, 2004) as
well as to calculate the number of monsters in Loch Ness (Sheldon and Kerr,
1972).

Benoit and Rochet (2004) developed a size-based model that examined
the community as a whole based on the idea that “big things eat little
things”. This meant that the whole ecosystem was modelled as one species
and a background resource and an individual could be identified by its weight
w. This model was further developed to include different species by hav-
ing a number of traits with different asymptotic sizes, W; (Andersen and
Beyer, 2006; Andersen and Pedersen, 2009; Hall et al, 2006; Rossberg et al,
2013; Pope et al, 2006) and to model different species with species-specific
parameters (Hartvig et al, 2011; Blanchard et al, 2014).

Blanchard et al (2014) applied a trait-based model to the North Sea and
set all of the other species-specific parameters as well as the asymptotic size
according to values found in the literature from other studies to determine
whether meeting management targets for exploited North Sea populations
would be sufficient to meet proposed Marine Strategy Framework Directive
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targets for biodiversity and food web functioning (including the “Large fish
indicator”). The model explicitly modelled 12 species as well as a general
background resource with parameter values determined from other litera-
ture. The maximum recruitment parameters, Ry, and the background re-
source, k, were unknown and so the model was then ‘calibrated’ to spawning
stock biomass (SSB) and landings data by minimising the sum of squares,
obtaining a point estimate for Ry to time averaged data. However Blan-
chard et al (2014) said that the results are sensitive to the Ry values. This
suggests that rather than a point estimate, formal parameter uncertainty
would be required as there could be some parameter uncertainty that has
been overlooked in the solution.

There are three main types of uncertainty: parameter uncertainty, struc-
tural or model uncertainty and data uncertainty. Parameter uncertainty is
uncertainty that is caused by uncertainty in parameters. This can be re-
duced by increasing the amount of data we fit the parameters to: Structural
uncertainty is uncertainty in the model itself. This could be because of
simplifications, stochastic elements, uncertain processes or even numerical
approximations and data uncertainty is the uncertainty in the data. This
can be transferred to the parameters but can also be shown in the model
output. This could have been caused by sampling biases or errors in data
collection (Harwood and Stokes, 2003).

Although parameter uncertainty is important it has hardly been con-
sidered on size structured models. Thorpe et al (2015) estimated the pa-
rameters of a length-based multi species model by performing an algorithm
similar to Approximate Bayesian Computation (Beaumont, 2010; Tavaré
et al, 1997) (Section 3.3) which resulted in the parameter values having a
distribution rather than a point estimate. This shows all plausible parameter
values and their probabilities that could have generated the data.

In order to use these methods to predict future events, such as how
management strategies affect the population (Blanchard et al, 2014), the
parameter, model and data uncertainty need to be quantified as when ad-
vising policy makers and environmental managers it is important to report
uncertainty (Harwood and Stokes, 2003).

There are many challenges with fitting a size spectrum model in a Bayesian
way. As the models are written as a series of algorithms and ecological rules,
the model output at a particular parameter set is uncertain unless the model
is run at these parameters meaning that getting posterior distributions in
closed form is not possible. The model is actually quite slow to run, taking
up to a minute at times, and this means exploring the parameter space is
difficult which is often the reason why uncertainty has been overlooked. Ad-
ditionally some parameter combinations result in a cyclic steady state (Law
et al, 2009) which means that when in the cycle you take outputs has an
effect on the reported output of the model.

We have parameterised the multi species size spectrum model and per-

73



formed a Bayesian parameter estimate in this Chapter by first exploring
the parameter space to find regions that fit the model reasonably well and
then from these regions explored the posterior distribution using a common
algorithm from the Bayesian literature, MCMC (Section 3.2).

In Section 5.2, we describe what we are trying to estimate and description
the model. In Section 5.3 we describe how we performed the inference. We
will show the results of the inference in Sections 5.4 and 5.5 and discuss the
findings in Section 5.6.

5.2 Model
i | Species | SSB Landings
1 | Sprat N/A 1967-2010
2 | Sandeel | 1983-2011 | 1983-2010
3 | N. Pout | 1983-2011 | 1983-2010
4 | Herring | 1960-2011 | 1967-2010
5 | Dab N/A 1967-2010
6 | Whiting | 1990-2011 | 1990-2010
7 | Sole 1957-2011 | 1967-2010
8 | Gurnard | N/A 1967-2010
9 | Plaice 1957-2011 | 1967-2010
10 | Haddock | 1963-2011 | 1967-2010
11 | Cod 1963-2011 | 1967-2010
12 | Saithe 1967-2011 | 1967-2010
Table 5.1: Species data sets.

Blanchard et al (2014) developed a multi species size spectrum model.
The model is based on the equations of Hartvig et al (2011) and Andersen
and Pedersen (2009) but with explicit representation of species specific traits
for the species shown in Table 5.1 and not just its asymptotic size as in trait
based models (Scott et al, 2014).

The sized-based model is used to calculate the size- and trait-spectrum
N;(w) which is the density of individuals such that N;(w)dw is the number
of individuals of species i in the size interval [w,w + dw].

The model works on the assumptions that an individual can be char-
acterised by its weight and species number only which implies that the
preference of food is determined by its weight combined with its species
preference.

The model is a system of partial differential equations (PDE) and so is
solved simultaneously for all of the species. The model is based on a prey
selection principle where “big individuals eat smaller individuals” (Hartvig
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et al, 2011). In order to run the model a number of processes occur and are
described here.

The process of growth and mortality to the size spectrum of each trait
group is achieved by the McKendrik-von Foerster conservation equation

ON;(w) n 0 (gi(w)N;(w))
ot ow

= —pi(w) Ny (w), (5.1)

where g;(w) is the individual growth and p is the mortality. Both growth
and mortality are determined by the availability of food from other species
plus the background resource, Nr(w), and predation by the other species,
as explained below.

Equation 5.1 is supplemented by a boundary condition at wg, the weight
of an egg, so that the increase of the number of individuals, g;(wg)N;(wo) is
determined by

gi(wo)Ni(wo) = R;

where R; is the reproduction of the offspring by mature individuals in pop-
ulation ¢ (Andersen and Zhang, 2011). Each species has its own preference
in terms of the weights of prey that it will consume, expressed in terms of
the ratio of weights between predator and prey, w and w,, respectively. This
is calculated by an unnormalised log-normal distribution

oo(w/B:;w 2
bi(wp/w) = exp —(lg(Q/f;p))

Predator-prey encounter

The predator prey encounter is based on the Anderson-Ursin encounter
model (Andersen and Ursin, 1977; Andersen and Beyer, 2006). The amount
of food potentially encountered is calculated and actual food encountered is
calculated from this.

The food available for a predator of species ¢ of weight w is

Eoi(w) = / Na(wp) + 305N, (wy) | diwp/wywdw, — (5.2)
j=1

where 6;; is the preference of species ¢ for species j and s is the number
of species in the model. However the food encountered is dependent on the
search rate v, w9, where q is positive so that larger individuals search a larger
region (Ware, 1978; Hartvig et al, 2011), and is determined by

Eei =vwlE,;.
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Consumption

An individual doesn’t consume all of the food it encounters. The consump-
tion process determines the feeding level with a number between 0 (no food)
and 1 (fully fed)(Scott et al, 2014).

The feeding level,
Ee.i

O = Bt
is a number between 0, where the individual gets no food, and 1, where the
individual is fully satiated. h is the maximum food intake and n is the ex-
ponent for the maximum food intake (Kitchell and Stewart, 1977; Andersen

and Ursin, 1977) which corresponds to a type II functional response (Scott
et al, 2014; Hartvig et al, 2011).

Somatic Growth

Some of the energy gained from consumption is used for standard metabolism
and activity and the rest is divided between growth and reproduction. When
an individual is below the weight of maturity it will use all of its energy on
growth whereas when an individual is close to its asymptotic weight, most
of the energy will be used for reproduction.

If the intake of food is less than that required for the standard metabolism
and activity, then the body size does not shrink. The individual would ex-
perience starvation mortality (Hartvig et al, 2011). This is described in the
submodel “Mortality”.

The energy available for growth and reproduction gained from consump-
tion is

Ei(w) = afi(w)hw" — ks ;wP.
« is the efficiency parameter, ks ; is the energy required for standard metabolism
and activity and p is the exponent of standard metabolism. The energy used

()]

where w,,; is the weight at maturation and W; is the asymptotic size of
species ¢. This means that when an individual is small it spends more
energy growing and less when it is larger with u being the transition width
(Hartvig et al, 2011). The somatic growth is

gi(w) = Ei(w)(1 — ¢i(w)).

for reproduction is

Yi(w) =
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Reproduction

Females produce eggs dependent on their efficiency of reproduction and en-
ergy allocated to reproduction in the Growth submodel.
The total production of eggs is

/ N () B (w) s (w)

where wy is the egg weight, € is the efficiency of reproduction and the 1/2
takes into account that only females reproduce (Hartvig et al, 2011; Scott
et al, 2014).

€
Ry =—
P 2wq

Recruitment

The recruitment is density dependent and also depends on the maximum re-
cruitment for each species, Ry ;. This determines how many new individuals
are put into the system.

The recruitment is defined by

R .
R, = R, iip.z .
0 R, + Ro;

Mortality

There are four types of mortality. There is predation mortality, where indi-
viduals are predated by other species, starvation mortality, the mortality of
individuals that didn’t consume enough energy for standard metabolism and
activity, background mortality and fishing mortality, mortality is caused by
human beings removing fish from the system. The background mortality is
needed so that the largest individuals in the community experience mortal-
ity as they are not predated upon by any individuals from the community
spectrum.
Mortality, u;(w), is the sum of the four types of mortality

pri(w) = pipi(w) + ps.i(w) + ppi(w) + ppi(w).
The predation mortality is defined as

pp.i(wp) = Z/(ﬁj(wp/U))(l — Ji(w))yjw?6; Nj(w)dw
j=1

which is the sum over all of the species that have preyed on species 7. This
follows from the predation in equation 5.2. If E;(w) < 0 then an individual
doesn’t receive enough energy to perform standard metabolism and activity
and therefore has a starvation mortality, us;(w), such that

{0 if E;(w) >0
ps.i(w) = —Ei(w) otherwise

xXw
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where x is the fraction of energy reserves (Hartvig et al, 2011). The back-
ground mortality is

pip.i(w) = poW 1.

The fourth mortality is through fishing. The catch or yield for species i, Yj,
is dependent on the stock abundance or biomass by

Y; = fi/Qi<w)Ni(w)dw

where f; is the fishing effort or intensity and ¢;(w) is the catchability coef-
ficient for species ¢. This is used to estimate the fishing mortality

pri(w) = qi(w) fi.

Resource dynamics

The smallest of individuals eat a background resource, as seen in equation
5.2. This resource is described using semi-chemostatic growth, meaning that
it gets replenished semi automatically. This is

aNR(w7 t)

Lt — ! [Hw_’\—NR(w,t) — 1p(w)NR(w, 1),

where rowP~! is the population regeneration rate (Fenchel, 1974; Savage
et al, 2004) and the carrying capacity is

Hw72fq+n'

5.2.1 Model applied to the North Sea

Blanchard et al (2014) fitted the model described above to the North Sea
by fixing the parameters from other studies and sources. They were un-
able to get values for Ry, the maximum carrying capacity for each species,
and k, the background food resource’s carrying capacity, so they ran an
optimisation algorithm that estimated these parameters.

The authors varied the fishing effort within the model from data from
single species stock assessments (www.isec.dk). However, the Ry; values
were fitted to time averaged fishing efforts from 1985-1995, B;, and then
the dynamics of the system were added to forecast future effects of different
fishing scenarios. In addition to this, uncertainty was added by making the
recruitment stage stochastic.

In what follows we are going to fit Ry; and x to the model with the dy-
namics on using a Bayesian framework in order to examine the uncertainty
from uncertainty in parameters and the data rather than adding stochastic-
ity to the model.
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5.2.2 Errors

We are going to fit the model to SSB and landings data, Y, from stock
assessments (www.ises.dk) for the years shown in table 5.1. If the landings
were simulated from the model, M (u), where the unknown parameters are
defined g and the other inputs are implicit in M (-), then it is usual to say

Y = M(p) +8(p) + 22,

where 6(p) is the model discrepancy and € are independent errors with
mean 0 and variance 1 (Kennedy and O’Hagan, 2001). For this model we
will assume that

logY =log M(p) + Se

where X’s off diagonal elements are 0 and the diagonal elements are 0'22

(i = 1...9 for SSB and ¢ = 1...12 for landings) and € is a vector of
standard normals like in Nielsen and Berg (2014).

5.2.3 Numerical solution of the PDE

The model is a solution of partial differential equations (PDEs) which is
intractable so we will have to estimate it by discretising the time points and
size (Hartvig et al, 2011). Essentially the year is divided into §t amounts
and the PDEs are estimated at these parts. Initially we experimented with
dt = 1, the same value used by Blanchard et al (2014), i.e. the PDEs
were estimated every year, and we found that the likelihood surface was
very unstable and that often made a large difference to the results. As dt
decreases the numerical estimation becomes more accurate. Changing ét we
found that the estimate stabilised at around 0t = %. However as we decrease
dt, the model takes longer to run so we have the classic problem of efficiency
verses accuracy. Table 5.2 shows what happens as we vary 0t. It shows how
as o0t decreases the likelihood becomes more stable but the amount of time
in order to calculate the likelihood increases.

5t=1 St=35] ot=3 St=+| ot=4¢
—2x 107 [ 12| -760 [ 22 | -742 | 23 | -742 | 33 | -742 | 41 | -742 [ 49
—8x 10% | 11 | -748 | 22 | -734 | 23 | -736 | 32 | -738 | 40 | -739 | 49
—2 % 10° | 16 | -1063 | 24 | -753 | 34 | -740 | 48 | -741 | 59 | -741 | 73
—3x 10° | 15 | -738 | 24 | -735 | 24 | -735 [ 32 | -736 | 41 | -736 | 48

Table 5.2: The log likelihood and time running, in seconds, for four different
parameter sets close to the point found by (Blanchard et al, 2014) and
different values of dt. We found similar results across the whole of the prior
space.
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5.2.4 Burn-in

The model requires a burn-in period, where the fishing effort is fixed, so that
the model reaches a steady state before the fishing effort is varied and output
is collected. It is also not obvious what the fishing effort should be whilst
the model in burning in so we have added the burn-in fishing mortality as
an additional parameter to estimate for each of the 12 species, [5,]}31

Sometimes the steady state of the model results in the dynamics being
constant, as in Figure 5.2a, however sometimes the dynamics in the steady
state have some cyclic behaviour in the burn-in period of the model, as in
Figure 5.2b.

Looking at Figure 5.2c, where we have runs of the model with the same
parameters that generate a cyclic steady state but started the model dy-
namics at different points in the cycle, we can see that the biomass of sprat
changes. This means that where in the cycle the run is very important.
This is further shown in Figure 5.2d. It shows that as we start the model in
different phases the log-likelihood changes by as much as 4.

If we let N;(w) be N;(w) at time ¢ when

8Nz(w)

=0 (5.3)

then the phase of the system is
inf{|t —#'| : N;(w)y = N;j(w)pVi, t #t'}.

We will treat the phase that we begin the model in as an additional param-
eter w. w will take a value between 0 and 1 with 0 being at the beginning
of the of the phase, ¢ such that equation 5.3 is satisfied for all i. Note that
if w =0 or w =1, the model will begin at the same point, the beginning of
the cycle. Furthermore, when we have more than one element in the set

{t . Nl(w)t = AZVZ}

for any A, then the model run has reached its steady state.

5.2.5 Fishing mortality

The model enables the fishing effort to be varied over time. The fishing
effort is the amount of effort put into fishing and can be measured by the
number of boats, man hours fishing or nets put in the water and the catch
ability coefficient is the effectiveness of the gear used (Jul-Larsen et al, 2003).
Blanchard et al (2014) estimated the fishing effort using stock assessments
(www.ices.dk) for the 12 species from 1967 to 2010. According to these
inputs, the fishing effort for Norway Pout in 2005 is 0. This is inconsistent
with the landings data as we have landings data for Norway Pout in this
year. In order to try and estimate this we have added the fishing effort of
Norway Pout in 2005 as another parameter, p.
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Figure 5.2: Images a, b and ¢ show the total biomass for sprat whilst running
the model. The time varying inputs start in 1967. In a, the parameters
create a steady state that is constant whereas the parameters used to in b
generate a steady state that has some cyclic behaviour. In ¢, the model is
run with the same parameters as in b, but is started at two different values
of w. In a, all of the species have a constant steady state whereas in b all of
the species have cycles of the same length. d shows how the log likelihood
varies with w.
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5.3 Methods

We are going to use an MCMC algorithm to explore the posterior distri-
bution (Section 3.2). The model is very sensitive to small changes in the
parameters and the output is high dimensional so we were unable to build
an emulator (Oakley and O’Hagan, 2004) (Section 3.4.3). We can however
run the model in order to find the value of the likelihood at a given point in
parameter space. This takes, with §t = %, about one minute per parameter
evaluation so we need a way of speeding this up by taking advantage of par-
allel computing. The posterior distribution is also multimodal which means
that we are going to use parallel tempering to explore the posterior distri-
bution. Furthermore, we are going to couple the version of Cui et al (2011)
with parallel tempering and use the doubly parallel tempering algorithm to
explore the posterior (Section 3.2.3).

5.3.1 Priors

For the inputs Ry ;, we specify priors in terms of ¢; = log Ry ; taking ; ~
U(-|evi, B:i), where a; < f3;. So the prior density for Ry is

exp(r) if exp(ay) <7 < exp(5;)

TR (r) = { dimi

0 otherwise

for i =1...12. Similarly we specify the prior x in terms of by = log s taking
bo ~ U(+|7, (), where v < (. So the prior density for & is

exp(k) :
() = = if exp("y) < k <exp(C)
0 otherwise.

For this inference
a=v=0

and
Bi=¢=150
fori=1...12.

The additional latent parameters, [@]gl are used to make sure that
the model is in the correct state when the model is run. The parameters
represent the fishing effort over the period before the model is run. Although
they are nuisance parameters, it does not make sense for them to be negative.
We decided on

& B; ~ Half normal ( |0, (1.824)2)

where B; is the mean fishing effort between 1985 and 1995 for species 1.
This ensures that this value is positive as if it was negative it would not
have an interpretation in the model. This value was agreed upon after
communications with Julia Blanchard.
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We assumed that the yield for Norway Pout was just down to rounding
error so we put quite an informative prior on p such that

1
~ E )
P mp( 0.23>’

the mean value 0.23 being agreed upon after personal communication with
Julia Blanchard. The phase parameter w does not have a real life represen-
tation and is just a nuisance parameter so we gave it a flat prior

w~U(-|0,1).

The variance parameters will all have inverse-gamma prior distributions with
parameters and will be defined

02 ~ Inv — Gamma(-|0.0001, 0.0001)

for ¢ = 1,...,21. This is a fairly uninformative prior as we do not have
much prior knowledge of the errors.

5.3.2 Exploration

The output from the 27 dimensional input space is not smooth and full of
peaks and troughs that an MCMC chain will get stuck in. So in order to find
a region with non-negligible posterior mass and to keep the computations as
efficient as possible we initially performed a Latin hypercube sample (McKay
et al, 1979) with 0t = % We also decided that the phase in which the model
started in was not that important for determining where in the parameter
space had non-negligible mass as it doesn’t effect the likelihood that much
(Figure 5.2d) so we fixed w = 0 whilst exploring the space.

Latin hypercube sampling (LHS) (McKay et al, 1979; Rose, 1989) is a
method that assembles random values of the parameters that represent the
true variability of the system. It allows samples to be drawn from different
areas of the parameter space (Cunningham, 2007). Each parameter’s prior
probability density function is divided into M equally probable regions. In
each round R regions are selected with equal probability from the M regions
without replacement and then a point is sampled from each selected region
using the probability distribution within that region. The model is then run
using that point.

In the first round we used LHS to sample 50,000 parameter sets and
evaluated the model at each of the parameter sets, setting all of the o2’s
to 1, which is effectively using the mean squared error as a measure of how
good a parameter set was.

We then performed a second round of LHS around each of the ten best
points found in round 1. For each of top-ten point (p,..., ue) (the 27th
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parameter being w), we applied LHS on the Cartesian product, j = 1,. .., 26,
of the parameter intervals

<F]‘1 (max {Fj(u;) — €,0}), F; ' (min {Fj(17) + e, 1})>

where F)j(-) is the prior cumulative distribution function of parameter j, and
we take € = 0.025.

From the best 49 points from the second round, plus the point represent-
ing the parameters that Blanchard et al (2014) found, we optimised using
a Nelder-Mead algorithm (Nelder and Mead, 1965), capping the number of
model runs in order to keep the computational effort down.

5.3.3 Implementation of MCMC

We ran an MCMC algorithm starting from each of the 50 points found
1

from the optimisation step with 6t = 7 and found that, although only 3
of them found regions that had non-negligible posterior mass, these chains
were exploring disjoint regions and a standard MCMC chain would find
it difficult to move between these regions. We used a parallel tempering
algorithm that allowed us to move between the regions and explore the
posterior distribution. We set it up so that we had 5 temperatures with
71 = 1 and 75 = 0.01 so that we did not move too far away from the non-

negligible mass. Each temperature had a stationary distribution

1
aﬂ-(“a Uzﬂ(“» 0-2|m)7—i

where C; is the normalising constant for temperature ¢ and p is the set of
¢a bo, 57 p,W.

We used doubly parallel tempering, described in Section 3.2.3, in order
to explore the posterior distribution. This enabled us to explore the space
quite well whilst taking advantage of parallel computing. In order to improve
the mixing of the algorithm, when proposing an exchange we performed a
Gibbs step assuming the swap would be accepted, so that ¢? would move
to 02/, and then accepted or rejected the swap and the Gibbs step in one.
This meant that the acceptance probability of a swap was

min |1 W(x“'ij U?/)Tiw(w‘p’iv 07,2/)ij<17.7)1)(0—12|“17 €T, Tl)p(JJQ’/J’m €T, Tj)
L (|, o) i (@l g, 02) i p(G,i)p(o? i, w, Ti)p(0? |y, @, 7)

The MCMC algorithm is summed up in Algorithm 17.
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Algorithm 17 One iteration of the doubly parallel tempering algorithm
used to sample from the posterior distribution.

1:

. 5
Given current values [uk]zzl, [O’%] temperatures [Tk]zzl, exchange

k=1’
rates [sk]izl and the acceptance rates, ap, over the last n Metropolis
Hastings updates.
if 37, s, < 20 then

Pk < Ska}
else

for k=1...M do

X1 Sper sk > 1)

P+
1
I(sp >1)+ \‘<X1 X ;‘”“%—oz)J
Yt

{a is adjusted so that 22:1 P, =20.}

8: end for

9: end if

10: for k=1...5do

11:  Generate Py candidate points p.p ~ qi(|pk)

12:  Generate P, — 1 candidate points U%:Pkil ~ p(-|pj, z, 1)

13 o} « o}

14: 50

15: t+—1

16: while j < P, do

17: j—i+1

s o o min <1’ w<w|u;a?2’71>mq<ukm;> )

m(@e,0F_ 1) TR q(pf k)

19: Sample u ~ U(0, 1)

20: if u < o then

21: B < 1

22: ] Py

23: else

24: t+—t+1

25: end if

26: end while

27: 0']2- ~ p(-|pj, x, k)

28:  Update aj so that it is the proportion of the last n proposed Metropolis
Hastings moves accepted moves for chain k.

29: S < S —t

30: end for
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31: while 32 | I, > 1 do

32: 4,7 ~ h(-,-) {Sample i and j from the distribution A(i,j) where s; =
S5 = O}

33 0p ~p(|pi @, 7))

34: 0']2 Np('“l,j,:IZ,Ti)

35:

ﬂ(w]/,l,j7 g?’)Tiﬁ(m‘ui7 UZZ’)ij(@', j)p(aﬂui, x, Ti)p(ajz “Lj, x, Tj))

g <_ min 17 . . . . / /
( (x| pi, o )im (@ g, 0F)p(5, )plof i, 2, 75)p(0F |y, T, 75)

36:  Sample u ~ U(-|0,1)
37 if u < g then

38: ¢ pi
s e pd
40: ARG
. 2 2!
41: 07 + o
42: 02+ o?
J . J
43: end if

44: end while

5.4 Results

We found that the posterior was divided into three different modes with only
the best three points from the optimisation round leading to regions where
there was non-negligible posterior density. This suggests that the parallel
tempering algorithm worked quite well. We had an acceptance rate of 0.05
for the temperature with ¢; = 1 and we found that it mixed quite well.
We also had desired acceptances for other temperatures that also mixed
well. The algorithm took a week on 20 cores to run 42,000 iterations. We
discarded the first 10,000 iterations as burn-in.

5.4.1 Violin plots

The figures that follow show the sampled posterior distributions plotted
using violin plots (Hintze and Nelson, 1998). A violin plot a is a mix between
a density plot and a box plot. If we have a sample wy.,, from the distribution
f(), then

; €2

fwy =
where Q = {w : |w — u| < h/2} and h is known as the interval width is an
estimate of the density of f(-). f(-) is then used as the width of the violin
in the plot.
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5.4.2 Recruitment parameters

The marginal posterior densities were multi-modal are shown in Figure 5.3.
There does not seem to be a relationship between Ry and size as suggested
by Andersen and Pedersen (2009) and Andersen and Beyer (2013).

5.4.3 Burn in parameters

Some of the posterior distributions of the burn in parameters are not too
dissimilar to their respective prior distributions, suggesting that the fishing
effort in the burn in period is not that important to the model output.
However some posterior distributions are very different, namely those of
Sandeel and of Norway Pout.

5.4.4 Variance parameters

We found that the SSB estimates from the model for Sandeel and Whiting
were poor as they had reasonably high o2 values. Whereas the SSB for the
others was reasonably good which is shown in Figure 5.4. The landings o
values for Sprat, Norway pout, Gurnard and Haddock are also quite high.
The variance parameters and their uncertainties for the landings are shown
in Figure 5.5.

5.4.5 Norway pout fishing in 2005 and Phase parameter

We found that the fishing effort for Norway pout in 2005 is very much multi-
modal as shown in Figure 5.6. It shows that three distinct regions of poste-
rior density. The parameter, w, does not feature in the posterior distribution
as the model runs with parameters sampled from the posterior distribution
do not have any cyclic behaviour in their stationary distributions hence the
posterior distribution of w is its prior distribution.

5.4.6 Residuals

We re-ran the model for 2,500 parameter sets sampled from the posterior
distribution and examined their standardised residuals. We found that for
all of the outputs as a whole, the residuals are roughly Gaussian. Which
suggests that the model is able to recreate the average of the system.
Figure 5.7 shows the range of residuals of each of the 9 SSB outputs with
the point representing the mean. If the model was a good estimate of the
data there would be no visible patterns in the ranges. However there does
seem to be a trend in the results. This trend continues in Figure 5.8 for
the residuals of the landings. It is interesting to see that in both outputs
the dynamic trends in residuals are similar. This suggests that treating SSB
and landings as independent is not the right thing to do, as this means that
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Figure 5.3: The posterior distribution of .12 and byg.
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Figure 5.4: The variance parameters for the SSB output.
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Figure 5.5: The variance parameters for the landings output.
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Figure 5.6: The marginal posterior distribution for p
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we are underestimating the uncertainty in the parameters. We decided not
to fit to the SSB data set and to just fit to the landings data set.

5.5 Analysis with landings only

We assumed that the best points at the end of the optimisation round were
the similar with and without SSB as one implied the other so we returned
to these points. We ran MCMC chains from these points and found that
only one point had non-negligible posterior density.

We also returned to the end of the second round and re-ran the optimi-
sation algorithm using only the sum of squared errors for the landings as a
measure of how good a parameter set was. This resulted in finding 50 new
points. We ran MCMC chains from these points and found that only three
points lead to regions where there was non-negligible posterior density.

We ran doubly parallel tempering as before with these 4 points plus the
5th best point from the previous round being starting points two of which
seemed to be in the same mode of the posterior. We had an acceptance
rate of 0.1 for the target temperature and we found that it mixed quite well.
We also had desired acceptances for other temperatures that also mixed
well. The algorithm took a week on 20 cores to run 60,000 iterations. We
discarded the first 10,000 as burn in.

5.5.1 Recruitment parameters

We found that the marginal posteriors for the recruitment parameters are
unimodal; summaries are shown in Figure 5.9. Once again, the ranked
maximum recruitment does not seem to have a relation with the asymptotic
size as suggested in Andersen and Pedersen (2009) and Andersen and Beyer
(2013).

5.5.2 Burn-in parameters

As in Section 5.4.3, some of the posterior distributions of the burn-in pa-
rameters are not too dissimilar to their respective prior distributions, sug-
gesting that the fishing effort in the burn-in period is not that important to
the model output. This is definitely the case with Gurnard.

5.5.3 Variance parameters

We found that the variance parameters are reasonably small, as shown in
Figure 5.10, which suggests that the model is doing a reasonable job of
recreating reality. We found that the model did a good job of estimating
the yield for Sole, Whiting, Plaice and Saithe. It is particularly bad at
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estimating Gurnard which is omitted from Figure 5.10 because it is too big
to plot on the same scale.

5.5.4 Norway pout fishing in 2005 and Phase parameter

We found that the posterior mean fishing effort for Norway pout in 2005 is
about 0.013. This confirms our suspicion that the fishing effort for Norway
Pout in 2005 is a rounding error. The posterior of the phase parameter, w, is
very similar to the prior of this distribution. It turns out that we didn’t get
any cyclic behaviour for any of the parameter sets sampled in the posterior
distribution.

5.5.5 Model output

We have examined the data and how they compare to the output in Figure
5.11. For many of the species, the model does a good job of fitting the
dynamics of the data. This is definitely the case for Norway Pout, Herring
and Sandeel. However for others it only seems to get the average output
namely for Cod, Gurnard and Dab.

5.5.6 Residuals

Figure 5.12 shows a histogram of the standardised residuals of the model
output with the curve showing the standard normal density. The comparison
of the residuals and the curve itself would match if our assumption, about
the residuals being Gaussian on the log scale, were reasonable which does
seem to be the case. However if we look at the residuals over time, as
in Figure 5.13, we can see that there seems to be some structure to the
residuals. Looking at Cod, at the beginning of the simulation we seem to
under-estimate Cod and as time goes on we over-estimate it. The correlation
between residuals can be seen in almost all of the species.

5.6 Discussion

Uncertainty is very important for reporting to policy makers (Harwood and
Stokes, 2003) as we may need to assess the risk of an event should some policy
be made. Therefore it is important to be able to quantify this risk in a robust
and accurate way. We have demonstrated a way of performing parameter
estimation and uncertainty that would enable us to forward simulate and
make predictions of what might happen in the future. We have shown a
way of probabilistically relating the model to reality and have estimated
parameters that represent the uncertainty in the model.

The results presented here are an estimate of the posterior distribution
of the North Sea fishing model. We are unable to say that what we have

97



‘ssurpue|

POAISS(O T[] ST dUI[ JDR[] YOIY) 9y} pue ndino [ppowr o} 10y so[rjusdtad [1GE pUuR 16 91 81 SaUl] pajjop o) “ndino ppour
URIPOUL O} SMOT[S oUI[ A2I8 oY ], ‘UoINqLIISIp JIorwjsod oy wolj pojdures siojowrered IIm [opoW o1} JO SUNY :J'G 9IN3Iq

oy 0¢€ 0c Ol 0 oy 0¢€ 0c Ol 0 oy 0¢€ 0c Ol 0 oy 0¢€ 0c Ol 0
| | | | | | | | | A = — | | | | | m D_ﬂ | | | | | = -
N . < N
o m - M wd‘l) -7 2 7y \ - M
- Q - =] - Q
A N 't E T8 3 :/,\\\/Q«/N\/\u . s ¢ \, VAV »Sy)u 3
- -\ N » Y Ll
WAL R 9 -° g YRNARAE S 3 WAL S 9
B g - N L o & L~ 2
[e)] @ 3] o) [o)] [0}
~
} } } }
oy 0¢€ 0c Ol 0 oy 0¢€ 0c Ol 0 oy 0¢€ 0c Ol 0
| | | | | | | | | | | | | | | —
© 5 —
[ > 3 Lo & \ ~ 3 2
B \I (oY o S g N =3 %
W2, , /L3 @ - . 5 W, o m 3
s:\ \ . [ - © «Q S -~ —~ ~ ~ B @
R N AV A IR R S TASSE o WS F
v <<,\,\\/— .\_ C 3 2 Q 3 3
v N ®» 3 - 5 — o E
} } } }
oy 0¢€ 0c Ol 0 oy 0¢€ 0c Ol 0 oy 0¢€ 0cC Ol 0 oy 0¢€ 0c Ol 0
| | | | | | | | | | | | | | | o — | N
- M - - o m o 9 L = 5
ES L 2 L =3 4 \ o 3
o =} In 3 iy ~J I~ =]
- s | = @ N = @ NG A =1
@ o » ~N) rr ' - w [ (x \ I~ Q
| © © - z In _\g@\,}%h\ ° P ' LS o
o O N N I~ =] &
o V\}\ — o L °
. © VX -1 \ N g
£ e

98



Residuals

N
(s0]
X
>
3 N
c o
()
a
g _
o |
g I I I |
4 2 0 2 4
Residual

Figure 5.12: Histogram of standardised residuals.

found is the true posterior distribution but only part of it. We suspect
that the true posterior is very multimodal and some of these modes were
not even explored because it is difficult to explore the whole of the space.
Initially we were exploring 26 inputs. If we took the maximum and the
minimum of each input and searched each combination of these, essentially
exploring the corners of the prior distribution' there would be 67,108,864
points. This is just searching the extremes of the distribution which is
probably not the regions that we are interested in. One way of improving
the posterior distribution would be to uses more informative priors. This
could be done by eliciting the parameters (O’'Hagan et al, 2006) or using
simpler, more tractable models in order to produce priors for example single
species models (Andersen and Beyer, 2013).

Having said all of this we have explored the parameter space in a strategic

!Something that is actually impossible due to the fact that in some directions, the
priors are unbounded.
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way in order to try and explore as much of the space as possible. Our
method has greatly improved things. The best point found in the first
round, the initial latin hypercube search, had a log likelihood of —13790.19.
In the MCMC round, the best point from the sampled posterior had a log
likelihood of —322.08. We are quite happy that the method described here
gives a good estimate of the posterior distribution however we are not ruling
out the possibility that if we ran the method again there may turn out to
be a much better region.

The work presented here gives a way of relating the model output to
reality. We have taken into account parameter uncertainty and shown that
the model does well at estimating the long term average of the real world.
However it doesn’t estimate the dynamics of the system in the short term as
well. This was mentioned in Blanchard et al (2014) where they used stochas-
ticity in their model to try and estimate the model uncertainty whereas we
are using noise on the model output and parameter uncertainty to estimate
the error in the model.

This leads to asking the question, what can we do to try and make the
model a good estimate of reality? If we look at cod, we can see that at
first we underestimate the landings and then over time we over estimate the
landings. We believe either that the estimates of the fishing effort are poor
or that Ry; changes over time, possibly as a function of temperature (Bigg
et al, 2008). Both these could be estimated by taking a time varying latent
state approach.

Furthermore, the assumption that 6(6) = 0, i.e. the model discrepancy
equals 0, could be incorrect. This is suggested by the fact that the residuals
do suggest normality but we are able to see a structure in them over time
which suggests some bias in the model. Additionally, the fact that all of the
modes found in Section 5.4 result in similar patterns of residuals suggests
that this could be corrected by a discrepancy term and is not just a feature
of this region in parameter space.

Although there were no oscillations found in the posterior distribution,
we did find them in earlier runs and they may be encountered at other regions
in the posterior distribution. We presented here a method of removing the
arbitrariness of the burn-in period. We demonstrated a way of identifying
the phase of the cycle and then treating where with in the cycle a model
run begins as an additional parameter.

The variance parameters, o2, are describing the model error and the data
error. We could interpret it as how reliable the data are. Before beginning
this work we weren’t overly confident with the data for a number of species,
Landings for Sprat, Dab and Gurnard just to name a few. The results did
show large variance parameters for the landings of Sprat and Gurnard. This
does not necessarily mean that the data are wrong for these sets, but does
indicate that the model and the data together are more poor estimates of
reality for these species compared to the other species.
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When examining complex models some of the uncertainty in the model
is down to uncertainty in the data (Wilkinson, 2013; Harwood and Stokes,
2003). In this article we have assumed that at each time step the true catch
is the data plus some Gaussian noise with zero mean. Although this as-
sumption does not seem to be fully met, evident by the correlated residuals,
it does lead to the question what is the correct error structure? From a pure
statistical point, it was not the right thing to do to assume that the errors
for one species were independent and identically distributed in this work.
This could be counteracted by modelling the residuals as an autoregressive
model of order 1 (AR(1)). In reality there are many reasons that there could
be errors in landings, miss reporting, measurement or collecting error, just
to name a few, and we do believe that for each year some of these effects
are independently distributed.

The model took a long time to run and it might therefore be better to
build an emulator (Kennedy and O’Hagan, 2001) for the model. However we
have a lot of outputs, at least 21, and the model is very sensitive to changes
in the parameters which means that a Gaussian process emulator would be
difficult, if not impossible to build. It would be interesting though if we
fitted the model to some summaries of the data, in a similar way to Wood’s
synthetic likelihood (Wood, 2010), rather than the data itself, whether or
not we would find that these summaries would be much smoother to small
changes in the parameters which may enable us to build an emulator and
speed up the inference.

The doubly parallel tempering algorithm, described in Section 3.2.3, al-
lows the model to be run with every parameter set. In the final inference, the
parallel tempering, we ran the model 88,000 times. If run on a single core,
this would mean that it would take roughly 20 weeks. However we could
have parallelised it by running one temperature on one core, ie. 5 cores in
total. This would take about 4 weeks but the doubly parallel tempering
allowed the inference to be done in one week and was key to this work.
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Chapter 6

Global Sensitivity Analysis

6.1 Introduction

A simulation model will never be able to fully represent the true system
(Grimm and Railsback, 2005) as there will be a degree of uncertainty in the
structure and the inputs of the model. This can be caused by simplifications
of the model by the modeller, either because of a lack of knowledge or in order
to keep the complexity of the model at a manageable level, or uncertainties
in the inputs to the model (Beck, 1987; Berk et al, 2002; Clark et al, 2001;
Katz, 2002; Li and Wu, 2006; Reckhow, 1994; Stott and Kettleborough, 2002;
Grimm et al, 1996). Sensitivity analysis evaluates how the uncertainties
in the model and its inputs affect the uncertainty in the output (Saltelli
et al, 2004). Some of the uncertainties can be quantified and reduced (Katz,
2002) and some uncertainties are so small that they don’t need to be worried
about. If a modeller can find out which uncertainties have a large effect on
the output of the model then they can spend more time and effort learning
about these. On the other hand if a modeller can find out which inputs have
a very little effect on the output then they can fix the inputs (Oakley and
O’Hagan, 2004).

Suppose we have a model with uncertain inputs 1, zs, . . . , T, and output
y defined

y = f(x1n)-
Local sensitivity analysis is used to see how small changes in individual
inputs affect the output of the model (Railsback and Grimm, 2012). When
the model can be explicitly written out, local sensitivity analysis can be
performed by computing the partial derivatives (Saltelli et al, 2000)
af(xlzn)

ox;

When this cannot be performed, which is often the case when it comes to
complex computer models, an input is changed by a small amount around
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a nominal value, xg, whilst the other parameters keep the same values in
order to estimate the partial derivatives (Railsback and Grimm, 2012). This
can be seen as a particular case of a one-factor-at-a-time (OAT) approach
(Saltelli et al, 2000).

The idea of fixing x_; (all of the inputs except x;) based on x¢ and
changing z; in order to estimate local sensitivity to inputs seems very de-
pendent on the value of &g and doesn’t consider the whole of the uncertain
space. Instead it gives the sensitivity along the axis of the inputs, with xq
being the origin, which, except for linear models, is not generally typical of
the whole of the input space.

There are global methods that assume the function f(-) is differentiable
at all points in the input space, p(x), and look at partial derivatives (Section
6.2) which estimate the partial derivatives with the nominal point being
various points around the whole of the input space or

/ ’8f Z1: n
ox;
where dP(x) is integrated over the whole input distribution of x1.,.

Another common global method, which has been used with IBMs, is that
of Standardised Regression Coefficients (van Nes et al, 2002; Drechsler, 1998;
Railsback et al, 2006; Maes et al, 2005). This is done by sampling from the
input distributions and then running the model at these values. A regression
model is fitted to the model outputs and inputs and then the standardised
coefficients are measures of the sensitivity of the inputs. This works well
when the model is approximately linear and monotonic but struggles if not
(Cariboni et al, 2007).

Global methods estimate the effect on the output of the model when
all of the inputs are varied across the whole of the uncertain input space
(Cariboni et al, 2007). Typically methods of global sensitivity analysis are
independent of their model and do not rely on the assumptions of linearity or
additivity but are computationally expensive. One such method is variance-
based sensitivity analysis where the variance is decomposed which enables
us to calculate how much each input contributes to the uncertainty of the
output.

The rest of the chapter is broken down by first describing screening
methods that are usually done before more quantitive methods are used, in
Section 6.2, and then variance-based methods are reviewed in Section 6.3.
This chapter is a review of current methods and can be skipped for an expert

in the area. The methods described here are used and extended in Chapter
7.

dP(z)
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6.2 Screening methods

Often it is the case that there are a large number of inputs of which only
a small subset have a non-negligible effect. It is then important to screen
out these parameters that have negligible effect on the input. This is often
done before more accurate but more expensive sensitivity methods are used
(Cariboni et al, 2007; Morris et al, 2014).

6.2.1 Morris Method

The Morris method (Morris, 1991; Campolongo et al, 2007) is a OAT method
but is done over the whole space and therefore can be described as a method
of global sensitivity analysis. It enables classification of the inputs into
inputs with negligible effects, inputs with linear effects and inputs with non-
linear and/or interaction effects (Iooss and Lemaitre, 2015). r points in the
input space are evaluated across the whole input distribution and then the
elementary effect of the ith input at the jth point are

E(j) . f(rvi@,xi +A) — f(xj)
1 - A ’

The mean absolute value and standard deviation of the elementary effects
are estimated by

. 1 ¢ ‘
pi = rz:lei(j)\ and
J:

Jj=1 J=1

wt gives the effect of the input ¢ and o is a measure of non-linearity and/or
interactions with other parameters.

6.2.2 Derivative based global sensitivity

A generalisation of this method is derivative based global sensitivity (Sobol’
and Kucherenko, 2009, 2010) defined by

e [ (2) are)

It can be seen that if ¢ < |0f/0x;| < C then

o2 <=2 < 0;C?
Var(y) = ' = Var(y)
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where 77 is the total sensitivity index and is defined in equation 6.8 below
and o; = Var(x;) (Sobol” and Kucherenko, 2009). If f(x) is non-monotonic
then ¢ = 0 as somewhere Jf/Jdz; = 0 hence

’7-4
' Var(y)

and therefore if % is small, the total sensitivity caused by input ¢ is also
Y)

small. Sobol’ and Kucherenko (Sobol’ and Kucherenko, 2009) also showed
that if the input distributions of z1,...,x, were a n dimensional hypercube
(which can be all distributions as shown in Proposition 1 in Chapter 4), then

Vi

2
2 <t
Ti = m2Var(y)

These can be seen as indices in there own right and are justified by
their relation to variance-based sensitivity as described in the next section.
In practise people use the sample maximum as a value of C' found when
evaluating |0f/0x;| numerically.

6.3 Variance-based sensitivity
Variance-based global sensitivity is based on the law of total variance
Var(y) = Vary, (Ex_,(y|zi)) + Ex, (Vars_,(ylzi)) -
This can be rearranged so that
Vi=Vary, (ELZ. (y|zl))

is the expected reduction in the variance of the output if you learned the
exact value of X;. Often this is standardised by

o Va/rmi (Em—z(y‘xl))
e Var(y) '

(6.1)

This is known as the first order sensitivity index (Saltelli et al, 2004), im-
portance measure (Horan and Iman, 2008; Homma and Saltelli, 1996), cor-
relation ratio (Krzykacz, 1990; McKay, 1996) or main effect index (Oakley
and O’Hagan, 2004). The second order sensitivity index is defined

Vij = Varmi,;rj (Em_i,j (y’xuxj)) - Varzi (EI—l(y’x’L)) - Var:vj (Ex_j (y’xj))

or in standardised form by

(6.2)



Vi;j is the expected reduction in variance by learning both the true value
of z; and z; and not the expected reduction of the first order effects i.e.
learning x; or x; on their own. If the inputs, x1., are independent then

Var(y) = Z Vi+ Z Z Vij+ ...+ Viaz . (6.3)
i i g

Homma and Saltelli (1996) introduced the total effect index, Dr;, which is
the proportion of the variance that is left if we learnt everything except z;
(Oakley and O’Hagan, 2004)

Var_g, (Ex,(ylz—:)) ‘

T Var(y)

(6.4)

6.3.1 Sobol’ Indices
Sobol” (1993) decomposed the function rather than the variance as
f(ZC) = fO —+ Z fl(xz) +E Z fij(aci, l‘j) —+... —I—flgmk(xl, o, ..., .1’”) (6.5)
i ii<y
where

/fil,-..’is (xil, e l’zs)dp(l'“) e dP(CL',LS) =0.

In other words
E(fil,.--is (xiu .. xls)) =0

and

E(f(x)) = / f(x)dP(z)
fo

This means every term, apart from the first one, in equation 6.5 will have
expectation 0.

The decomposition equations are unique (Efron and Stein, 1981), pro-
vided that the input parameters are orthogonal, and that the individual
terms f;, i,..i, are square integrable, which if f(z) is then all of the indi-
vidual terms are. Each individual term is orthogonal such that

/fi17i27--~7’ik (‘ril"ri27 e ?xis)fjlyj%“'vjl (xj1’$]'27 <o vsz)dp(x) =0 (6'6)

which allows the decomposition to be found by
filzi) = /f(x)dp(x)—i —Jo
fulwg) = [ F@dP(@)-s; ~ filw:) = Fie) ~ fo
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The variance of Y can be found by

Var(Y) = EY?) —(E(Y))?

_ /(f( ))2dP(x (/f )AP(x >
- [G@rare - 5. (6.7)

Now from equation 6.5

(f( )) fO + fo Zfz T +ZZfzg 3727-%'] '+f12...k(x17x2>"-a$k)

i 1<J

+ ot frook(Tr, e, TE)?

Plugging this into equation 6.7 the terms that are orthogonal will integrate
to 0 because of equation 6.6 and then

Var(y /fz )2dP(z +ZZ/f” i, ;)2 dP(z)+. . +/f12 (@1, @, ... xp)%dP(z).

i 1<J

This means that the variance is broken into the variance of the decomposi-
tion terms. Sobol’ (1993) defined the total variance

V =Var(y)

and the variance of the decomposition terms

Vz‘1,...,i5 = /fih---,ls (x'h? oo 7xis)2dp(x)‘

The ratios

are called global sensitivity indices or Sobol” indices. These indices are non-
negative and sum to 1 and include as special cases the indices described in
equations 6.1 and 6.2.

6.3.2 Variable importance

Sobol’ (1993) defines two measures of the importance of subsets of variables.
If now weleti C {1,2,...,k}, i.e. i (and also j) represents a subset of inputs,
the closed sensitivity index is defined as,

I?:ZV_}'?

Jci
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and the total sensitivity index
=V (6.8)
GNi£0

It can be shown that 0 < 7' < V and that

2+ =V

which can be useful for estimating these values. Sobol’ (1993) shows that

72 = [ @) JAP@PE) - 5
which can be written as
i = B(f(2)f(zi,2.;) — E(f(2))?
= Cou(f(x), f(wi,2",));

as well as
1

=5 [ (@) - flamia)PaPla)aP@),
which can be written as
Var(f(z)) — Cov(f(2), f(z—s 7).

Liu and Owen (2006) showed that we can calculate

VZ |J%\2

71<i

Vi=> (-)iilv—72))

1<

and

from these values. The closed sensitivity index, 7' , describes the total con-
tribution of ¢ and all of the subsets of ¢ to the variance; whereas the total
sensitivity index, T , describes the total contribution of the set of inputs
1 and all of their 1nteract10ns with themselves and the other inputs to the
variance (Fruth et al, 2014). Liu and Owen (2006) also define a superset

importance as
=2V
Jj21
which can be interpreted as the amount of variance that the higher order
interactions of the set ¢ contribute to the variance. It is possible to get the
sensitivity index of the set ¢ from the superset

Vo= Yl

j2i
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6.3.3 Estimation

The integrals above are often intractable so numerical methods are required
in order to estimate the Sobol’ indices. In this subsection we describe a
number of different methods.

Pick and Freeze methods

These problems all have in common that they are trying to estimate the
covariance of two random samples, f(x) and f(z;, 2’ ;). One way of doing
this would be

- (Z(fum) — (@) — %))

n—1
m=1

where we draw two samples ™ and 2™ from the inputs with m =1...n.
This would lead to an unbiassed estimate of I?- However the variance of this
estimate is much higher than it could be. Here we know that E(f(z;)) =

E(f(x;,z"_;)) and we could use this in order to better estimate the indices.

Sobol” (2001) suggested estimating the closed sensitivity index by

2

= 1 ¢ m m ,m s
== > Fa™ ) — fo (6.9)
m=1
where
- 1 <& -
Jo= I mzzzl f(@™)
and total sensitivity index

= SR - S )
m=1

The estimate of 72 is biased by —var(fo) (Owen, 2013¢). Owen (2013c) gave
an alternative method of estimating z% that doesn’t require any more runs
of the model than the method described by Sobol” (2001). Owen proposed
estimating

o= 230 6,
m=1

~ 1/

1 . m m
fo = nmz:lf(xi:ff—i),

= —= D (fa™) — fo)* and
m=1
= S e - )R



and then
~ o~ 2 ,
o m /m_ f0+f0 32+82
Ti = 2n—1 Zf “i) ( 2 >+< An

is an unbiased estimator of ﬁ.

Saltelli (2002) tried to maximise the number of estimates from a number
of runs in order to minimise the model evaluations. If we sampled two
input sets, z and 2’ as before and ran f(z), f(2'), f(x;,2') and f(z},z) for
i =1...d. From this it is possible to estimate all of the first order indices,
all of the second order indices and the first order total sensitivities from the
n(2d + 2) model runs. Furthermore the estimates of the first order indices
were

= Z fla ,alh) = f(a"™) (6.10)

which are an unbiased estimate (Kucherenko et al, 2011) of 77 (see also
Proposition 3 in Chapter 7). The estimate of the mean squared is fof}

~2
rather than fp as in equation 6.9. Saltelli (2002) noticed that if you ran
every possible combination there would be two estimates of I?, the one
described in equation 6.10 and

Zf 2T = f@™)). (6.11)

The author suggested that the mean of these two estimates should be the
estimate of 7. This is an unbiassed estimate of 72 and has a lower variance
51
than equations 6.10 and 6.11 by half the difference of the covariance of 72
~2
and 72 and the variance of the estimates (which will be the same and is
shown in Proposition 3). Tarantola et al (2006b) took this one step further
and realised that, as well as equations 6.10 and 6.11, 122 could be estimated
by

= *Zf i, @) (f (&™) = £, 2T)) (6.12)
= fo i) (f(@) = @, 2). (6.13)

The mean of all of these estimates is then an unbiassed estimate for ﬁ
with a lower variance than when we have only two estimates. Glen and
Isaacs (2012) showed that this method was better, in terms of variance of
the estimate, than anything previously described in this chapter.
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Owen (2013a) examined estimates of small sensitivity indices. The au-
thor found that if it were possible to sample the inputs a third time 2™,
then
(™) = fE ) (S @] 2 — fa™))
m=1
would give a much better estimate of the variance compared to the other
correlation methods (described above) especially when the true index, I?, is
small.

Rather than estimating the correlation, Liu and Owen (2006) estimated
the superset importance and showed that

2

0= / Dbl f (.o ) | dP(@)dP(a) (6.14)
ng

which can be estimated by

2

S

Z |_] z\f( k /k)

k=1 \ j<Ci

This is an unbiased estimator and has the added property that it is non-
negative. Furthermore, Fruth et al (2014) showed that if Y7 = 0 then using

the Liu and Owen estimator T? = 0. This method is useful at estimating
lower order indices if d is small however this method becomes very expensive
when d becomes larger as to estimate all of the first order indices you need
to run the model in all 29n times.

Sampling schemes

The above methods can be implemented by using Monte Carlo sampling
(Metropolis and Ulam, 1949). However there are many sampling schemes
that are used rather than Monte Carlo sampling in order to estimate the
Sobol” indices. Latin Hypercube sampling (McKay et al, 1979) and Quasi
Monte Carlo techniques, such as Sobol’ sequences (Sobol’, 1967), that gener-
ate points that fill the space better than independent pseudo random num-
bers can improve the estimation of the sensitivity indices by a factor of ten
(Saltelli et al, 2008).

Cukier et al (1978) developed a method of estimating the first order
sensitivity indices named Fourier amplitude sensitivity testing (FAST) which
was extended by Saltelli et al (1999) to be able to estimate total sensitivity
indices. However, in practice there are a lot of sources of error and FAST
could only be used in small dimensions (Tissot and Prieur, 2012). Tarantola
et al (2006a) developed a version of FAST based on random balanced designs
(Satterwaite, 1959), namely RBD-FAST, that over came some of the errors
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and enables the estimation of any order sensitivities (Mara, 2010). Tissot
and Prieur (2012) then corrected for the bias of the RBD-FAST.

Meta Models methods

One method of estimating the Sobol” indices is to smooth the function
and estimate E_,,(y|z;) and then use this to estimate Varg, (E_g, (y|x;))
(Wainwright et al, 2014). Strong et al (2011) used a method of estimating
E_;,(y|x;) using generalised additive models. The variance of the estimate
of E_g,(y|z;), from the generalised additive model, is then an estimate of
Vi. The advantage of this is that it just requires n evaluations in order to
work out all of Sobol’ indices. For a more detailed description of smoothing
methods see Storlie and Helton (2008).

Sometimes models can be expensive to run or only a limited number
of evaluations of the model may be available, then a less expensive meta
model could be created Saltelli et al (2004). Oakley and O’Hagan (2004)
built a Gaussian process emulator (see Section 3.4.3) and Kleijnen (2007)
used methods of kriging to estimate the model output quickly and from these
values they can estimate the sensitivity indices. In both these methods the
Sobol’ indices can be calculated analytically. Other methods of building
meta models exist such as linear, non-linear parametric or non-parametric
regression (Iooss and Lemaitre, 2015) and simulation from the meta model
allows estimation of the Sobol’ indices (Santner et al, 2003; Tooss et al, 2006).

6.3.4 Stochastic Models

For stochastic models with inputs x and stochastic elements u it is not pos-
sible to fully decompose the variance as described in equation 6.3. Instead
it is decomposed as (Iooss and Ribatet, 2009; Marrel et al, 2012)

Var(y) = Z Vi + Z Z Vij + ...+ Vias.n + Ex(Var,(y|z))

i J>i

where E;(Var,(y|x)) is the total sensitivity of the randomness, u. Iooss and
Ribatet (2009) and Marrel et al (2012) defined the total sensitivity of u by

Var(y) — 72

which they estimate by meta models. This use of meta models does not
enable the authors to quantify the the different terms V;,,. In Marrel et al
(2012), two estimators are built; one that models the expectation of the
model output and the other the noise in the output.

In Iooss and Ribatet (2009), the authors suggested treating all of the
stochastic elements, u, as inputs, which would enable us to decomposed the
variance caused by these stochastic elements. In the next chapter we further
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develop this method of performing variance-based sensitivity analysis on
stochastic simulation models in order to enable us to quantify the different
terms Vj,. We use this method to enable us to perform robustness analysis
on IBMs.
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Chapter 7

Variance based sensitivity
analysis of stochastic
complex models

7.1 Introduction

Robustness analysis tests whether the results of a model depends on the
essentials of the model or the simplifying assumptions (Weisberg, 2006). If
a model’s ability to reproduce patterns is sensitive to the details of the model
then it probably doesn’t capture the real mechanics of the system (Grimm
and Railsback, 2005). This means that any features of the model that do
not represent something in reality, for example scale of the model or grid,
should not have much of an effect on the results of the model.

In other words any feature of the model that drives the output of the
model should be theoretically correct and justified. It is possible to test this
by seeing how sensitive the model is to these details. This is so important
that Railsback and Grimm (2012) suggest that robustness analysis should
be included in all publications of IBMs. Maclean (2010) tested a number of
arbitrary decisions on Hovel and Regan’s blue crab IBM (Hovel and Regan,
2008) model using local sensitivity analysis. Maclean (2010) found that a
number of arbitrary parameter values had a large effect on the model out-
put but found that the scale of the model had little effect on the results. In
addition, Kloprogge et al (2011) devised a method based on asking experts
how plausible the model assumptions are and Chen and Mynett (2003) ex-
amined the effects of cell size. Robustness analysis also examines what effect
different submodels have on the output of the model, something that was
tested by Tarantola et al (2002) and Cortés-Avizanda et al (2014).

In order to test the arbitrary features of models we need to see which
inputs or parameters cause the variation of the model output. Any uncertain
inputs should be given prior input distributions and then the sensitivity
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across the whole input space should be tested rather than at some nominal
point which is often the case (Railsback and Grimm, 2012). A popular
method is to partition the variance as described in the previous chapter and
we hope to do this with these types of models.

One of the issues with doing variance-based sensitivity analysis is that
the Sobol” decomposition cannot be made as some of the variance cannot be
assigned because it is down to the stochasticity within the model. Marrel
et al (2012) showed one way of decomposing the variance that treats the total
effect of the stochasticity to be part of this decomposition. We demonstrate
in Section 7.2 that it is possible to further decompose the variance into
different types of stochastic inputs as well as estimate interaction terms of
parameters and stochastic inputs. We use this partition of the variance
amongst the different submodels in Section 7.3 that should enable us to test
a model for arbitrary decisions and show how the model is sensitive to its
submodels. This is demonstrated on the woodhoopoe and bird synchrony
models in Section 7.4.

7.2 Stochastic Models

We are going to examine a general model f(-) with inputs . For the time
being let us assume that it is deterministic. The closed sensitivity index of
x; can be estimated by a method described by Kucherenko et al (2011) (see
Section 6.3.3).

Proposition 3. The estimator

2= 13 Fm) (e — f) (7.1)
=1

n
is unbiased and has variance
% (02 +2 (Var(W) + f3)" - C* - 2 (W2YZ))
where Cy = Cov(f(x)?, f(x—i,2})?), C = Cov(f(x), f(z—i,})), W = f(x),

Y = f(x_i, @) and Z = f(2').

Proof. Let W = f(z), Y = f(z;,2" ;) and Z = f(2"). We will also drop the
superscripts m. The expectation is

E <:LZW(Y—Z)> - % (E <ZWY) - E (ZWZ))
_ % (nE (WY) —nE (WZ))
= Coo(W,Y)+ E(W)E(Y) — E(W)E(Z)
= Coo(W,Y)+ f§ — f3

= Cov(W)Y)
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Hence the estimator is unbiased. The variance is
1 1
— E Y -7 = - Y -WZ
Var <n W( )) nVar 4 WZ)

= % Var(WY )+ Var(WZ)
—2Co0(WY,WZ)) (7.2)

Now W and Y are not independent but do have the same mean and variance
so we can say that

Var(WY) = Coo(W2,Y?) + (Var(W) + 1) = (Coo(W,Y) + f2)°.
W and Z are independent so
Var(WZz) = (Var(W) + f02)2 ~ 1y

and
Cov(WY,WZ)=E (W?*YZ) - f3 (Coo(W,Y) + f3).

Plugging these into equation 7.2 we get

Var (:L Swy - Z)) _ % <C’ov(W2,Y2) + (Var(W) + f2)°
— (Coo(W,Y) + f2) + (Var(W) + f3)* = £
~2(E(W?YZ) - f§ (Covo(W.Y) + 7))
% <CO’U(W2,Y2) +2 (Var(W) + £3)°
— (Cov(W,Y))? - 2E (WQYZ)) .
O

Now let’s assume that f(-) is a stochastic model. We are now going to
analyse the sensitivity of E(f(z)|z) to the elements of z. For stochastic
models, f(x) is no longer known perfectly from a single run, there is an
additional amount of uncertainty, called aleatory uncertainty, that is caused
by the stochasticity in the model. A possible solution to this problem is
to better estimate f(z) by sampling from it m times each. If we want to
estimate the sensitivity index of x; then we can sample ¢ points and sample
them m times. If we fix the computation effort at n» model runs then we
have the constraint that

n = qgm.

117



Proposition 4. The wvariance of the estimator described in equation 7.1
estimated using the method described above is

2
i <02 +2 (Vary(w) 4 2L | )

—C? —2E (W?Y Z))

where Gy = Cou(f(2)2, f(x—i,2})2), C = Cov(E(f(2)|x), B(f(a_s,a}))|e,a"),
W = E(f(2)|2), Y = E(f(ai,2))|e.a’), Z = E(f(")|') and Eo(Var(f(-|z)))

is the variance of W caused by the stochastic elements.

. o, . . 1 y
Proof. Using thg result from Proposition 3 and saying that W' ~ — ;”:1 (),
Y/ ~ L1 Ty (e, @) and Z' ~ 1 "Ly f7(-]2") then we can say that
the variance of the estimator is

1

. (05 +2 (Var(W') + £2)° — C2 — 2B (W’QY’Z’)> .
with C, = Cov(W'?Y"?), C' = Cov(W’,Y’). Furthermore

2

2
1 mo moo
Cy = —Cov | | Y fCla) | | D i)
j=1 j=1

= Cov(W?%Y?)
and
¢ = %COU (ij($)72fj('$u$§)
j=1 j=1
= Cou(W)Y).
Also,

EWY'Z) = B (Z 2.2 2 F@f” <x>fj3<xi,x;>fj4<x'>>
= Y Y S B (P @@ ) )

= %m‘lE (W?Y Z)
= E(W?*YZ)

and if we consider the stochastic elements as inputs u then
Var(W') = Vary(E(W")) + Ex(Var(W’))

= Var,(W)+ ‘W

and the result follows. O
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If we set

A = Cy—C*-2BE(W?*YZ),
Q = VCLTJ;(W) + fg

and
V=E,(Var(W))

then the variance is minimised, by differentiating the variance of the esti-
mator with respect to M, when

s 2V
A+ 2Q7

If the model is deterministic, ie. E,(Var,(f(z))) = 0, then we should
put all of our effort into searching around the input space whereas if the
variance is dominated by E,(Var,(f(:|z))) then we should aim to estimate
the expectation E(W) well by increasing m.

Using the queuing model described in Section 4.2.1 we performed vari-
ance based sensitivity analysis by setting ¢ = 10,000 and m = 1 as we
believe this to be the ideal settings and using the method of Tarantola et al
(2006b) (Section 6.3.3) partitioned the variance for the minimum, maximum
and every 1/19th quantile of the inter-departure times. We found that the
numbers do not add up to 1 and can actually be a long way off. The esti-
mates of the closed sensitivity indices are quite noisy and it is difficult to
see what proportion of the variance is unaccounted for by the parameters.

It is possible to use the method of common random numbers (Owen,
2013b) in order to keep numerical stability as this will maximise Cov(XY, X Z)
and hence E(X2Y Z). This is done by, as well as sampling 2/ and 2/, sam-

m

pling the random inputs u? for j = 1,...,q. The estimate then becomes
5 LSS i i\ (Had 2l i o
Il:ﬁZf(x7u)(f(xp$fpu)_f($ >u)) (73)
Jj=1

Table 7.2 shows the estimates of the first order sensitivities when the
random inputs are controlled as described in equation 7.3 and does demon-
strate that the closed sensitivity indices are more stable. Having said this,
we may not actually be interested in this as using this method decomposes
the variance down to the inputs x; only.

It is possible to decompose the variance into the epistemic and aleatory
parts and estimate E,(Var,(f(:|z))). We will treat the stochastic part of
the model as if it were an input u. This means that as well as sampling x and
x’, we sample v and «’. Then u acts just like another input enabling us to
use it each of the estimation algorithms in order to estimate the sensitivity
of each input (Iooss and Ribatet, 2009). The variance down to the aleatory
parts, E,(Var,(f(:|x))), is then 72 (Marrel et al, 2012).

119



Quantile 01 | 69 03
01097 00.01
1/19 { 0.01 | 0 | 0.90
2/19 | 0.00 | 0 | 1.00
3/19 1 0.00 | 0] 0.88
4/19 [ 0.00 | 0 | 0.93
5/19 1 0.00 | 0] 0.81
6/19 [ 0.00 | 0] 0.85
7/19 1 0.00 | 0| 0.85
8/19 [ 0.00 | 0 | 0.82
9/19 | 0.00 | 0] 0.81
10/19 [ 0.00 | 0 | 0.87
11/19 { 0.00 | 0 | 0.89
12/19 { 0.00 | 0 | 1.04
13/19 | 0.00 | 0| 0.99
14/19 { 0.00 | 0 | 0.99
15/19 | 0.00 | 0| 0.98
16/19 | 0.00 | 0 | 0.87
17/19 { 0.00 | 0 | 0.82
18/19 | 0.00 | 0 | 0.82
11000| 0]0.67

Table 7.1: The first order indices using the algorithm of Tarantola et al
(2006b) and ¢ = 10,000 and m = 1.

This was done by Iooss and Ribatet (2009) where they treated all the
stochastic realisation as an input and calculated the related sensitivity in-
dices. We can use the idea of treating the random inputs as conventional
inputs to further break down the aleatory uncertainty to different types of
random inputs by coupling the random inputs as described in Section 4.2.1.
This will help us in the next section where we are going to partition the vari-
ance into different submodels. We demonstrate this method on the queuing
model and the Ricker model but first we want to show that the variance and
total variance of the random inputs will remain the same regardless of how
the model is parameterised.

If we can write the model with inputs 6.5 or ¢1.n5 such that

eo(b1,..N) 2 es(P1,...M)-

Both models have the same variance but have different decompositions. Now
if we can partition the inputs to z in common and 6 , and ¢1._,, not
(n < Nym < M) with

fol,01.0) 2 folw,d1,..m)



Quantile 01 | 69 03
01097 00.01
1/19 { 0.00 | 0 | 1.00
2/19 | 0.00 | 0 | 1.00
3/19 | 0.00 | 0 1.00
4/19 [ 0.00 | 0 | 1.00
5/19 | 0.00 | 0| 1.00
6/19 | 0.00 | 0 | 1.00
7/19 1 0.00 | 0| 1.00
8/19 [ 0.00 | 0 | 1.00
9/19 | 0.00 | 0| 1.00
10/19 { 0.00 | 0 | 1.00
11/19 { 0.00 | O | 1.00
12/19 { 0.00 | 0 | 1.00
13/19 | 0.00 | 0 | 1.00
14/19 { 0.00 | 0 | 1.00
15/19 | 0.00 | 0 | 1.00
16/19 | 0.00 | 0 | 1.00
17/19 | 0.00 | 0 | 1.00
18/19 | 0.00 | 0 | 1.00
11000| 0] 1.00

Table 7.2: The first order indices using Tarantola et al’s (Tarantola et al,
2006b) and using common random numbers for 10,000 samples of the inputs.

and write as
D

f(@,9(01n)) = f(@, h(P1m))
then

TG = Ty oo
and

To1,n = ?351,...,%'

This means that it does not matter how the model is parameterised,
the closed sensitivity index and total effects indices of the inputs z will
remain the same, as too will E;(Var,(X)). This parameterisation could
include how the random inputs have been coupled which means that how
the model is coupled does not effect the closed sensitivity indices and total
effects indices.

7.2.1 Queueing Model

We are going to demonstrate the method of coupling the random inputs
and performing variance based sensitivity analysis for the queuing model
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described in Section 4.2.1 with priors described in Section 4.4.2 with the
outputs being the summary statistics of the inter-departure times suggested
by Blum and Frangois (2010). In order to do this, as it is quick to simulate
and we are interested in all indices and not just the first order ones we
will use the method of Liu and Owen (2006). We coupled the model in
the way described in Section 4.2.1. The results are shown in Table 7.3 and

Quantile | 6 03 u | Ozu | Ex(Vary(f(x)))

0098 |0.010.00|0.00 0.01
1/19 | 0.02 | 0.88 | 0.03 | 0.07 0.09
2/19 | 0.01 | 0.94 | 0.01 | 0.04 0.05
3/19 | 0.00 | 0.92 | 0.03 | 0.05 0.08
4/19 | 0.00 | 0.88 | 0.05 | 0.06 0.12
5/19 | 0.00 | 0.85 | 0.07 | 0.08 0.15
6/19 | 0.00 | 0.91 | 0.04 | 0.05 0.09
7/19 | 0.00 | 0.93 | 0.03 | 0.04 0.07
8/19 | 0.00 | 0.88 | 0.06 | 0.06 0.12
9/19 | 0.00 | 0.93 | 0.03 | 0.04 0.07
10/19 | 0.00 | 0.88 | 0.05 | 0.06 0.12
11/19 | 0.00 | 0.93 | 0.03 | 0.04 0.07
12/19 | 0.00 | 0.98 | 0.01 | 0.01 0.02
13/19 | 0.00 | 0.98 | 0.01 | 0.01 0.02
14/19 | 0.00 | 0.98 | 0.01 | 0.01 0.02
15/19 | 0.00 | 0.96 | 0.01 | 0.02 0.04
16/19 | 0.00 | 0.93 | 0.03 | 0.04 0.07
17/19 | 0.00 | 0.86 | 0.07 | 0.07 0.14
18/19 | 0.00 | 0.91 | 0.04 | 0.05 0.09
110.00|0.94 | 0.03 | 0.04 0.06

Table 7.3: The estimates of the variances for each of the inputs and the total
sensitivity of the random inputs. Every other combination is zero.

show that a lot of the variance of the minimum service time is down to
01 which makes sense as this is a sufficient statistic (Fearnhead, 2004) but
all other quantiles are controlled by 3, the arrival rate, or u, the random
inputs that control the arrival times. Furthermore we found that 6y was
very insensitive to all of the summary statistics. This may suggest a reason
why 6o was difficult to estimate when performing parameter estimation in
the Section 4.4.2. Figure 7.1 shows how the standardised first order Sobol’
indices for each of the outputs. It shows that apart from the minimum,
which is almost entirely 61, 63 and u control the variance and the indices
don’t really change for later quantiles with the changes being mostly down
to noise. It is interesting to see that very quickly 63 dominates the variance
of the output.
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Figure 7.1: The first order indices for the 67 63 and w with the original prior
05 ~ U(-0,1/3) for each of the 20 outputs. The other inputs are zero.
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Figure 7.2: The observations of the 10/19 quantile for runs of the model for
the whole prior of 3 in (a) and 3 ~ U(-|0.05,1/3) in (b), (c¢) and (d). In
(b), (c) and d we show the results for 03, 61 and 6, respectively.
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Figure 7.2 shows samples of the 10/19 quantile for different values of the
parameters. It shows, in (a), that when 63 < 0.05 it dominates the output.
However if we change the prior distribution such that 65 ~ U(:|0.05,1/3)
then we can see that #3 no longer dominates the output as seen in (b-d).

Figure 7.3 shows the standardised first order sensitivity indices for each
of the inputs for each of the outputs with the new prior distribution. It is
interesting that the beginning quantiles are most sensitive to 61, the mini-
mum service time whereas the later quantiles are more sensitive to the arrival
rate, A3, and random input that determines the arrival times, u. The other
inputs, 2 and w, the random input that determines the service times effect
the middle quantiles. This is expected as these are the quantiles when the
queue length is roughly zero and the inter-departure times depend on the
service times only.

Additionally this shows that learning a little bit about the value of 3 has
not only reduced the variance but has meant that the standardised indices
of the other parameters are much higher. This illustrates that the Sobol’
indices are very sensitive to their prior distributions. Examining this is
beyond the scope of this thesis but for a method of estimating the value of
learning some data, which will reduce the variance of the input distributions,
see (Strong and Oakley, 2013; Strong et al, 2014).

7.2.2 Ricker Model

We are going to examine the Ricker Model, as described in Wood (2010)
and Section 4.2.1. We examined most of the summaries described in Wood
(2010). These are:

e the coefficients, 81 and f2, of autoregression.

e the mean of the outputs and the number of outputs that are equal
ZETO0.

e the autocovariances up to lag 5.

We sampled the parameters and the random inputs 10, 000 times with priors
suggested by Wilkinson (2014),

log(r) ~ U(3,5),
o ~ U(-0,0.8) and
¢~ U(4,20).

Figure 7.4 shows the results of the global sensitivity analysis. The global
sensitivity of the Ricker model shows that for most of the summaries logr
often has an effect on the output as too does ¢. For the mean (summary 3),
the Sobol’ index of ¢ is nearly 0.8. u, the random inputs associated with
the observation model has very little effect on all of the summary statistics.
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The third order interaction between log r, o and e has a large effect on all of
the summaries. The fourth order interaction between logr, o, ¢ and e also
contributes quite a lot to the variance for the auto covariance summaries.

There is quite a lot of variance for all of the summary statistics caused by
interacting parameters. The total sensitivity indices for the random inputs
is roughly a quarter for the covariates of autoregression (summaries 1 and 2),
roughly 0.1 for the mean and number of outputs equal to 0 (summaries 3 and
4) and about 0.5 for the autocovariances of lag 0 (summary 5) and increasing
roughly linearly from 0.3 to 0.73 for lags 1 to 5 (summaries 6 to 10). With
the exception of the covariates of autoregression, the total variance for the
u was 0. This means that almost all of the stochastic variation is down to
the random inputs in the background model, e.

7.3 Submodels and Arbitrary decisions

We have seen how a stochastic model can be written as a deterministic
function of its parameters and its ‘random inputs’. In this section we look
at decomposing this function into a number of separate functions, linked
together in the form of a Directed Acyclic Graph (DAG). Such a decompo-
sition is not unique, of course, but often we can choose the decomposition
so that the individual functions correspond to parts of the model that have
meaning in the real process being modelled, linked together in an order that
reflects the real-world sequence of events (or sometimes, in a computer-based
model, the sequence of calculations within the model). We call the elements
of a decomposition of this sort ‘submodels’.

Definition 1. A submodel is part of a model expressed as a deterministic
function.

Usually the inputs to a submodel will be uncertain and they may include
parameters, random inputs, and the outputs from other submodels (its ‘par-
ents’ in the DAG). While the DAG usually induces only a partial ordering
on its nodes, in practice the ordering on the nodes representing submodels
(as opposed to inputs) is often strict. This ordering will be important later
in thinking about variance partitioning.

We also want to extend the type of flexibility we represent within a
model. Sometime there are a number of different ways in which a part of a
process can be modelled. For example, in the woodhoopoe model (Section
2.2), there is a part of the model where a subordinate leaves their group and
searches for a vacant dominant position in another group. The subordinate
either goes left or right and searches for up to 5 groups in that direction. If
another researcher comes along and says that rather than go left or right they
go the opposite way to where they went last time, this could be put into the
model as an alternative. In general, suppose that we have a submodel that is
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uncertain, and we have different versions S;,7 = 1,...,d with probabilities
w;, which define a prior distribution over these models. We can think of
s € {S1,...,54} as an additional input to the submodel, representing the
uncertain modelling choice being made in part of the model. This method
is similar to the trigger parameter method of Tarantola et al (2002) where
the presence or absence of stochastic errors is added with probability 0.5.

The sensitivity indices for s can be estimated like the other parameters
but for small d it may be more efficient to estimate the closed sensitivity
index of inputs ¢ by estimating

d
T = Zp(s(l)) Z p(s(m))/f(a:, sW) (f(%xlm s\, si’?)) - f(@, S(m))) duda’

=1 m=1

than sampling s and s’ and estimating it using the method of Tarantola et al

(2006D).
(o)

S, Sy S,

Figure 7.5: The directed acyclic graph of the submodel choice where all of
the submodels are parameterised from the same parameters 6.

If we have a number of functions, S;, that share the same parameters,
0, but are parameterised differently, ¢;, as shown in Figure 7.5, then we can
distinguish between the uncertainty caused by s and #. This is demonstrated
on the bird synchrony model in Section 7.4.1.

Previously the test of alternative submodels has been used to test the
importance of each submodel to the model as a whole (Tarantola et al, 2002;
Iooss and Ribatet, 2009). However this differs from what we are describing
here. Above we are assuming that the decision of which submodel to use in
the model is uncertain and sensitivity index of s is the expected reduction in
variance should we learn the true value of s. However in the other methods,
the choice of submodel has already been made and they see what difference
would have been made had we chosen another submodel. This is known as
robustness analysis rather than sensitivity analysis. In robustness analysis
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the variance of the models is increased by adding alternative models and then
the additional variance is deemed to be the importance of the submodel to
the output (Grimm et al, 2014).

We are now going to propose a method of partitioning the variance
between the submodels, in a way that depends on the (partial) ordering
represented by the DAG linking them. More precisely, we will use Sobol
decomposition to partition the variance between the inputs to the model—
including parameters, random inputs and choices of submodel versions—and
then use the ordering of the submodels to associate the terms in the Sobol
decomposition with particular submodels. Note that this means that the
Sobol terms will be grouped differently if we decompose the model into
submodels in a different way. In order to describe this we will look at a toy
model

w o~ Nm,o) (7.4)
Y ~ N(a%) (7.5)
By coupling the random inputs as described in Chapter 4 (i.e. uq is used to

evaluate the first submodel and w the second), we are able draw a directed
acyclic graph (DAG) of this model as shown in Figure 7.6. In this model,

i

1/

m + o® 1 (ug) 4—@
—®

p+ o H(w)

Figure 7.6: The directed acyclic graph of the model described in equations
7.4 and 7.5.

the submodel, m ++/v® ! (uy), is evaluated before y+o®~1(w) and p is the
state of the model after the first submodel. Note that this representation
of the model gives a strict ordering between the two submodels, but not
between the inputs. By treating the inputs to a submodel as coming before
the inputs to a later submodel, we can refine the ordering in a natural way;
in the example, we think of mu,v and u; as coming before ¢? and w. This
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refined ordering is the basis of the way we will define the sensitivity index
of a submodel.

In a general model, we can label the submodels A; and their respective
inputs z; for ¢ = 1...r and Q; as the state of the model after submodel A;
has been evaluated with ()¢ is the initial state of the model and @, is the
output of the model. The state, ();, may include things that are unchanged
by A; and may need to be used in further submodels. A DAG of a general
model is shown in Figure 7.7. In the toy example, Ay is m + o® !(u1),

&= ®

W

@—» A,

i

Figure 7.7: The directed acyclic graph of a general model.

with inputs m, v and uy, As is g+ c® 1 (w), with inputs ¢ and w and Q,
is pand Q, is Y.

Before we can define submodel sensitivity, we need to consider the case
where there is not a strict ordering between the submodels. Suppose that
in the toy example that we add a submodel

o = IG(a,b,us)

where IG(a,b,us) is the inverse of the cumulative distribution of Inv —
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Gamma(a,b) evaluated at up. This submodel has to be evaluated before
the submodel y + c®~!(w) but it does not matter whether it is evaluated
before or after the submodel m++/v® ! (u1). In this formulation, A; is either
m + /v® 1(u) with Q1 being u and Ay being IG(a,b,us) or IG(a,b,us)
with Q1 being o2 and Ay being m + /v® ! (uy). Either way Qg is p, 02, As
the order that these two submodels are evaluated does not affect the state
(2, we say that the submodels A; and A, are commutative submodels. More
formally

Definition 2. Two submodels, A; and A;11, are commutative submodels
if, conditional on the state, QQ;—1, being the same before either submodel is
evaluated, the state after both submodels have been evaluated, Q;y1 will be
the same regardless of the order in which the submodels are evaluated in.

The DAG for the toy model, with us being the random input for the
submodel IG(a,b,u2), is shown in Figure 7.8. Now lets we add a further

m+ /@ (uy) IG(a,b,ug)

Wi
dos

1+ 0= (w) <—@
l

®

Figure 7.8: The directed acyclic graph of the toy model with the commuta-
tive submodels.

level of complexity by saying that
m = f(z1)
a = g(2).

In this model, the submodel f(x1) needs to be evaluated before m-++/v® ! (u;)
and g(x2) needs to be evaluated before IG(a,b,uz) however the order in
which these two sets of submodels are evaluated does not matter. We say

132



that these two sets of submodels are commutative submodel sets. More
formally

Definition 3. Sets of submodels A = {A;,..., Aj} and B ={Aj41,..., A}
are commutative submodel sets if conditional on the state, Q;_1, being the
same before either set has been is evaluated, the state after both sets have
been evaluated Q11 will be the same regardless of the order in which the
sets are evaluated.

If we look again at the final submodel, y + 0®~!(w), which has inputs
i, 02 and w we can partition the variance of Y as

VCLT(Y) = Vw + I/Qw'Q + un + Vw02 + unUz‘

If we were to learn p and o2 then we would expect the variance of Y to
reduce by 1202. This means that 1202 has been caused in other submodels
and the rest is caused in this submodel. We now define a metric of how the
model outputs are sensitive to the submodels.

Definition 4. Let x; be the inputs to submodel A; and ¢; be all of the inputs
to the previous submodels, A1.,_1, that are not commutative with A;, then
the submodel sensitivity index of A; is defined as

_ 2 2
SAi = T — Loy

This corresponds to the inputs in a particular order, induced by the
DAG and extended to the inputs as described above. This essentially gives
the expect reduction in variance by learning x; and ¢ as opposed to just
learning ¢. It follows from the decomposition of the Sobol index above that
Sa, > 12,

Definition 5. If A; and A; are commutative with inputs x; and x; respec-
tively, then the submodel interaction index is

_ 2 2 2
SAiAj - Ixixj - Iil - I:I:]' .

For example in the toy model described by equations 7.4 and 7.5, the
submodel sensitivity index of the submodel m + /v® () is the closed
sensitivity index of the inputs, 72, because z1 = {v,m,u;} and ¢1 = {}.
The submodel sensitivity index of p+0®~!(w) is the closed sensitivity index
of the inputs to the submodel, z5 = {02, w}, and inputs to the previous
submodel, g3 = {m, v, u;}, less the closed sensitivity index of the inputs to

the previous submodel. This is
Vo'2+Vw+V02v+"'+va+"'+V02wv+"'+v¢72wvmu1'

An extended, iterative version of the toy model is described by

pi = Y1 + Vo® 1(u;) (7.6)
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and then
Y; = pi + 0@ H(w;) (7.7)

for i = 1...n. The DAG of this model is shown in Figure 7.9. The sub-
models described in equation 7.6 and equation 7.7 are repeated. These
submodels form an iteration of an iterative model. The beginning of the
iteration the submodel described by equation 7.6 and the end of the itera-
tion is the submodel described in equation 7.7. The iteration is of length 2.
More formally

Definition 6. If there exist integers | > 0 and j such that
Ai = Ag—1)i4

fori=j5...l—14jandt=2...T for someT > 1, in the sense that if the
inputs to A; and A_1y4; are the same then the outputs remain the same,
then the model is an iterative model. The part of the model between A; and
Ai_14j is known as an iteration, and is effectively executed T' times. The
submodel A; is known as the start submodel and A;_1; is the end submodel
and the iteration has length I.

If the general model described above is an iterative model, then we can
re-label the submodels in an iteration as A;; for j = 1...[ in iteration t.
t increases every time the start submodel of an iteration is evaluated (for
t =1...T). This means we can add a plate to the DAG as shown in Figure
7.10 for a section of the model. We now say that an edge creating a cycle in
the graph means that the model is an iterative model with the edge moving
from the end submodel to the start submodel implying a plate. The state,
Q;, is also implied.

The DAG of the iterative model described by equations 7.6 and 7.7 is
shown in Figure 7.11. Looking at Figure 7.9 every time Y; 1 + /o® ! (u;),
which we are going to call Ay, is evaluated, v remains the same. Similarly
when j1;+0® ! (w;), which we denote Ag ;, is evaluated o2 remains the same.
We can collect all of the Aj ;s (called A1) and A ;s (called Ay) and then the
iterative submodel sensitivity indices of model of submodels A; and As is
the sum of the submodel sensitivities indices A1 1., and As 1., respectively.
More formally, if the model is an iterative model then we can re-label the
submodels in an iteration as A;; for j = 1...[ in iteration ¢. t increases
every time the start submodel of an iteration is evaluated (for t =1...T).

Definition 7. For an iterative model with iteration start A; and end A;4,
then the iterative submodel sensitivity index of A;, fori=j...54+1—11is

T
Va, = Z S,
t=1
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Figure 7.9: The directed acyclic graph of the model described in equations
7.6 and 7.7.
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Figure 7.10: Part of the directed acyclic graph of an iterative model.
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Figure 7.11: The directed acyclic graph of the iterative model described in
equations 7.7 and 7.6.

For a submodel Ay, which is not part of an iteration then
Va, = Sa,.-

If submodel A; is in an iteration with length greater than one, it is not
possible to calculate the iterative submodel sensitivity index of A4;. We can
however calculate upper and lower bounds.

Proposition 5. If we have an iterative model with submodel, A; with inputs
0, ¢ are the inputs to other submodels in the iteration and n are the inputs
all the from submodels not involved in the iteration, A; for j < i, then we
can say

Ton — To S Va, < Topn — To-

Proof. First separate 6 into 01.p where 6; is the inputs to the submodel at
time ¢t and let ¢; be all the parameters that have entered the model in other
submodels between A;;_1 and A;;. This means that the submodel sensitivity
index for A; is

2 9
SAit = T9r1u¢1un — TOri—1¢14m°

We can rewrite

2 _ 2 2 2 9
TO1.001:4m = Iel:t—1¢1:tn+zet¢1:tn To, — Toprun

2 2
+I91:z77 T Thrman

and therefore

_ 2 2 2 2 2
SAit_Ié’Lm I91:t71?7+19t¢1:m Lo — Loruem:
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The total first order variance, over time T is

T
Va, = ZSA,-t
=1

T

_ 2 2 2 2 2
- (IG’LH} Th1.4—17m + Toip1.um — Toun I¢1:t77>
t=1

!

_ 2 2 2 2 2
= Doy~ Iy + Z (19t¢1:m Toun I¢1:t7])
t=1

Y

\]
[\

\]
[\

as
Also

2 2 2 2 2 2
Togn — Lom > To1.1n + Z (Ietti)l:TTI Lo I¢1:T77)

The iterative submodel indices for the toy example are then
2 =2
IYovu < VAl < TYovu

and
72, < V4, <72
To2p = VAL = T2y

Up until now we have only described sensitivity analysis however these
methods could be used to perform robustness analysis on the models. We
have already seen that by changing some of the submodels and examining the
sensitivity of these changes on the model output we can perform robustness
analysis (Grimm et al, 2014; Railsback and Grimm, 2012). Additionally by
treating some of the assumptions as submodels, for example the choice of
a square grid rather than a hexagonal one (Birch et al, 2007), we can then
perform global sensitivity analysis on the model to see whether the model
output is sensitive to the assumptions.

7.4 Demonstration on Individual based models

We are going to demonstrate these methods on the two individual based
models described in Chapter 2.
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7.4.1 Bird synchrony model

Jovani and Grimm (2008) built an individual based model that modelled
the laying times of birds in order to try and find out which individual traits
lead to the synchronicity of breeding amongst colonial birds. They say that
in order for the birds to lay their eggs it is important that there is calm and
that neighbouring birds assess each others’ stress level and when it is calm
enough they lay their eggs. The model is described in Section 2.1.

Coupling the model

Initial

Y

Stress e

Figure 7.12: The original breeding synchrony model.

The original model has two submodels and three inputs. The Initial
submodel, that sets the initial stress levels of the birds, has the maximum
stress level, m+10, and the random inputs involved in generating these are
2. The Stress submodel works out the stress levels for the birds and has one
input, the neighbourhood relevance parameter N R. The original model is
iterative with an iteration of length 1 and the DAG is shown in Figure 7.12.

Uncertain Inputs

The input distributions for the three inputs are

NR ~ U(]0,1),
m ~ U(:|0,50) and
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where 4 is 152 samples from a uniform distribution between 0 and 1. The
initial stress levels are then
10 4+ ma.

Outputs

We are going to examine six outputs. The first is the mean laying time; this
is not a measure of synchrony but we are going to see how the inputs effect
this. We will examine the standard deviation of the laying times; this is a
measure of the synchrony of the laying times with lower the value of the
standard deviation the more synchronised the laying times will be. Another
measure of synchrony which we will examine is the interquartile range. If the
interquartile range is small then the laying times will be more synchronised.
We will measure the skewness estimated by

(n—1)ms 2
( nmso )

where m; is the sample of the ith moment (Joanes and Gill, 1998; Meyer
et al, 2013). If we found that mg = 0 (i.e. if all of the laying times are
the same) then we set the skewness to 0. The skewness is not a measure of
synchrony but has been used when describing the laying times of colonial
seabirds (Gochfeld, 1980).

In addition to these inputs we will examine the spatial autocorrelation.

In order to do this we will use Moran’s I function (Moran, 1950). Moran’s
I function is a measure of global spatial correlation and is defined as

ny; > wij(w — 2)(z; — &)
D020 Wij 2T — T)?

where z; is the ith bird’s laying time of which there are n, Z is the mean
laying time and w;; is the reciprocal of the distance between bird 7 and j.
If © = j then w;; = 0. A Moran’s I value close to 1 indicates clustering
whereas a value close to —1 indicates dispersion. If we found that all of the
laying times were the same we set Moran’s I function to be 1. We have two
measures of w;;; Moran; is where the w;; is the Manhattan distance (Black,
2006) between i and j and Morany is where wj; is the Chebyshev distance,or
chessboard distance (Cantrell, 2000) between ¢ and j.

Sensitivity analysis

Table 7.4 shows the standardised first order and the total effect indices.
As the model is quick to simulate from, we used the method described by
Liu and Owen (2006) Section 6.3.3 in order to calculate these indices with
the number of points simulated as 5000. The iterative submodel sensitivity
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NR m )
FO Mean 01]0.99 0
SD | 0.70 | 0.07 | 0.01
IQR | 0.69 | 0.05 | 0.01
Skew | 0.02 | 0.03 | 0.06
Moran; | 0.12 | 0.32 0
Morans | 0.11 | 0.32 | 0.01
TI Mean 0 0.99 0
SD | 0.91 | 0.28 | 0.02
IQR | 0.92 | 0.28 | 0.06
Skew | 0.72 | 0.88 | 0.89
Moran; | 0.58 | 0.83 | 0.46
Morans | 0.56 | 0.82 | 0.46

Table 7.4: The first order (FO) and total sensitivity indices (TI) for the
outputs of the original model. Moran; is the distance with four neighbours
and Morans is the distance with eight neighbours.

Initial | Stress
Mean 0.99 0.00
SD 0.08 0.91
IQR 0.07 0.92
Skew 0.27 0.72
Moran; 0.42 0.58
Morans 0.43 0.56

Table 7.5: The submodel sensitivity indices for the breeding synchrony
model. Moran; is the distance with four neighbours and Morans is the
distance with eight neighbours.

sensitivity indices for the Initial and Stress submodels are shown in Table 7.5.
We found that the Stress submodel was driving the measures of synchrony
and mean was driven entirely by the Initial submodel. This suggest that the
stress hypothesis is a good reason why the birds synchronise their breeding
behaviour. The other outputs seem to be driven by a mix of inputs especially
as over half of the skewness and 0.4 of the Moran I variation is down to the
interaction of all three of the inputs.

As mentioned earlier, the submodel sensitivity indices are dependent
on the order that you learn the inputs. If we were to learn NR first the
corresponding version of the submodel sensitivity indices are shown in Table
7.6. We found that for the Mean, the results are the same for both orderings
and differ slightly for the standard deviation and the interquartile range;
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however, we did find that the ordering did make a large difference for the
skewness and spatial outputs.

Initial | Stress
Mean 0.99 0.00
SD 0.29 0.70
IQR 0.30 0.69
Skew 0.97 0.02
Moran; 0.88 0.12
Morany 0.88 0.11

Table 7.6: The submodel sensitivity indices if you were to learn N R before
m and ¢. Moran; is the distance with four neighbours and Morans is the
distance with eight neighbours.

Robustness analysis

We now perform robustness analysis on the model. In doing so we need to
test the model by changing the model details and submodels. In order to
do this we added all of the alternatives submodels described in Section 2.1.2
and tested their effect on the outputs. The model was coupled according to
Figure 7.13.

The bird layout in the model is a square grid of size Size x Size where
Size is an integer uniformly between and including 15 and 30. If Arr =1,
with probability 0.5, the birds will arrive according to the Stochastic Arrival
submodel and will be present at the start of the model, i.e. as in the original
model, if Arr = 0 with probability 0. The ith bird arrives

min{n:1—(1—-MX)">p;,n €Ny}

where A ~ Gamma(-|2,0.25) and p; is the random inputs sampled from a
uniform distribution between 0 and 1.

The stress level will be reduced stochastically if Red = 1, with probabil-
ity 0.5, and deterministically if Red = 0, with probability 0.5. If the stress
level is reduced stochastically, it will be reduced, after the neighbourhood
reduction, by

14o0s

where o ~ U(-|0,1) and each element of s is sampled from a standard
Gaussian distribution.

The shape of the grid cell seems rather arbitrary so we are going to look
at seeing if this has an effect on the model. The birds will have either four
or eight neighbours with equal probability and this is denoted in Figure 7.13
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Figure 7.13: The breeding synchrony model with additional submodels.

by 8/4. The inputs relate to the submodels Initial, Arrival and Stress as de-
scribed in Figure 7.13. The submodels, Arrival and Initial are commutative
submodels. We ran the model using the method of Liu and Owen (2006)
(Section 6.3.3) with 2000 points as this analysis requires a lot more model
runs. The standardised first order and total indices for the model described
in Figure 7.13 are shown in Table 7.7.

The total sensitivity indices for the random inputs for the standard devi-
ation, the mean and the interquartile range are zero. This suggests that the
the stochasticity of the model has a very small effect on these outputs. For
the other outputs the initial random inputs have an effect when interacting
with other inputs as too do p and s for the skew of the model. That said,
whether the stochasticity is on or not does have an effect on the outputs of
the model particularly the stochastic arrival of the birds.

Whether the neighbourhood consists of the 4 neighbours or to 8 neigh-
bours doesn’t really make a difference to the outputs that measure the syn-
chronicity of the whole population and the mean, which suggests that the
choice of the neighbours does not make a difference for these outputs. How-
ever the total indices for the measures of spatial autocorrelation and skew-
ness of the laying times are not negligible and thus this detail of the model
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does have an effect on these outputs.

Similarly, the size only affects the results of the Moran I’s function and
the skewness with only its high orders none negligible. The size of the grid
has no effect on the outputs of synchronicity and the mean of the laying
times.

In the robustness analysis we have shown that when we added new sub-
models and changed the details of the model, the outputs relating to the
breeding synchrony were still mostly effected by NR. N R also contributes
to the mean in the alternative model which was not present in the original
model. Having said this the mean is still mostly affected by m. This leads
us to believe that this robustness analysis supports the conclusions of Jovani
and Grimm (2008). However the model’s structure and details are sensitive
to the spatial autocorrelation and the skew of breeding times which leads us
to believe that the model is not robust to other outputs and therefore fur-
ther work would be needed on the model in order to answer other questions
about breeding times of colonial birds.

Submodel sensitivity

Using the natural ordering, the model is iterative and therefore we can only
give bounds for the iterative submodel sensitivity indices (ISSIs) for the
Arrival and Stress submodels which are shown in Table 7.8. We can see

Output | Initial Arrival Stress
Mean | 0.59 | 0.65 | 0.15 | 0.30 | 0.10 | 0.22
SD | 0.05|0.16 | 0.41 | 0.50 | 0.33 | 0.52
IQR | 0.03]0.19 | 0.18 | 0.25 | 0.48 | 0.69
Skew | 0.09 | 0.40 | 0.21 | 0.54 | 0.10 | 0.54
Moran; | -0.01 | 0.56 | 0.20 | 0.64 | 0.12 | 0.66
Morans | -0.02 | 0.60 | 0.20 | 0.66 | 0.11 | 0.68

Table 7.8: The ISSIs for each submodel. For the Initial submodel, this
can be calculated exactly; for the other two submodels we can only get the
bounds. Moran; is the distance with four neighbours and Morans is the
distance with eight neighbours

that for the standard deviation and the interquartile range, the two outputs
that most measure the synchronicity of the breeding, that the majority of the
variance is caused by the Stress submodel which suggests that the breeding
synchrony in the model is down to this submodel.

As in the original model, the mean was mostly caused by the Initial
submodel. Having said this, the Stress submodel does now cause some
uncertainty on the mean.
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First bird’s stress level

We set all of the alternative submodels on, with the Size = 15 and the
neighbourhood being the eight neighbours, and examined the stress level of
the first bird to arrive after each iteration for the first 40 iterations. We
estimated the ISSIs for the three submodels using the method of Liu and
Owen (2006) with a sample size of 2000 and these results are shown in Figure
7.14.

The plot shows the minimum ISSIs for the Arrival, Stress and Initial sub-
models as well as the ISSIs interaction for the Initial and Arrival submodels
and the variance that cannot be assigned to any of the submodels. For the
stress level after the first iteration the unknown variance is zero because the
model, for this output, is not iterative. The variation in the early iterations
is mostly attributed to the Arrival submodel with the variation in the middle
iterations attributed to a combination of the Initial and Stress submodels.
In the final iterations we are unable to distinguish in which submodel the
variance is attributed to. Of the variance that we can distinguish, most was
attributed to the interaction of the Initial and Arrival submodels.

Test with re-parameterisation

In this section we demonstrate sensitivity analysis on a submodel when the
submodels have the same input distribution, like in Figure 7.5. We will test
what effect the birds’ arrival have on the model output. We will assume,
possibly ecologically incorrectly, that the birds have an initial stress level
that is determined at the beginning of the simulation and is reduced before
the birds arrive with NR = 0. When stochastic arrival is on then the model
runs as above with initial values ¢ but when stochastic arrival is off the initial

values will be
a;

ij + Z o€k + a;
k=1

where a; is the arrival time of bird j. This is the initial value plus the
stochastic reductions before arrival plus the arrival time. If stochastic re-
ductions are off then €;;, = 0 Vj, k. The idea is that when the bird j arrives
at time a;, when stochastic arrival is on, it will have the same stress level if
the stochastic arrival was off and NR = 0 at time a;. We are unable to dis-
tinguish between the variance caused by the input and the variance caused
by the submodel decision. As when we examined the individual stress level,
we set Size = 15 and only examined the eight neighbours and using the
method of Liu and Owen (2006), with a sample size of 2000, we estimated
the standardised Sobol’ indices which are shown in Table 7.9. It shows that
whether birds arrive at different times in the model has an effect on the
model outputs.
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Figure 7.14: The standardised iterative submodel sensitivity indices for the
stress level of the first bird to arrive.
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Output | Arrival | Other inputs | Interaction
Mean 0.32 0.57 0.11
SD 0.23 0.58 0.19
IQR 0.09 0.75 0.16
Skew 0.23 0.37 0.40
Moran; 0.09 0.55 0.36
Morans 0.07 0.55 0.38

Table 7.9: The sensitivity indices of the arrival and all the other parameters.

7.4.2 Woodhoopoe model

We are going to perform sensitivity and robustness analysis on the simplified
woodhoopoe model described in Section 2.2.

Coupling the model

We coupled the model as demonstrated in the DAG in Figure 7.15. The
submodels Leave, Predation and Left/Right for a set that is a commutative
submodel set with the Subordinate Order submodel. The age of woodhoopoe
j at the beginning of the model is

i n
mm{n:ﬂ zuij,nel\ﬁ}.

A subordinate j leaves its territory at time ¢ if ulyt < 0. If subordinate j
leave their territory, they are killed by a predator if " < 0. If subordinate
7 leaves their territory at time ¢ and survives the predation part then they
go to the left territory if ul' < 0.5 and right otherwise. The subordinates
move in an order with the subordinate with the lowest u,* moving first and
the second lowest moving second and so on. When there are n newborns in
territory k then the jth newborn (for j = 1...n) is a male if «] *! Finally
woodhoopoe j dies of natural mortality if ugt < 61. All of the random
inputs are sampled uniformly between 0 and 1.

Uncertain Inputs

The input distributions for the three parameters are the same as described
in Section 4.4.3,

6. ~ U(]0,0.05),
02 ~ Beta(:|1,1) and
03 ~ U(:|0,0.5).
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Figure 7.15: The woodhoopoe model.
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Outputs

We are going to examine the same summary statistics as described in Section
4.4.3. These are the 0.25 (a), 0.5 (b) and 0.75 (c) quantiles of the population
size; the minimum (d), mean (e) and maximum (f) of the number of groups
with vacant dominant positions and the 0.25 (g), 0.75 (h) quantiles and
mode (i) of the group sizes evaluated once a year (in the 11th month) for
the 20 years of the simulation. If the model reaches its absorbing state all of
the outputs are still defined. However, whilst performing this analysis, we
did not run an input set that resulted in the model reaching its absorbing
state.

Variance based sensitivity analysis

We estimated the sensitivity indices using the method described by Taran-
tola et al (2006b) (Section 6.3.3) with 2000 samples from each input. We
found that the majority of the variance is caused by the parameters; this is
shown in Table 7.10. It also shows that for all of the outputs except the ones
that count the number of vacant dominant spots that the total sensitivity
of the random inputs is nearly zero which means that the variance down to
the aleatory parts is quite small.

We estimated the submodel sensitivity indices and the results are shown
in Table 7.11. We found that most of the variance was attributed to the
submodels with the parameters in them, namely the Leave, Predation and
Natural Mortality submodels. The other submodels had very little impact
on the model output.

Robustness analysis

We now perform robustness analysis by experimenting with various submod-
els. There are a number of alternative decisions that could have been made
when formulating the model. We are going to experiment with different
versions of the left/right submodel. Each of the following submodels will
have an equal probability of being used in the model:

1. The subordinate will move as described above.

2. In this submodel a subordinate will attempt to move to any other
territory at random. More formally, subordinate j at time ¢ and at
the ath attempt during this iteration will move to the kth territory
that it hasn’t visited in this iteration (with territory 1 being the first
and territory 24 being the 24th) such that

k = mi :
mln{n T

> by,m € N+}
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FO| 60,1042 ]0.36 | 0.32 | 0.48 | 0.66 | 0.62 | 0.40 | 0.28 | 0.21
621 0.19 | 0.21 | 0.23 | 0.02 | 0.02 | 0.02 | 0.17 | 0.21 | 0.29
63 | 0.24 | 0.25 | 0.25 | 0.06 | 0.06 | 0.07 | 0.21 | 0.23 | 0.28

u; 0 0 0 0 0 0 0 0 0
Uo 0 0 0 0 0 0 0 0 0
U, 0 0 0 0 0 0 0 0 0
Up 0 0 0 0 0 0 0 0 0
Ug 0 0 0 0 0 0 0 0 0
Up 0 0 0 0 0 0 0 0 0
Ug 0 0 01]0.010.01]|0.01 0 0 0

TI | 6; | 0.56 | 0.53 | 0.51 | 0.92 | 0.91 | 0.91 | 0.60 | 0.53 | 0.42
62 1 0.30 | 0.34 | 0.37 | 0.19 | 0.11 | 0.11 | 0.33 | 0.41 | 0.44
63 | 0.31 | 0.34 | 0.35 | 0.36 | 0.24 | 0.25 | 0.32 | 0.37 | 0.41

u; 0 0 0 0 0 0 0 0 0
Uo 0 0 01]0.04|0.03|0.02 01]0.01 0
Um 0 0 01]0.090.06|0.04]0.01]|0.03|0.01
Up 0 0 0| 0.10 | 0.07 | 0.05 | 0.01 | 0.03 | 0.01
Ug 0 0 0] 0.08]0.06|0.04]0.01]0.02 0
Up 0 0 0| 0.11 | 0.07 | 0.06 | 0.01 | 0.02 0

ug | 0.01 | 0.01 | 0.01 | 0.23 | 0.14 | 0.14 | 0.02 | 0.04 | 0.01

Table 7.10: The first order and total sensitivity indices for the outputs of
the woodhoopoe model. The letters a-i correspond to the summary of the
output described in 7.4.2.

where

. ka—l
ba = (25 — a) (bal — o5 a)

and the subordinate visited the k,_1th territory searched at attempt
a—1fora>2and b =ul’

3. Subordinate will move left or right at their first search, with equal
probability; every time they leave from this moment they will move
the opposite way to their previous move. Subordinate j will move left
on its ath time that they leave their home territory if « is odd and
ugl < 0.5 or if o is even and ugl > 0.5 otherwise it will move right.

In addition to this we will look at adjusting the number of territories a
subordinate searches in before they return back to their original territory
which is 5 in the original model. We will say that the number is discretely
uniform from 1 to 6 as du Plessis (1992) observed that the maximum distance
a woodhoopoe travelled to settle in a new territory was 6 territories away.
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a b ¢ d e f g h

Leave | 0.19 | 0.21 | 0.23 | 0.02 | 0.02 | 0.02 | 0.17 | 0.21 | 0.29

0.30 | 0.34 | 0.37 | 0.19 | 0.11 | 0.11 | 0.33 | 0.41 | 0.44

Predation | 0.24 | 0.25 | 0.25 | 0.06 | 0.06 | 0.07 | 0.21 | 0.23 | 0.28

0.31 1034|035 037|025 027|032 037|041

Left /Right 0 0 0 0 0 0 0 0 0

0 0 0] 0.08|0.06|0.04 | 0.01|0.02 0

Subordinate Order 0 0 0 0 0 0 0 0 0
0 0 0] 0.04 | 0.03 | 0.02 0] 0.01 0

Birth 0 0 0 0 0 0 0 0 0

0 0 00.11 | 0.07 | 0.06 | 0.01 | 0.02 0

Natural | 0.42 | 0.36 | 0.32 | 0.55 | 0.67 | 0.65 | 0.40 | 0.28 | 0.21
Mortality | 0.56 | 0.53 | 0.51 | 0.92 | 0.91 | 0.91 | 0.60 | 0.53 | 0.42

Table 7.11: Upper and lower bounds for the iterative submodel sensitivity
indices for the outputs of the woodhoopoe model. The letters a-i correspond
to the summary of the output described in 7.4.2.

Additionally, the order in which the subordinates attempt to leave their
territory could be important. We examined three alternative submodels
with equal probability of being used:

1. The subordinates move in the same order as described above.

2. The subordinates move in the order they entered the model. This
essentially means that the older subordinates move first and therefore
have a greater chance of becoming dominants in other territories.

3. Another alternative, is to run the subordinates in a random order
but this order remains the same for the rest of the simulation. The
woodhoopoe alive in the model with the lowest u, will always attempt
to move first and the woodhoopoe with the second lowest will always
move second and so on.

We found that the choice of submodel and the order of which the birds
moved did not have an effect on the results. In fact the total and first order
indices were 0 to 4 decimal places for all of the outputs for the submodel
selection parameters.

We did find that the number of attempts that a woodhoopoe that left its
territory has to find a new territory with a vacant dominant slot did affect
the results. It had a small effect on the population and the group sizes
(about 0.05 for each of the outputs) and had a large effect on the number
of vacant dominant positions, the first order index being about 0.25 for the
three summaries of the vacant positions. The other parameters (described
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in the original model) contributed roughly 0.5 meaning that quite a lot of
the variance was down to the interactions between the number of searches
made by a subordinate and the other inputs.

In the simplified model, Railsback and Grimm (2012) do not discuss
the implication of this seemingly arbitrary parameter. The decision to fix
this value at 5 causes quite a large difference in the model output and thus
making any conclusions from the model less reliable, especially about the
number of vacant dominant positions.

7.5 Discussion

In this chapter we developed a method of performing variance-based sensi-
tivity analysis on stochastic models by treating the random inputs as an ad-
ditional parameter, refining a method described in Iooss and Ribatet (2009).
Rather than in Tooss and Ribatet (2009), where the random inputs are one
“macroparameter”, we have coupled the random inputs into groups of in-
puts (Jacques et al, 2006). By coupling the random inputs, we were able to
partition the variance not only between aleatory and epistemic parts, but
between the different parts of the aleatory uncertainty, essentially allowing
us to identify which random inputs are important and which are not.

We demonstrated this method on two stochastic models, a queuing model
and the Ricker model. In the queuing model we were able to say that the
random inputs that determined the arrival times of customers are more
influential that the random inputs of the service time. In the Ricker model
we showed that a complex interaction of the random inputs and parameters
had the highest sensitivity index, something that would be impossible to
find using the “macroparameter method” or meta-model methods (Iooss
and Ribatet, 2009; Marrel et al, 2012).

If we were uncertain about a what form a submodel should take, we
demonstrated a method of treating this decision as an unknown input. If
multiple submodels have the same inputs or same prior predictive input
distributions but are parameterised differently, then it may be useful to
distinguish between variance accounted by the choice in submodel and the
variance accounted by the inputs to the submodel.

In the method described in this chapter, all potential submodels need to
be fully specified and written into the model which can be a time consuming
task (Grimm and Railsback, 2005; Railsback and Grimm, 2012). Further-
more, prior distributions need to be specified for the submodels which may
not be such an easy task and as we have shown empirically, the sensitivity
indices are sensitive to the input distributions.

The method of submodel choice described in this chapter was developed
in order to perform robustness analysis (Weisberg, 2006) by testing the
effects of the details of complex models on the output of the model and
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seeing what happens if we change some of the submodels. We tested two
IBMs, adding uncertainty to the model by changing some of the submodels
and details of the model. We then performed sensitivity analysis on the
output of the new model. This sensitivity analysis partitions the variance
of the new model, rather than measuring the additional variance caused by
the changes between the old model and the new.

The robustness analysis is specific to an output of the model. If a model
is used to make a specific decision then this decision should be robust to the
model details and structure but other outputs need not. However, it is often
the ultimate goal of these types of models to build a virtual laboratory. If
a model is robust enough to be used as a virtual laboratory, adding new
plausible submodels should not have a large effect on any of the outputs
that the model could be used to test. What effect a new submodel requires
for a model to pass robustness analysis is subject to the user. For example,
in the bird synchrony model, we concluded that the measures of synchrony
were robust in this model despite the addition of the arrival having an effect
on the model output.

We defined the submodel sensitivity index and the iterative submodel
sensitivity index as measures of the sensitivity to the output a submodel
gives. This gives a way of identifying which components of the model are
“live”, where the variance is added to the model, and which parts are “dead”
and do not contribute to the variation (Tarantola et al, 2002). This can
enable the model developer to see which submodels are important during
the model development phase.

The submodel sensitivity indices are sensitive to the ordering of the in-
puts. In this chapter we used them with the order defined by the model
structure, however, it could be plausible that you could, from field exper-
iments, learn a number of the true values of the uncertain inputs or even
intermediate state of the model. The corresponding version of submodel
sensitivity indices could then be used to decide what would then be the
next best inputs to learn.

For commutative submodels and submodel sets we cannot assign the
higher-order Sobol’ indices to any submodel but only collectively. The com-
mutative submodels interact in the next submodel but as we treat the input
to that submodel, @ as an individual input and it is possible to learn this
without running the submodel it does not make sense to say that this vari-
ance is caused in the next submodel. Although all of the IBMs that we
examine here have commutative subomodels or commutative submodel sets
this is not always the case for example the Cortés-Avizanda et al (2014) and
Hovel and Regan (2008) models.

When the model is iterative it can mean that we are unable to estimate
the iterative submodel sensitivity indices exactly but it is possible to find
bounds on the value of them. The submodels can be seen as a collection of
repeated submodels. For example the mortality submodel sensitivity index
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in the woodhoopoe model is the sum of the mortality submodel sensitivity
indices for every time.

Sometimes a parameter is involved in more than one submodel. If this
is the case you can either group the submodels or further bounds would be
needed to be calculated as it is not possible to define which submodel the
Sobol’ index of this parameter belongs to. Additional work could be done
to separate this by using methods of variance based sensitivity of correlated
inputs (Kucherenko et al, 2012).
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Chapter 8

Conclusions and Future work

In this thesis we have looked at methods of quantifying uncertainty in ecolog-
ical simulation models. As the probabilistic behaviour in this class of models
is implicit, parameter estimation and sensitivity analysis are difficult to do.
We have developed novel methods of improving parameter estimation when
the likelihood is intractable and developed a method of performing sensi-
tivity and robustness analysis on stochastic simulation models. We demon-
strated these methods on a selection of “toy” and realistic models. We have
also investigated a size-structured ecosystem model consisting of numerically
solved differential equations, carrying out fully Bayesian inference using a
combination of optimisation and MCMC.

8.1 Thesis summary

In Chapter 1 we introduced the reasons behind building a simulation model
rather than a statistical model. It is often the case that modellers are won-
dering why something happens and building a simulation model better an-
swers that question. Additionally it is often the case that the aim is to build
a virtual laboratory so that experiments that would have in reality possibly
irreversible or expensive consequences can be performed. We also introduced
a specific type of simulation model, individual-based models (IBMs). IBMs
model the individuals in the system explicitly in order to see what individual
behaviours result in the emergent behaviour of the whole system.

Two IBMs that were used later in the thesis are described using the
ODD protocol (Grimm et al, 2006, 2010) in Chapter 2. The woodhoopoe
model was used to demonstrate the method parameter estimation that we
developed in Chapter 3. We perform sensitivity and robustness analysis on
these two models in Chapter 7.

We gave an overview of methods of parameter estimation in Chapter 3.
We began by introducing MCMC methods and describing ways of speeding
them up. We showed a novel doubly parallel tempering algorithm that is a
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mix between the parallel MCMC algorithm, described by Cui et al (2011),
and the parallel tempering algorithm (Swendsen and Wang, 1986). This
algorithm can be used when the target distribution is multi-modal and the
likelihood is moderately expensive to calculate.

Most simulation models have an intractable likelihood meaning that the
likelihood either cannot be written down or is expensive to calculate which
means that standard MCMC methods, as described in Section 3.2, cannot
be used. We described an overview of a method to overcome this, namely
ABC, in Section 3.3. We described the idea of ABC and some algorithms
that improve the efficiency of ABC. One such algorithm is ABC-MCMC
which is a hybrid between ABC and MCMC (Marjoram et al, 2003). This
algorithm is not favoured among ABC users as it suffers from poor mixing
when the Markov chain is in the tails of its distribution (Sisson et al, 2007).

In Chapter 4 we developed a method of improving ABC-MCMC by con-
sidering the random inputs as additional parameters and coupled them so
that small movements in parameter space resulted in small movements in the
model output. We also introduced a Gibbs step that enables the parameters
to move without a further run of the model. We showed empirically that
this improved the mixing of the algorithm with the greatest improvements
being in the tails of the distribution.

We fitted a multi-species size-based model of the North Sea (Blanchard
et al, 2014) to landings data using a Bayesian framework in Chapter 5. This
involved using a mixture of space filling and optimisation algorithms before
using the doubly parallel tempering algorithm which we described in Sec-
tion 3.2.3. This work addresses an important issue in size-based modelling;:
parameter estimation or calibration.

We give an overview of sensitivity analysis in Chapter 6, mainly focusing
on variance-based sensitivity indices and methods of estimating them.

The majority of models that we wanted to examine and perform sensi-
tivity analysis on are stochastic and few methods of dealing with stochastic
models exist (Iooss and Lemaitre, 2015). We used the idea of coupling the
random inputs, as described in Chapter 4, to treat the random inputs, the
stochastic parts of the model, as additional inputs and hence to quantify
sensitivity of model outputs to stochasticity.

We also treated submodel uncertainty, uncertainty about which sub-
model to use in the model, as an additional parameter. This enabled us to
perform robustness analysis by testing alternative submodels whether the
different versions of submodels represent genuine scientific uncertainty or
essentially arbitrary modelling or coding choices. We also defined the iter-
ative submodel sensitivity analysis, which is the amount of variance that is
created in each submodel and shows which parts of the model are important
to model output which could be useful when developing these models, which
in practice are often iterative in form.
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8.2 Discussion and further work

8.2.1 CG-ABC

We found that CG-ABC had a much greater improvement for the queuing
model than for the woodhoopoe model. Additionally we found that for

the queuing model the total sensitivity index of the random inputs, 72,
was much larger than that in the woodhoopoe model. We postulate that

this is not a coincidence and the absolute value of 72, as opposed to the
standardised value, compared to the tolerance level, €, should give an idea
of how much CG-ABC improves over ABC-MCMC especially in the region
of non-negligible posterior mass.

By treating the random inputs as parameters we are creating an MCMC
algorithm that is analogous to other MCMC problems where the likelihood is
unknown but can be, at the cost of one run of the model, calculated exactly.
This means that we can use more sophisticated MCMC methods to opti-
mise the algorithm such as building an emulator (Kennedy and O’Hagan,
2001), Multiple-try MCMC (J. Liu and Wong, 2000) and Differential Evolu-
tion Adaptive Metropolis (DREAM) (ter Braak and Vrugt, 2008; ter Braak,
2006) just to name a few.

We showed empirically that the CG-ABC algorithm improves the per-
formance of the ABC-MCMC algorithm in 3 dimensions. We believe that it
would be be good in higher dimensional problems compared to other ABC
methods.

8.2.2 Size-based models

We fitted the multi-species size-based model to landings observations by
formulating a likelihood relating the model output to reality. Another com-
mon way of performing parameter estimation for this class of models is to
fit the model to indicators, such as the size of the slope in the spectrum, and
check that the indicators have plausible values similar to ABC (Pope et al,
2006; Thorpe et al, 2015; Hall et al, 2006). Some indicators, or summary
statistics as they are known in the ABC literature, are chosen and then the
uncertain parameters are fitted to replicate these indicators. This leads to
another question in this field: which indicators should we fit to the model
to in order to best learn the uncertain parameters? We will discuss this in
the Section 8.2.3.

It is also important to take account of the uncertainty of the parameters
fitted using these methods as this will lead to uncertainties in the model
output (Harwood and Stokes, 2003). Formal measures of uncertainty will
enable multi-species forecasts to be reported to decision makers in a manner
that is comparable to single-species decision tables. This would help further
develop the use of formal risk assessment in ecosystem approaches to fisheries
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management, which has been fairly limited to date but is a burgeoning area
of research (Plaganyi et al, 2014).

One of the additional problems with performing parameter estimation
is the computational expense of these models. A potential method that we
did not use in the work in this thesis but could be used on other size-based
models is the use of an emulator, a statistical stochastic model in order
to represent the more complex ecological model (Kennedy and O’Hagan,
2001). This statistical model increases the uncertainty of the model output
but this uncertainty is also taken account of when estimating the model
output. Building an emulator “gets the most of the model from a finite
number of runs”. Currently size-based models are quick to run compared to
some of the models that the emulation methods have been developed for (for
example Vernon et al, 2010) which should enable the emulator to become
more accurate and less uncertain.

Local sensitivity analysis is common for this class of models but it is
important to examine sensitivities caused by some interactions of parame-
ters (Saltelli et al, 2004). Although considered important in the field and
performed on other marine ecosystem models (Morris et al, 2014), global
sensitivity has not been done with size-based models. One of the reasons
that this has not been done is the computational cost of the model and the
high number of parameters as many methods of global sensitivity analysis
are very expensive.

Some ongoing work uses emulators to fit a sized-based model to catch
data as well as some indicators using a Bayesian framework (Spence, unpub-
lished). Additionally some work is being done that tests what effect adding a
temperature dependent growth submodel has on to the multi-species North
Sea model using methods developed in Chapter 7 (Spence, unpublished).

8.2.3 Sensitivity and Robustness analysis

It is possible to use variance-based sensitivity analysis to estimate the (par-
tial) Expected Value of Perfect Information (Strong and Oakley, 2013; Strong
et al, 2014). This means that by treating the size-based model as a decision
problem it is possible to determine which data sets or indicators need to be
collected in order to reduce the uncertainty of the decision to be made.

When we perform variance based sensitivity analysis on stochastic mod-
els we showed that it doesn’t matter how the random inputs are coupled,
so long as the prior predictive distribution is the same, the Sobol’ indices
still remain the same. However this does not seem to be the case for local
methods such as derivative based sensitivity (Sobol’ and Kucherenko, 2009)
and the Morris method (Morris, 1991). Having said this we believe that
coupling the random inputs could greatly improve the estimation of local
sensitivity as the estimates of the derivatives will be smoother, as with the
method of common random numbers (Owen, 2013b).
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The methods we developed and demonstrated here give a way of testing
different versions of submodels and arbitrary decisions. The order in which
submodels are run within a ABM is sometimes not obvious and in reality the
submodels run simultaneously, possibly using information from the other
submodels as they are been run. For example in the Hovel and Regan
(2008) model, three entities move one at a time when in reality they move
simultaneously interacting with each other along the way. It is not possible
to do this using a computer so the submodels have to be run one at a time
for one time step and thus the order in which the submodels are run should
not have a large effect on the output.

If the order does have an effect on the results then the submodels could
be run with smaller time steps. This would mean that the submodels would
be able to interact with each other more often thus acting more and more
like they are running simultaniously. However as the time step decreases the
amount of computation required increases and although specialist software
does exist that enable ABMs to be run optimally (Coakley et al, 2012), there
does become a critical point when it becomes too computationally expensive
to run the model. Alternatives could be to change the order of the submodels
every time step or to use the Stromer-Verlet or leapfrog integrator, where
the order the submodels are run reverse every time step, to run the models
(Verlet, 1967).

It is possible to incorporate uncertainty by adding individual heterogene-
ity to the model. This was done in the full woodhoopoe model (Neuert et al,
1995). The number of groups searched by an individual subordinate, the pa-
rameter that we found had a large effect on the number of vacant dominant
positions in the simplified model, was stochastically simulated uniformly
between 1 and 6 for each search flight rather than being fixed as in the sim-
plified model. This takes advantage of the heterogeneity of individuals in
the model and the system which is one of the advantages of building IBMs.
It would be interesting to see what effect individual heterogeneity has on
some uncertainty of outputs in IBMs.

In this thesis we have explored a number of statistical themes of im-
portance for complex simulation models. We have extended the repertoire
of parameter estimation methods and assessed their properties for a num-
ber models. We defined a method of formally quantifying uncertainties for
stochastic models and a method of assigning this uncertainty to different
submodels within a larger simulation model. We developed a method of
quantifying the uncertainty caused by modeller decisions whether it is the
choice of submodels or the arbitrary modelling choices. Taken together,
these techniques serve to improve the understanding and handling of uncer-
tainty in practical simulation modelling.
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