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Chapter 26: Geospatial Analysis 

Olga Buchel, Diane Rasmussen Pennington 

 

Abstract 

This chapter is about geospatial analysis of social media. It summarizes major issues with 

retrieving, sampling, geocoding, and analyzing social media data. The chapter discusses 

geospatial analysis from the perspectives of different domains of knowledge, including 

information science, geographic information science, geovisualization, information visualization 

and visual analytics by presenting numerous illustrative examples and case studies. It also shows 

benefits and shortcomings of these methods and defines existing gaps in geospatial analysis. 
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Introduction 

Blogs, tweets, comments, images, videos, RSS feeds, online games, accounts in social media and 

clouds are inundated with references to geographic locations due to the proliferation of location-

aware devices. On the one hand, social media systems track locations implicitly where people 

go, where they search or share information from. On the other hand, social media users 

voluntarily share the location of their travel routes, destinations, hotels, and restaurants as well as 

images enhanced with geospatial coordinates. As Goodchild (2007) noted, citizens have become 

sensors who actively collect and contribute geospatial information. This phenomenon gave rise 

to the convergence of geographic information science and social media (Sui and Goodchild, 

2011).  These volunteered crowd-sourced data reduce the burden of data collection (Stefanidis et 

al., 2013), and they open up exciting opportunities to study human movement from the 

perspective of their socio-spatial behaviour (De Longuevilleet al., 2009). This chapter 

summarizes a variety of techniques used in the investigation of information flows and social 

networks on human-defined landscapes. 

 

This chapter takes a multidisciplinary approach as techniques are now being developed not only 

in geography, but many other research domains, particularly visual analytics, geovisualization, 

social sciences, and information science. In addition, geographic analyses are now integrated 

with other methods such as semantic analysis, machine learning, network analysis, econometrics, 

and human-computer interaction, and are being used for enhancing the understanding of spatio-

temporal contexts of various phenomena. In other words, researchers use geographic locations 

shared in social media not only for understanding locations, but also to get better insights about 



phenomena under investigation (e.g., communities, economic and political impacts of events, 

disease outbreaks, communication patterns, emergency situations, and many others). 

 

The section Background Information presents key properties of geographic locations which are 

crucial for understanding how geospatial analyses should be carried out. We also explain how 

geospatial analyses are complicated by semantic properties of information spaces and social 

networks and where references to geographic locations can be found in social media systems. In 

the Analyzing Spatial Locations section, we first give examples of research questions social 

media can be used for, a summary of how researchers prepare data for spatial analysis and how 

they assign coordinates to locations, and we highlight difficulties with extraction and 

disambiguation of place names. We then proceed to the discussion of pros and cons of the 

techniques used in geography, visual analytics and other research areas in order to extract 

insights about phenomena under investigation. We focus on Exploratory Analysis, I, Standard 

Deviational Ellipses, and Spatio-temporal Analysis. The next section on Geo-social Visual 

Analytics addresses current limitations of geospatial analysis and describes new techniques that 

attempt to bridge network and map representations. The Spatial Data Mining section presents 

techniques for automated pattern extraction. We conclude our chapter with a debate about 

potential dangers of geospatial analysis associated with the breach of users’ privacy, and give 

recommendations on how to protect privacy of social media users in geospatial analysis.       

 

Background Information 



Spatial information in social media is recorded in two forms: geospatial footprints and text (i.e., 

references to place names such as “Toronto” or “Paris”).  A footprint is a representation of the 

spatial location or extent of a geographic object expressed in terms of geospatial coordinates 

(Hill, 2006). It can take many different forms: a dot, a line, a polygon, a set of dots, a boundary 

box, an image, or pixels. Footprints are required for creating a visualization on a map. Textual 

representations can take many forms too; they can be expressed in different languages or as 

codes, tags, ZIP Codes, mailing addresses, postal codes, time zones, IP addresses, or other 

notations. On the one hand, assigning a footprint no longer constitutes a difficulty due to an 

abundance of geocoding services. On the other hand, geocoding services are not always able to 

recognize location names in texts, or to match them with proper footprints due to place name 

changes, variations in transliterations, homonyms, variant spellings, or other semantic variations.  

 

Back in the 1990s, when research on online geospatial systems was just starting, researchers in 

geodigital libraries, who were at the forefront of modeling geospatial descriptions, talked about 

feature types as important attributes of geospatial descriptions. Feature types are natural and 

cultural categories of geospatial locations (Hill, 2006). Natural features include continents, 

mountains, lakes, seas, forests, grasslands, and so on. Cultural features include types of 

businesses, man-made constructions, and places. These types help bridge place names with 

coordinates. They improve accuracy and precision for information retrieval, and they help people 

interpret the context in which communication takes place. For example, consider a medical 

instructor who often visits military conflict zones. Comments and messages from her on social 

media might differ in tonality and content according to the type of the location. In her native city 

she might look relaxed and happy, and involved in volunteering. In zones of military conflict her 



behaviour will change; she will share fewer comments and post pictures in a military uniform 

after she returns from the zone. Actions and comments of her close friends would also differ 

depending on her location. If she is getting ready to go to the zone of military conflict, friends 

would try to help her right away because they understand that she might need help urgently 

before she leaves for the zone. Without understanding location types, her comments are difficult 

to interpret.  Designers at Facebook realize the drawback of not having location types in their 

social media platform; for this reason, they now offer a location check-in service. This service 

mostly provides places of interest as well as businesses that allow data scientists at Facebook to 

conduct research on checking in to certain location types (e.g., Chang and Sun, 2011). Using 

check-in data Chang and Sun (2011) built a model that helped them predict where people will 

check into next. Such predictions can improve ranking of places of interest and create better 

advertisement targeting. How to capture or extract other types of locations is a question that has 

yet to be addressed by researchers, social media developers, and analysts.  

 

Besides place names and footprints, geographic references can also be classified in terms of 

accuracy, precision, scale, and uncertainty. Accuracy is “the degree to which the recorded value 

represents the ‘correct’ value” (Hill, 2006, p. 227).  Accuracy of reference points collected with 

cell phones varies from 500 meters to 20 meters (Ramdani, 2011). Accuracy of IP geocoding 

services are only good enough to locate a particular city, or a country depending on the location 

in the world (Ramdani, 2011). In some countries accuracy is higher than in others. For example, 

the accuracy of detecting IP addresses in the Philippines or Croatia is lower than 60%, while in 

the USA and Canada, it is 84% (MaxMind, 2015). Accuracy of geocoding services will also 

differ due to different methods used for calculating coordinates (Whitsel et al., 2006). Precision 



refers to the potential amount of geographic extent represented by the locality. Coordinates are 

more precise and accurate than textual references because when textual references in the form of 

place names (not street addresses) are translated to coordinates, they are commonly represented 

either as a pair of coordinates that correspond to the central point of the location, or as a 

bounding box (i.e., a rectangle drawn around the place).  

 

Scale is a primary property of maps. It is the ratio between the linear distance on the map and the 

corresponding linear distance on the Earth’s surface (Longley et al., 2005). However, researchers 

in geographic information science as well as in library and information science have argued that 

geographic references form a semantic space of their own (Buchel, 2013; Fabrikant, 2001a; 

Fabrikant, 2001b; Fabrikant and Skupin, 2005; Fabrikant and Buttenfield, 2001). As such, the 

space also has scale. The semantic space is defined by implicit relationships among geographic 

references, specifically relationships among countries and provinces as well as provinces and 

smaller geographic locations. Together they form a semantic hierarchy, different levels of which 

correspond to different geospatial scales. Accuracy, precision, and scale at which geographic 

locations are reported in social media affect spatial uncertainty of geospatial representations. 

Uncertainty is defined as the difference between a real geographic phenomenon and the user’s 

understanding of the geographic phenomenon (Longley et al., 2005). Things become even more 

complicated when we add semantic uncertainty to this mix (Bordogna et al., 2012). Semantic 

uncertainty implies that social media users may give different meanings to the same term, phrase 

and/or actions, which may lead to false conclusions. For instance, a phrase such as “close to the 

northeast of Milan” can be interpreted differently as people’s perceptions of distance vary. 



Research in geographic information retrieval suggests that feature types may reduce geospatial 

uncertainty and increase geospatial accuracy and precision (Bo and Baldwin, 2012). 

 

Last but not least, it is important to take into account that references to geographic locations in 

social media are not the primary information objects. In other words, social media systems are 

not about geographic concepts or geography, but they are rather about people, information 

objects (images or videos), relationships among people and objects, communities of people that 

engage in communication, document sharing, information flows, and other activities. This 

suggests that geospatial analysis in such complex systems should take into account all these 

processes and relationships. Some researchers have already identified geospatial properties of 

social networks. Scellato et al. (2011) found that networks in Foursquare have different 

characteristic spatial lengths of interaction across both their social ties and social triads. Doytsher 

et al. (2010) found that human movements generate life patterns that include social connections 

and places a person visited. 

 

Where can geospatial locations be found, and how often are they reported? Geographic 

references can be found in different contexts of social media systems. They are used to denote 

users’ home locations, events, and spatial coverage of microblog entries or images.  Geographic 

references may refer to static states, dynamic states, or events. For example, references to home 

locations can be considered more or less static whereas references to tweets are regarded 

ambient, because they represent momentary social hotspots (Stefanidis et al., 2013). 

 



Studies report different numbers of users who provided geospatial locations in their data 

samples. Java et al.(2007) reported that 52% of Twitter users (39,000 out of 76,000) included in 

their study had geospatial locations. Hecht et al. (2011) reported that two out of three users in 

their study had information about their geospatial locations. Cheng et al. (2010) reported that 5% 

of users in their study listed locations in the form of coordinates, and 21% reported locations at 

the city level. Several studies have shown that locational information can be inferred from the 

content that users post in social media (Cheng et al., 2010; Popescu and Grefenstette, 2010; 

Backstrom et al., 2010). MacEachren et al. (2011) studied people who were trying to use Twitter 

for crisis management, and reported that the proportion of users with geolocation turned on is 

probably still in the single digits. Stefanidis et al. (2013) suggested that such variations in 

location reporting can be attributed to an uneven distribution of the latest mobile devices. 

 

Analyzing spatial locations 

In this chapter, we emphasize that spatial analysis is not only about linking microblogs to a map, 

but it is also about understanding how they relate, what they mean, and what should be done 

about them. It is about measuring geospatial footprints of online and offline communities, 

determining their volume, finding their proximity to other communities, overlaps and 

intersections, identifying spatial clusters, locating hot spots of activities, and making predictions 

about possible outcomes of events (ESRI, 2015).The Geospatial Analysis pipeline reminds us of 

the standard data science pipeline, shown in Figure 26.1.  

[Figure 26.1 about here] Geospatial Analysis pipeline. Source: Authors. 

 



Geospatial analysis of social media requires a wide array of interdisciplinary skills (not limited to 

knowledge of geographic information systems) including the ability to do semantic analysis, 

network analysis, retrieval analysis, and statistical analysis. It also requires good programming 

skills in order to be able to retrieve data from application programming interfaces (APIs), and to 

scrape data, do data cleaning and preprocessing, and perform data transformations. 

Research questions 

Researchers use social media and geospatial analysis for forecasting political opinions on the 

web (Sobkowicz et al., 2012), identifying and mapping global virtual communities (Stefanidis et 

al., 2013), making meteorological observations (Hyvärinen and Saltikoff, 2010), studying 

structure and dynamics of natural cities (Jiang and Miao, 2015), tracking infectious diseases 

(Padmanabhan et al., 2013), managing crisis situations (MacEachren et al., 2011a), capturing 

human movement patterns across political borders (Blanford et al., 2015), discovering significant 

events and patterns (Andrienko et al. 2010b), understanding protest movements (Gleason, 2013), 

finding geographic patterns of communication networks (Conover et al., 2013), and answering 

many other questions related to human movements and communication. The general trend is the 

following: researchers use maps 1) to report their findings, 2) to verify whether social media is 

more reliable than other techniques, 3) to discover new patterns and insights about phenomena, 

4) to generate hypotheses about phenomena, and 5) to understand laws that can explain how 

networks work. For example, in a recent paper, Krings et al. (2009) investigated the network of 

mobile phone customers and analyzed the geographical patterns of the customers. After 

aggregating by city, these authors found that the inter-city communication intensity follows a 

gravity law. In other studies researchers compare patterns observed in empirical networks with 

patterns in spatial network models (Barthélemy, 2010). 



 

Throughout its existence, the geographic information science community has developed a 

number of tools and techniques that can help with geospatial analysis. These techniques focus on 

identifying clusters in space and time, predictive modeling, exploratory analysis, and others. It is 

important to pay attention to what questions these techniques can answer and how. This may 

affect how the analysis will proceed. It may help expand the original set of questions social 

scientists are coming up with and may help them better understand social phenomena in terms of 

space and time. Using geographic information shared through social media is likely to produce a 

larger and more accurate dataset compared to geographic information collected in other ways, 

because it is created both automatically by users’ mobile devices as well as by the users 

themselves. They are motivated to share it because they want their social networks to see it, 

whether it is for political organizing purposes or simply for staying in contact with friends and 

family.  

 

Sampling  

Most of the studies that we review in this chapter have used some sort of statistical sampling 

technique. Given the overwhelmingly large size of information spaces in each social media 

platform, researchers develop testbed collections by using queries. Queries can be geospatial 

and/or textual. For example, Purcell and de Beurs (2013) used only textual queries to collect 

queries about weather, but they had to eliminate many noisy tweets that their queries retrieved 

(e.g., “hot girls”). Stefanidis (2013) retrieved tweet hours within a 10-kilometre radius from 



Tahrir Square during the Egyptian revolution. It is unclear whether all their tweets were relevant, 

as their study focused on analysis of networks, not analysis of semantics. 

 

Noise, multiple variables, and uncertainty may potentially hinder exploration, hypothesis 

generation/exploration, and decision making. Researchers could improve their samples by using 

some of the query expansion techniques from information science and natural language 

processing. In information retrieval, the most common technique for query expansion is using a 

thesaurus, defined as a dictionary of terms related to the words in a query. Each word in a query 

can be automatically expanded with synonyms and related words from the thesaurus. This 

technique can be enhanced with term weighting, depending on how distant these terms are from 

the words in the query. Massoudi et al. (2011), for example, suggested using quality indicators to 

model retrieval of microblog posts. In their retrieval model, they assigned weights to emoticons, 

post length, shouting, capitalization, the existence of hyperlinks, reposts, followers, and recency 

of tweets. Other studies in information retrieval have also looked at more contextual searches, 

including event detection (Sayyadi et al., 2009), and mining consumer and political opinions 

(Sobkowicz et al., 2012).Using such techniques in the context of geographic analysis would 

improve the accuracy of geospatial analysis. 

 

Also, it is important to keep in mind that even after all proper techniques of information retrieval 

are in place, it is possible to make mistakes in geospatial analysis. For example, in 2013, Google 

Flu Trends, which claimed to be an efficient public health tool for accurately monitoring the flu, 

far overstated its predictions. This overstatement can be seen in Figure 26.2. In all previous years 



it indeed provided very accurate results, but in 2013 their predictions went wrong. Butler (2013) 

reported on the huge discrepancy between Google Flu Trend’s estimated peak flu levels and data 

collected by the U.S. Centers for Disease Control and Prevention (CDC) earlier in winter 2013. 

More precisely, Google doubled the numbers. The problem is that Google relies on searches 

related to flu symptoms, but in 2013 increased media attention to the flu season skewed Google's 

search engine traffic and consequently their geospatial predictions (Wagner, 2013). 

[Figure 26.2 about here]–A visualization of three different methods for measuring flu prevalence 

in the US. Sources: Nature; Google Flu Trends (www.google.org/flutrends); CDC; Flu Near You 

 

Geoparsing, geocoding and disambiguation of geographic place names 

Extraction of geographic place names (also referred to as geoparsing) from short comments and 

tweets is different from extraction of place names from long and grammatically correct texts 

(Lingad et al., 2013). Whereas in grammatically correct texts geographical locations are usually 

capitalized, in short microblog posts such as tweets and comments, they are often placed in 

limited context and are not capitalized (e.g., British Columbia versus bc). Gelernter and 

Mushegian’s (2011) analysis of Twitter messages from the February 2011 earthquake in 

Christchurch, Canterbury, New Zealand, showed that named entity recognition software 

recognizes places as proper nouns when locations are capitalized, but does not identify locations 

that are: not capitalized, local streets and buildings, non-standard place abbreviations, or 

misspellings. Karimzadeh et al. (2013) claimed that they solved this issue; they designed a tool 

calledGeoTxt API that extracts, disambiguates, and geocodes place names in short microblog 

posts. They did not mention, however, whether they used feature types. 

http://www.nature.com/news/when-google-got-flu-wrong-1.12413#auth-1
http://www.google.org/flutrends


 

Geotagging can be defined as “the process of adding geographical identification metadata to 

resources (websites, RSS feed, images or videos). The metadata usually consists of latitude and 

longitude coordinates, but they may also include altitude, camera heading direction and place 

names” (Torniai et al., 2007). Many newer cameras contain GPS receivers that add geographic 

coordinates to a photograph at the time it is taken. Also, social media users sometimes add 

semantic geotags to photographs such as “Paris” when they upload them.  

 

A small but growing body of research involving geotagged photographs is developing. Rorissa et 

al. (2012) extracted geotags from Flickr images in order to examine their level of abstraction, 

and found no statistical significance with these levels, but suggested ways in which geotags can 

help people find photographs online more easily. O’Hare and Murdock (2013) used photographs’ 

tags and geotags to predict the locations of where photographs were taken with varying levels of 

accuracy. Sevillano et al. (2015) performed a similar experiment using only audio and visual 

information in a set of videos.  

 

Kipp et al. (2014) extracted location information from the accounts of commenters, image 

descriptions (location field), and image titles. They investigated images and postcards posted on 

Flickr by the Library of Congress. All titles and descriptions of images in this collection have 

correct grammar and full texts. The extraction from image titles was complicated because all 

words in the titles were capitalized, and geographic names were often separated by other words. 

In the end, they assigned locations manually.  



 

Besides adding coordinates to places extracted from unstructured texts or geotags, researchers 

often have to geocode from address-like strings (this process is also known as forward 

geocoding). Forward geocoding is a process of assigning coordinates for a full or partial address. 

A large arrays of services can be used for geocoding: Google Maps, Bing Maps, Twofishes, 

MapQuest, and other. A bit more challenging is the process of reverse geocoding, in which 

coordinates are mapped to addresses and toponyms. Uncertainty of the queried location 

complicates this process. For examples, it is unclear how to map GPS coordinates to one of many 

possible stores in a shopping mall (McKenzie and Janowicz, 2015). 

 

Static versus interactive maps 

Web 2.0 introduced us to not only social media platforms, but also interactive maps like Google 

Maps (https://www.google.com/maps/) andOpenStreetMap (https://www.openstreetmap.org). 

These maps have APIs which can be used for mashups, or custom maps that can be linked to 

databases on users’ servers.  These new technologies directly affect geospatial analysis. Many 

programmers who know how to link maps to data sprang into action and developed mashups for 

already existing databases (e.g., real estate databases, image repositories, public health databases 

and many others). However, many of these maps are not maps in a conventional sense, but rather 

retrieval tools; their purpose is to show users where information objects are located and allow 

them to click on the map to retrieve information about the objects. See the Flickr map in Figure 

26.3 for an example of a map as a retrieval tool.  

 

https://www.google.com/maps/


[Figure 26.3 about here] Example of a map as a retrieval tool. Source: http://www.flickr.com.  

 

Researchers in academia welcomed these new developments too as this opened up an 

opportunity for crowdsourced mapping (Goodchild, 2007), ambient information mapping 

(Weidemann, 2013), real-time crisis maps (Middleton et al., 2014) and for moving geospatial 

analysis from proprietary mapping applications to the web. Some cartographers started referring 

to maps as visualizations (MacEachren, 1995). The emphasis of visualizations is “not on storing 

knowledge but on knowledge construction” (MacEachren et al., 1997, p. 336), which implies that 

maps have to be interactive. Web 2.0 gave rise to new techniques for representing information 

(e.g., linking social networks to maps and embedding other visualizations in maps), and for 

interacting with geospatial information (Buchel and Sedig, 2014) which was not possible to 

achieve with static maps. However, at the same time, analytical techniques that were developed 

in previous-generation geographic information systems (especially ESRI products; see 

http://www.esri.com/products) are hardly available for conducting geospatial analytics in web 

applications. For instance, it is still difficult to analyze hot spots or do grouping analysis without 

ESRI ArcGIS.  ESRI is making attempts to bring their analytical techniques to the web; the 

company now offers an API that allows developers to embed them in their maps (see a list of 

available analysis tools from ESRI’s ArcGIS API for JavaScript 

athttps://developers.arcgis.com/javascript/). In addition, geospatial analysis can now be carried 

out in cloud-based mapping applications such as Fusion Tables 

(https://sites.google.com/site/fusiontablestalks/stories), GIS Cloud (http://www.giscloud.com), 

CartoDB(https://cartodb.com), visualization frameworks such as D3.js (http://d3js.org), and R 

(https://www.r-project.org). QGIS (http://www.qgis.org) is a free, open source alternative to 

http://www.flickr.com/
http://www.esri.com/products
https://developers.arcgis.com/javascript/
https://sites.google.com/site/fusiontablestalks/stories
http://www.giscloud.com/
http://d3js.org/
http://www.qgis.org/


ArcGIS. These tools offer a wide range of new and traditional analytical techniques. At first 

glance, cloud computing applications might look simple, but with additional programming, they 

can be used for fairly complex analysis.  

 

Whereas static maps allowed carrying out analysis at the level of ‘flat’ snapshots, interactive 

maps opened many new options for analysis. It became possible to carry out dynamic analysis, 

such as tracking data related to human movement, and following the dynamics of social 

movements. Analysis in interactive visualizations is complicated by the motion of people and 

network dynamics in time and space. In interactive maps, great attention is paid to the 

conceptualization of time. Time has a complex structure; that is, it has a hierarchical system of 

units, including seconds, minutes, hours, days, weeks, months, years, decades, centuries and so 

on, which can be grouped into different calendar systems, cycles, etc. Time can be represented as 

a line, a cycle, a branch, or a hierarchy (Andrienko et al., 2010a).For example, Figure 26.4 shows 

health data over time represented as a linear plot graph on the left and as a cyclic spiral on the 

right. It can also be represented and parsed as sound in the form of data sonification (see Boase 

and Jamieson, this volume).  

[Figure 26.4 about here] Health data over time as a linear plot graph and as a cyclic spiral. 

Source: Andrienko et al., 2010a 

 

In the next section, we review both analytical and interactive techniques, how they can be used 

for analysis, what questions they can answer, and what the pros and cons of each technique are. 



Our examples are drawn from several disciplines including geography, social sciences, visual 

analytics, health sciences, and others. 

 

Data classification techniques 

The starting point for any analysis usually involves proportional symbology or a choropleth map. 

Proportional symbology or choropleth maps rely on data classification. Researchers and analysts 

must decide which values should be associated with each bubble size on a symbol map or which 

values should be used for each class on a choropleth map. In other words, which units should be 

in the lowest class, which units should be in the highest class, and how should the rest of the 

units be distributed among the remaining classes? Most classification schemes in geographic 

information science provide a range of techniques for classifying univariate attributes; for 

example, mapping the number of tweets by county or state/province. Classification is an 

interesting topic on its own. There is a large number of classification schemes in geographic 

information science, including classifications based on unique values, manual classification, 

defined interval, exponential interval, equal count or quantile, percentile, natural breaks/Jenks, 

standard deviation, and box. Due to the size restrictions on this chapter, we are not able to 

explain the pros and cons of these methods; rather we refer readers to Mitchell 

(1999) and Longley et al. (2005).  

 

In this chapter, we will explain the quantile method, as it is one of the most frequently used 

(Brewer and Pickle, 2002). Suppose we retrieved the following number of images per each 

location from Flickr. The frequency distribution of these counts is shown in Figure 26.5 below. 

http://eu.wiley.com/WileyCDA/WileyTitle/productCd-EHEP001475.html


Frequencies range from 1 to 1,056. As you can see in the histogram, locations have very uneven 

counts of images linked to them, and the majority of locations have fewer than 20 images. 

 

[Figure 26.5 about here]. Distribution of counts of images linked to different locations. Source: 

Authors.  

 

The quantile classification method distributes equal numbers of observations into each class. The 

advantage to this method is that it often excels at emphasizing the relative position of the data 

values (i.e., which locations, or counties, or provinces/regions/states contain the top 20% of 

visualized objects). The major shortcoming of this classification is that locations placed within 

the same class can have wildly differing values, particularly if the data are not evenly distributed 

across its range (see the bars at the end of Figure 26.5). In addition, values with small range 

differences can be placed into different classes, suggesting a wider difference in the dataset than 

actually exists. For instance, in our case, locations with values of 1 can be placed in different 

classes.   

 

Note the possible pitfalls of this method. With a four-category quantile classification, there is an 

equal number of cities in each class, and some locations with identical attribute values are placed 

in different classes. This suggests that this method may lead to a misleading visualization. This 

problem with classifications is not only true for quantile classification, but also for other 

classifications. They all may have problems with inclusions and exclusions. Discussion about 



how maps can lie can be found in Monmonier (2005;2014). A technique that can be useful for 

avoiding potential pitfalls with visualizations is to have controls for classification schemas in 

maps (see Figure 26.6). With such controls, the effects of classifications can be easily explored. 

Such controls can be added for interactive maps/mashups. 

 

One critical issue to understand about data classification is that they enable map designers and 

analysts to layout all information on a flatland -- a two-dimensional surface (Tufte, 1991), which 

is the major drawback of this approach. Social media data is multivariate in nature, not limited to 

longitude and latitude variables.  For this reason, data classifications can be regarded both useful 

and harmful for geospatial data analysis. They are useful because they create nice overviews and 

summaries, but they are harmful because they hide many details about the data. They display 

only one or two columns from a dataset, but we live in a world of very complex datasets. Each 

social media API has hundreds of descriptors that are commonly ignored during the analysis as 

they hardly fit into a classification schema in a visualization tool.  

 

[Figure 26.6 about here].  Classification control. Source: OECD Regional Explorer, 

http://stats.oecd.org/oecdregionalstatistics/. 

 

Exploratory analysis 

Geographers suggest beginning geospatial analysis with exploratory analyses (Anselin,1999). 

The problem is that a collection of geographic data from a particular region may have many 



latent relationships which are difficult to display and communicate without explicit explanation 

about what is going on in the region. Exploratory analysis in professional GIS tools is often 

supported by additional statistical charts and graphs that show statistical distribution of data (e.g. 

scatterplots, scatterplot matrices, and box plots). These additional graphs and charts provide 

insight into the complex and subtle relationships that occur in geographic space (Gahegan, 

1998). 

 

To get started with exploratory analysis, we recommend novice researchers first study tasks that 

can be accomplished with such analysis (Andrienko and Andrienko, 2006). Andrienko and 

Andrienko (2006) give a comprehensive typology of the possible data analysis questions that 

“need to be answered by means of data analysis” (p. 8). They divide tasks into elementary and 

synoptic. Elementary tasks deal with individual elements of data and their properties; synoptic 

tasks deal with the datasets as the wholes and the patterns in the wholes. The main purpose of 

exploratory spatio-temporal analysis is to understand the overall behaviour captured by data. For 

example, in the context of social media analysis, research may be able to answer the following 

questions: How can the behaviour of social media users be characterized in terms of time and 

space? Is it changing over time? How does it change in terms of spatial dispersion? How does it 

change in terms of temporal aspects? Is there any periodicity in the behaviours?  

 

Exploratory analysis of social media, however, should not be conducted solely in terms of space 

and time. Social media researchers should investigate not only the entire datasets, but also pay 

great attention to subsets (i.e., specific communities). This will allow the identification of 



differences in the behaviour of individual groups. Compare groups in terms of spatial 

relationships (proximity, intersections, overlaps, and so on). How do social structures differ in 

communities from different geospatial areas?     

 

In the next two sections we give two examples of analytical techniques which we think might be 

useful for analysis of social media datasets.  Both techniques have long history and have been 

well established in geospatial analysis. 

 

Voronoi diagrams 

A Voronoi diagram is an analytical technique to divide a map into geographic regions that are 

not equivalent to geographic regions. Its idea is simple: given a set of isolated points, points are 

associated with the closest member of the point set. The result is the partitioning of the space into 

a set of regions (Okabe et al., 2009). The Voronoi diagram implies that all possible points inside 

a polygon are closest to its centroid than to any other polygon (Manni et al.,2004). The external 

part of a Voronoi tessellation tends to infinity. Commonly, Voronoi diagrams are used to find 

the largest empty circle amid a set of points (e.g., to build a new pharmacy as far as possible 

from all the existing ones). Voronoi diagrams have been used in various knowledge domains, 

such as astronomy, business analytics, and soil analysis.  

 

The earliest use of Voronoi diagrams in the context of geospatial analysis is attributed to John 

Snow (Brody et al., 2000). He used this technique in his second map of cholera investigation. At 

https://en.wikipedia.org/wiki/Largest_empty_sphere


that time, he compiled the map and the diagram for illustrative rather than investigative purposes. 

The technique can be used for investigative purposes as well. For example, he could have drawn 

polygons around the pumps and then calculated the number of deaths in each polygon. That 

would have immediately shown that the pump that was at the center of the epidemics was an 

outlier, because the polygon that the pump was in had the largest number of deaths. Imagine 

using such techniques with health clinics providing flu shots and tweets about flu symptoms. If 

clinics posted the dates and times of their flu shot clinics in late autumn, along with their 

geographic locations, it might be easier for people to access the needed vaccinations. This 

technique can also be used for visualizing categorical data. For example, Manni et al. (2004) 

visualized genetic, morphologic, and linguistic patterns with Voronoi diagrams. Voronoi 

diagrams have also been used for enhancing spatial browsing and exploration of images on 

Flickr (Peca et al., 2011;Andrienko et al., 2010b). 

 

Figure 26.7 below shows a Voronoi diagram of Craigslist which relays how the site redirects its 

users to local subdirectories based on their IP address (Nelson, 2011). The map approximates 

geographic coverage of Craigslist to Voronoi polygons.  It is at least a start at visualizing the 

geographic coverage and distribution of the community-driven instances of Craigslist. Voronoi 

polygons might provide some useful context for other data, demographic or market information. 

 

[Figure 26.7 about here] Map showing Craigslist market territories. Source: John Nelson, 

uxblog.idvsolutions.com 

 



Standard deviational ellipse 

This technique was first introduced by Lefever (1926). What is remarkable about this analytical 

approach is that it shows the orientation of the distribution. Human eyes can see the distribution 

on a map, but they cannot determine a trend in the data. The ellipse shows a spatial trend, so to 

speak; see Figure 26.8. Specifically, the ellipse shows the degree to which a distribution of 

features is concentrated or dispersed around its center (Wade and Sommer, 2006). The major 

axis shows the orientation of dispersion, the minor axis shows the minimum dispersion and the 

area of the ellipse is indicative of the spread (Gong, 2002). This type of analysis can be used for 

determining the orientation of opinions in social media, such as in survey analysis.  For instance, 

Orchard et al. (2012) used this technique to analyze qualitative data about the life histories of sex 

workers. With the help of this technique, the researchers were able to determine that the areas 

where the women go for health and social services overlap the areas that are most dangerous for 

them (Orchard et al., 2012). 

 

[Figure 26.8 about here]. Standard Deviational Ellipse. Source: Orchard t al. (2012). 

 

Visual analytics, geovisualization, and information visualization 

Visual analytics, geovisualization, and information visualization chart new directions in map 

visualization. Although they have distinct research agendas, they take similar approaches to 

geospatial analysis. Geovisualization research focuses on web-based, multi-view geospatial 

interfaces that support foraging and sensemaking (MacEachren et al., 2011b). Representative 



examples of geovisualizations are described in MacEachren et al. (2010) and Peca et al. (2011). 

Information visualization deals with visualization of abstract data that unlike spatial data usually 

have no intrinsic representation (Fekete andPlaisant, 2002, p. 1). The purpose of visual analytics 

is to “provide technology that combines the strengths of human and electronic data processing” 

(Keim et al., 2008, p. 162). Its key goal is to make data and information processing transparent 

for an analytic discourse. Geovisualization researchers in visual analytics aim to combine the 

strengths of human and electronic data processing in analysing spatio-temporal data and solving 

spatio-temporal problems (Andrienko et al., 2010). All these research directions put a great 

emphasis on interactions with visualizations that aim to enhance analytical tasks and expand an 

array of questions that can be asked about data. Interactions in this context are actions that 

provide users with the ability to directly or indirectly manipulate and interpret visual 

representations (e.g., rotate, select, and filter) (Yi et al., 2007). Interactions enable users to not 

only look at maps, but to change them according to their research questions. For example, if a 

map shows tweets, analysts should be able to search for specific tweets, topics in tweets, 

sentiments and so on to narrow down the representation of a map only to patterns that are 

relevant.     The website http://www.onemilliontweetmap.com allows people to visualize in real 

time how many tweets are coming from geographic locations worldwide, and they can also filter 

them by keyword, hashtag, and so on. For example, Figure 26.9 shows a map of the last 10 

million tweets posted starting from 15:50 BST on 15th December 2015.  

[Figure 26.9 about here] Real time tweet map. Source: http://www.onemilliontweetmap.com.  

 

http://www.onemilliontweetmap.com/
http://www.onemilliontweetmap.com/


Many of these systems are not yet available as commercial products; they are models and 

prototypes that demonstrate how support for data analysis, problem solving, decision-making 

and knowledge discovery can enhance geospatial analysis. For example, MacEachren et al. 

(2011a) described a prototype that enables information foraging and sensemaking using “tweet” 

indexing and display based on place, time, and concept characteristics. Schreck and Keim (2013) 

presented a model of an epidemic outbreak in a fictitious metropolitan area. Andrienko et al. 

(2010b) demonstrated a suite of methods for reconstructing past events from the activity traces 

that people leave in social media. Their method combines geocomputation, interactive 

geovisualization and statistical methods. They exemplify the utility of their methodology on a 

collection of Flickr photos. 

 

A commercially available product that supports visual analysis is GeoTime 

(http://www.geotime.com). GeoTime is capable of detecting geo-temporal patterns and 

integrating narration in analytical processes. It improves understanding of entity movements, 

events, relationships, and interactions over time within a geospatial context. It uses narratives, 

hypertext-linked visualizations, visual annotations, and pattern detection to create an 

environment for analytic exploration and communication, thereby assisting analysts 

in identifying, extracting, arranging, and presenting stories within the data (Eccles et al., 2008). 

A snapshot from a GeoTime story can be seen in Figure 26.10. It shows the life patterns of two 

people; these patterns are described in terms of space and time. GeoTime has been successfully 

used in many real life decision making tasks, including crime detection, analysis of 

telecommunication patterns, military, government and business analysis tasks. In 2011, the 

London Police purchased GeoTime to study the behaviour of users on Facebook (Gayle,2011). 



 

[Figure 26.10 about here]. Sample GeoTime story snapshot. Source: 

http://nickmalleson.co.uk/wp-content/uploads/2012/01/geotime_movements.jpg 

 

GeoTime brought to life the famous space-time model, first envisioned by Hägerstrand in 1970 

who planned to use this model as “a socio economic web model” (Hägerstrand, 1970, p. 10) to 

analyze people’s interactions across space and time. It also materializes Tufte’s dream of 

escaping data flatlands. Unlike other tools that visualize space and time, GeoTime visualizes the 

complexity of spatio-temporal relationships in a single 3-D view. GeoTime has multilingual 

support, and its latest version also has support for network analysis that is combined with 

geospatial analysis.  

 

 A tool that can largely complement analysis of social media in GeoTime by powerful semantic 

analysis is nSpace2. Like GeoTime, nSpace2 has won numerous IEEE Visual Analytics Science 

and Technology (VAST) Conference Contests as well. It supports natural language processing 

and innovative visual analytic techniques. It helps analysts efficiently and collaboratively 

produce insightful evidence-based reports. GeoTime and nSpace have been tested at VAST with 

an epidemiology analysis scenario using new reports. Tools enabled analysts to carry out trend 

analysis using the Country and Time dimensions as well as develop and validate hypotheses 

about why disease events and patterns occur (Proulx et al., 2006). This can be useful in the 

context of social media analysis too. 



 

Geo-social visual analytics 

A new trend is growing within the science of visual analytics known as geo-social visual 

analytics. In a research agenda for geo-social visual analytics, Luo and MacEachren (2015) 

explained that geo-social visual analytics differs from visual analytics by “explicit integration of 

social network perspectives and methods into the approach and tools” (p. 29), while still focusing 

on integration of interactive visual interfaces and computational analytical methods that can 

facilitate scientific reasoning. Another goal of geo-social visual analytics is to bridge the gap 

between methods used in geography, social sciences and network analysis. At the moment, 

spatial analysis and social network analysis solve social processes in their own contexts. While 

geographers look at movements, sociologists consider the relationships among people.  

Geographers also treat networks much more simply than physicists, who emphasize the power of 

networks, but ignore properties of geographic space (Curtin, 2007) and spatial constraints 

(Barthélemy, 2011). Geo-social visual analytics intends to pay more attention to overlaps 

between these two approaches and hopefully find better solutions for merging these two spaces. 

In the rest of this section, we give a few examples of how networks are analyzed in the 

framework of geo-social analytics.  

 

Some geo-social analytics studies use integrated approaches that demonstrate how topology and 

geography interact with each other.  For example, Luo et al. (2011) designed GeoSocial App, 

which reveals how groups identified in networks are positioned in geographic space over time. It 

enables capturing the dynamics of social relationships which is hard to understand from static 



graphs. Discovering interaction patterns between geographic space and network topology is 

useful for understanding individual- or group-level patterns that may have unique characteristics. 

Many studies suggest that certain processes in networks have structural and spatial constraints 

and that they have yet to be understood in empirical networks (Onnela et al., 2011; Barthélemy, 

2011).  

 

Such integrated approaches, however, do not summarize spatial or temporal as well as relational 

aspects of such networks. They allow researchers to examine how changes and processes in 

topologies affect geography and vice versa, but they do not provide an overview of what is going 

on in networks in space over time. Recently, an interesting solution for overcoming this 

limitation has been proposed by Koylu et al. (2014). Koylu et al.’s method takes into account 

distance, time (duration of interaction between individuals), and type of social relationship 

between each pair of individuals which are represented on a kernel density map (see Figure 

26.10).  Although Koylu et al. (2014) demonstrated the utility of this approach in the context of 

genealogical data, not social media data, their approach is well-suited for social media research. 

The results of Koylu et al.’s study reveal that family connectedness patterns in genealogical data 

are similar to migration and population growth patterns. 

[Figure 26.10 about here]. Network topology represented on a map. Source: Koylu et al. (2014).  

 

Spatial data mining 



Spatial data mining is concerned with “the extraction of useful information and knowledge from 

massive and complex spatial databases” (Mennis and Guo, 2009, p.403). Spatial data mining 

techniques include spatial regression, spatial clustering, spatial autocorrelation, point pattern 

analysis, spatial classification and prediction, regionalization, and other.  These techniques are 

useful for algorithmic detection of spatially-dependent patterns in data. They are not limited to 

traditional data types but also to newly emerged data types such as trajectories of individuals and 

groups of individuals with similar trajectories, data flows and other. Spatial patterns detected by 

spatial data mining techniques may yield important insights about individual and crowd 

behaviours, preferences, sentiments, human mobility networks (Gonzalez, Hidalgo, and 

Barabasi, 2008), and even properties of locations (Weiler et al., 2015). Data mining techniques 

could also help define rules for discovery of patterns, the purpose of which is to model human 

mobility patterns and consequently make predictions about all phenomena associated with 

human mobility (e.g., epidemics, information diffusion). For example, the co-location rule 

discovery process finds the subsets of features whose instances are frequently located together in 

geographic space (Shekhar and Huang, 2001). 

 

A suite of tools for spatial data mining is available from the Spatial Data Mining and Visual 

Analytics Lab (http://www.spatialdatamining.org/software). Among these tools the most relevant 

tools for social media analysis are EntropMap and Flow Mapping. EntropMap helps detect the 

existence of multivariate relationships without assuming a prior relationship form. It can be used 

for analysis of opinions and estimating the results of elections. Flow Mapping can be used to 

explore communication flow patterns. In addition, grouping analysis in ArcGIS which is based 

on K-means can used for clustering networked datasets.  



When mining spatial patterns, it is important to know that mobile networks prevailing in social 

media are limited in their predictability (Song et al., 2010; Gonzalez, Hidalgo, and Barabasi, 

2008).  Although on the one hand, human mobility patterns are “characterized by a deep-rooted 

regularity” and can be predicted and systematized, they lack variability: they have no significant 

gender- , age-, language-, or population-based differences (Song et al., 2010). 

 

Privacy issues 

Protecting the privacy of social media users’ geographic data is an ethical concern for 

researchers. Not all use of geographic data is unethical, but its use should be considered before 

research or development is undertaken. Martin (2015) suggested that “beneficial uses” of GPS 

data include “location-based coupons; traffic predictions; directions on map” while “questionable 

uses” would be “location-based stalking; iPhone as a homing beacon” (p. 68). Vicente et al. 

(2011) reviewed the basic features of social networks utilizing geographic information, such as 

friend tracking and “check-ins” at points of interest, and outlined potential ways to protect users’ 

privacy. Puttaswamy et al. (2014) described a tool they developed that shields the actual location 

data from servers, but still allows users to share location information with each other as desired. 

Reverse geocoding, or the process of obtaining highly specific location information about users 

through maps that have points indicating their geographic positions, raises confidentiality and 

privacy concerns, especially in the case of sensitive topics such as health data (Brownstein et al., 

2005; Krumm, 2007).  

 



Very little research has been accomplished in this important area, and more is needed. For now, 

researchers should consider what levels of scale, accuracy, and precision are absolutely 

necessary in order to carry out the analysis and visualization. For example, MacEachren et al. 

(2011a) aggregated frequency counts for tweets to 2 degree grid cells in order not to show point 

locations. 

 

Conclusion 

In conclusion, we would like to emphasize that geospatial analysis of social media is 

overwhelmingly complex. It requires an interdisciplinary approach that is well-grounded in 

geospatial, social, linguistics, and information retrieval theories. It is not enough to know only 

geospatial or social networking methods. It is highly important to understand how social space 

interacts with geographic space and time. Not all tools can answer the whole spectrum of these 

questions. Some tools can provide only fragmentary snapshots of phenomena where explicit and 

implicit contextual differences in individual behaviours are flattened by data classifications. 

Therefore, they can hinder our understanding of phenomena, rather than enhance it. Emerging 

visual analytics technologies, however, can help researchers understand how social, temporal, 

and spatial properties converge. 
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